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Abstract

Many countries in the world are developing the next generation power grid, the smart

grid, to combat the ongoing severe environmental problems and achieve efficient use of

the electricity power grid. Smart metering is an enabling technology in the smart grid to

address the energy wasting problem. It monitors and optimises the power consumption

of consumers’ devices and appliances. To ensure proper operation of smart metering,

a reliable communication infrastructure plays a crucial role.

Power line communication (PLC) is regarded as a promising candidate that will

fulfil the requirements of smart grid applications. It is also the only wired technology

which has a deployment cost comparable to wireless communication. PLC is most

commonly used in the low-voltage (LV) power network which includes indoor power

networks and the outdoor LV distribution networks. In this thesis we consider using

PLC in the indoor power network to support the communication between the smart

meter and a variety of appliances that are connected to the network.

Power line communication (PLC) system design in indoor power network is challeng-

ing due to a variety of channel impairments, such as time-varying frequency-selective

channel and complex impulsive noise scenarios. Among these impairments, the time-

varying channel behaviour is an interesting topic that hasn’t been thoroughly investi-

gated. Therefore, in this thesis we focus on investigating this behaviour and developing

a low-cost but reliable PLC system that is able to support smart metering applications

in indoor environments.

To aid the study and design of such a system, the characterisation and modelling

of indoor power line channel are extensively investigated in this thesis. In addition, a

flexible simulation tool that is able to generate random time-varying indoor power line

channel realisations is demonstrated.

Orthogonal frequency division modulation (OFDM) is commonly used in existing

PLC standards. However, when it is adopted for time-varying power line channels, it

may experience significant intercarrier interference (ICI) due to the Doppler spreading

caused by channel time variation. Our investigation on the performance of an ordinary

OFDM system over time-varying power line channel reveals that if ICI is not properly

compensated, the system may suffer from severe performance loss. We also investigate

the performance of some linear equalisers including zero forcing (ZF), minimum mean
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squared error (MMSE) and banded equalisers. Among them, banded equalisers provide

the best tradeoff between complexity and performance.

For a better tradeoff between complexity and performance, time-domain receiver

windowing is usually applied together with banded equalisers. This subject has been

well investigated for wireless communication, but not for PLC. In this thesis, we in-

vestigate the performance of some well-known receiver window design criteria that was

developed for wireless communication for time-varying power line channels. It is found

that these criteria do not work well over time-varying power line channels. There-

fore, to fill this gap, we propose an alternative window design criterion in this thesis.

Simulations have shown that our proposal outperforms the other criteria.
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Chapter 1

Introduction

1.1 Motivation

To combat the ongoing severe environmental problems and achieve higher reliability

and safety of the electricity power grid, many government agencies around the world

are deploying ubiquitous projects on developing the next-generation power grid: the

smart grid. By utilizing modern information and communication technologies, smart

grid is capable of delivering power in more efficient and green ways, and responding

to a variety of normal or emergency conditions and events [7]. Smart metering is

an enabling technology in the smart grid to address the energy wasting problem. It

monitors and optimizes the power consumption of consumers’ devices and appliances.

To ensure proper operation of smart metering, a reliable communication infrastructure

plays a crucial role. Different kinds of communication technologies, such as wireless

communication, power line communication (PLC) and optical communication, will be

used cooperatively to build up this communication infrastructure.

Recently, PLC has attracted a lot of attention since it is the only wired communi-

cation technology which has a deployment cost comparable to wireless communication.

It can also be maintained by the power company itself other than a third party service

provider. PLC in a smart grid is responsible for the communication between smart

meters and home appliances, as well as the communication between smart meters and

power companies. The latter link is an access network which is only for data trans-

mission while the former link is more like a sensor network which has monitoring and

controlling capabilities. Such a network will also enable the future smart home appli-

cations, including Internet-of-things. However, communication in such a network using

PLC is challenging due to a variety of channel impairments [8]. Motivated by this, this

MPhil research aims at developing low-cost PLC solutions which are robust to those

channel impairments for the emerging smart grid applications.

To understand those impairments, extensive study on the characterisation and mod-

elling of power line channel has been conducted. It was found that indoor power line

channel between the smart meter and appliances may be time-varying [9], and such a
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behaviour may cause significant intercarrier interference (ICI) [10] to a multi-carrier

system like orthogonal frequency division modulation (OFDM). However, ICI mitiga-

tion capability is absent in existing PLC standards for smart grid applications. Hence,

these standards may suffer from severe performance degradation if no proper action is

taken at the receiver. It was found that the banded equaliser with time-domain receiver

windowing may be a good low-cost solution. These techniques have been well studied

in wireless communication. However, our research revealed that some receiver window

design criteria developed for wireless communication do not work properly over power

line channels. Therefore, in this thesis we propose an alternative solution to receiver

window design for PLC.

1.2 Contributions

Our research has produced two main contributions:

• Extensive investigation on power line channel characterisation and modelling has

been conducted and a review paper has been published [11]. To assist the devel-

opment and verification of the proposed window design criterion, a two-conductor

transmission line (2TL) based indoor time-varying power line channel simulation

tool was developed by adopting the voltage ratio approach proposed in [12] and

the time-varying channel model proposed in [5]. This tool was implemented with

MATLABr. The key feature of this tool is that it accepts any tree-structured

power network topology and a variety of load models. In addition, it can be ex-

tended to generating multi-conductor transmission line (MTL) based power line

channels.

• Banded OFDM with time-domain receiver windowing was investigated over time-

varying power line channel for the purpose of ICI mitigation. It is the first time

such a study has been done for PLC. The key finding is that some good window

design criteria [13,14] proposed for wireless communication do not work well over

power line channels due to the time variation of power line channel energy. To

fill this gap, we propose an alternative window design criterion. Simulations have

shown that the proposed criterion outperforms the other criteria in terms of bit

error rate (BER) reduction. It also presents a few advantages.

1.3 Thesis Overview

In chapter 2 we provide some background information about smart grid and PLC. We

focus on the significance and design challenges of PLC for smart grid applications. We

also review some existing works on OFDM systems design over time-varying power line

channels and wireless channels, respectively.
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In chapter 3 we first present a review of power line channel modelling approaches,

including the top-down approach and the bottom-up approach. After that we introduce

the 2TL theory and the MTL theory. These two theories are the fundamentals of

bottom-up approaches. Based on the 2TL theory, we present a time-varying power line

channel model as well as some key issues regarding its implementation as a simulation

tool. Finally, we review some representative noise models.

In chapter 4 we investigate the performance of some well-known linear equalisers

over time-varying power line channels. The main purpose is to show the significance

of ICI. We first describe the system model of an OFDM system over time-varying

channel. Then we present some simple analyses on ICI followed by a description of those

linear equalisers. Finally, the error performances of those equalisers are investigated

via simulation.

Chapter 5 presents our investigation on receiver window design over time-varying

power line channel. We first demonstrate the algorithms of the two well-known window

design criteria proposed for wireless communication and then we propose an alternative

window design criterion. With the assistance of simulation, we analyse these criteria

and point out the advantages of our proposal. We also analyse the effect of some key

parameters used in window design.

Chapter 6 concludes this thesis and points out some possible future research direc-

tions.

1.4 Publications

1. W. Zhu, X. Zhu, E. G. Lim, and Y. Huang, ”State-of-art power line communica-

tions channel modelling,” Procedia Computer Science, vol. 17, no. 0, pp. 563 -

570, 2013.

2. W. Zhu, X. Zhu, E. G. Lim, and Y. Huang, ”Receiver Window Design for OFDM

Systems over Time-Varying Power Line Channels,” the 10th International Con-

ference on Wireless Communication, Networking and Mobile Computing, Beijing,

Sep. 2014.

3



1.5 Notations

The following notations are used in this thesis.
[B]m,n the element in the mth row and nth column of matrix B
[B]m the mth row of matrix B
(·)T matrix or vector transpose
(·)H Hermitian transpose
(·)∗ complex conjugate
IN an N ×N identity matrix
0M×N an M ×N matrix with all zero elements
〈·〉N modulo-N operation
E[·] expectation
‖ · ‖F Frobenius norm
D(B) a diagonal matrix that has the same diagonal as B
D(b) a diagonal matrix with diagonal b
◦ element-wise multiplication
d·e ceiling
tr{·} trace
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Chapter 2

Research Overview

2.1 Smart Grid and Smart Metering

Smart grid is envisioned as the next-generation power grid with improved efficiency, reli-

ability and safety. Traditional power grids transmit power from a few central generators

to a large number of consumers while smart grid applies two-way flows of electricity and

information to create an automated and distributed energy delivery network. Smart

grid is achieved by incorporating advanced information and communication technolo-

gies with distributed green energy generations and intelligent management systems.

Many applications will be enabled by smart grid, such as [7]:

• Fault detection, diagnosis and recovery: the faults in a power grid caused by

man-made mistakes or natural disasters can be detected and diagnosed by the

grid itself without any human assistance. Depending on the situation, different

strategies will be performed in order to minimize the probability of black-outs.

• Marketisation of electricity: thanks to the two-way transmission of electricity,

consumers will be able to sell electricity to power companies hence influencing

the price of electricity.

• Automatic meter reading: the power consumption information will be sent to

power companies by smart meters automatically.

• Demand response: smart meters control the operation of appliances according to

users’ demand and electricity price so as to minimize the total cost on electricity.

The above applications are supported by the so-called automatic metering infrastruc-

ture (AMI), which is widely regarded as a logical strategy to realize smart grid. Smart

meters, which support two-way communication between meters and power companies,

are regarded as part of the AMI. A smart meter is usually an electrical meter that

records power consumption in intervals of an hour or less and sends that information

at least daily back to the utility for monitoring and billing purposes [7]. Home energy

management system (HEMS) is the most important application of a smart meter. It

monitors and optimises all kinds of energy consumption and production within a home.

5



This usually involves the operation of electric cars, home appliances, green energy gen-

erations such as solar panels and other forms of energy and resources including gas and

water.

2.1.1 Communication Infrastructures for Smart Grid

An efficient and reliable communication infrastructure is one of the keys to realise

the envisioned smart grid applications. Due to the real-time nature of the operation of

smart grid, the communication infrastructure should be able to correctly deliver a large

number of messages in time. This brings up some key requirements of communication

over smart grid. They are low latency, high reliability and high throughput. In addition,

due to massive deployment of smart meters, the design of smart meters should also focus

on low complexity and low cost.

Logically, smart grid is a huge network with different layers. The bottom layer is

for power delivery while other layers are for communication and management. It is

generally agreed that the communication network of a smart grid should contain home

area networks (HANs) that connect home appliances to smart meters, neighbourhood

area networks (NANs) that collect messages from all the smart meters within them and

wide area networks (WANs) that forward messages from NANs to power companies or

vice versa [15–17]. The whole network is an integration of different communication

technologies in terms of the operating environment. For example, 3G, 4G technologies

or optical fibres can be used for WANs and NANs while wireless local area network

(WLAN) and PLC technologies can be adopted for HANs and NANs.

PLC and ZigBee1 have been widely investigated and generally agreed as two promis-

ing candidates for smart grid applications in HANs and NANs. The main advantage

of PLC is that the communication medium (the power line) is already there hence it

is the only wired technology that has a deployment cost comparable to wireless com-

munication (e.g. Zigbee). Various studies have shown that PLC can provide a very

good performance, especially when OFDM is applied [18–20]. ZigBee is also a very

good candidate due to its low power consumption and flexible configuration. However,

ZigBee is a very mature technology while the development of PLC is more attractive.

Therefore, PLC has been chosen as the technology that is studied in this research.

2.2 Power Line Communication

2.2.1 Network Structure

The structure of a power grid is illustrated in Fig. 2.1. A power grid usually contains

high-voltage (HV) transmission networks, medium-voltage (MV) distribution networks

and low-voltage (LV) distribution networks. HV networks deliver power from power

1ZigBee Alliance, available online at: http://www.zigbee.org/.

6



Telecommunications
Backbone

Power Company

Consumer

Concentrator

MV Router

Smart Meter

Transformer
LV Network

MV Network

HV Network

Fig. 2.1: A PLC based communication infrastructure for smart grid [1]

plants to populated areas. MV networks distribute power in a large scale and LV

networks distribute power to end-users.

Most of the time, PLC is used in LV and MV networks. Comparing with the logical

structure of smart grid, a HAN refers to the communication within a home (LV as well)

and it is coordinated by a smart meter. A NAN refers to the communication within a

LV network or across both LV and MV networks. Routers are deployed if necessary.

A concentrator is usually located in a MV network. It collects all the data within that

area and forwards it to the power company through a telecommunication backbone

network. The backbone network may be a 3G, 4G or fibre optics network.

In this thesis, we consider the communication within a HAN. A typical layout of

HAN is shown in Fig. 2.2. A smart meter is usually located at the service panel where

the indoor power network is connected to the outdoor LV network. The indoor power

network spreads out from the service panel like a tree and appliances, lights and outlets

are connected to the network. In the future, home appliances will be intelligent and

able to communicate with the smart meter. Different appliances or lights response to

the power supply differently. This is the main cause of channel time variation.
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Fig. 2.2: A typical home area network [2]

2.2.2 History and Developments

PLC technologies can be divided into three classes in terms of their operational band-

width: ultra narrowband (UNB), narrowband (NB) and broadband (BB) [8]. These

three classes and their data rates, bandwidths are summarised in Table 2.1. Generally,

UNB-PLC provides a very low data rate but a very large communication range (150 km

or more) because it has a small path loss coefficient and it is easy to pass through trans-

formers. UNB-PLC solutions are very mature technologies that have been in the field

for at least two decades. NB-PLC solutions provide higher data rates but a smaller com-

munication range than UNB-PLC. NB-PLC can be further divided into low data rate

(LDR) NB-PLC and high data rate (HDR) NB-PLC depending on whether single car-

rier or multiple carriers are used. There is a variety of LDR NB-PLC recommendations

available today. The development of HDR NB-PLC solutions has been in progress for

several years. Two commercial initiatives are PRIME2 and G3-PLC3. Two standards

developing organisation (SDO)-based standards are ITU-T G.hnem (G.9955/G.9956)

and IEEE 1901.2. BB-PLC has the highest data rate but a very small communication

range (normally limited to HANs) because of its high frequency components. IEEE

1901 and ITU-T G.hn (G.9960/G.9961) are two famous SDO-based recommendations.

According to [8], NB-PLC is the best choice for smart grid applications than other

PLC technologies for the following reasons:

2Powerline Related Intelligent Metering Evolution, available online at: http://www.prime-
alliance.org/.

3Open Standard for SmartGrid Implementation, available online at: http://www.maxim-
ic.com/products/powerline/g3-plc/.
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Table 2.1: Technical specifications of three PLC classes
PLC Class Data Rate Bandwidth

UNB around 100 bps 0.3-3 kHz or 30-300 Hz

NB LDR: a few kbps; HDR: up to 500 kbps 3-500 kHz

BB several hundred Mbps 1.8-250 MHz

• The CENELEC band (3-148.5 kHz) used by NB-PLC is the only PLC band that

is available all over the world.

• NB-PLC has a moderate coverage and it can pass through transformers.

• HDR NB-PLC standards are designed explicitly for smart grid applications.

• NB-PLC can coexist with BB-PLC via frequency-division multiplexing so that

they can be deployed in the same network while providing different services.

Due to the above reasons and in order to be consistent with the SDO-based PLC

standards, HDR NB-PLC and the frequency band 3-500 kHz is considered in this

thesis. OFDM is commonly adopted in existing HDR NB-PLC standards. Therefore,

it should be expected that these standards may suffer from ICI when they are used

over time-varying power line channels.

2.2.3 Research Challenges

We have identified four major challenges regarding the research of PLC over HANs.

First of all, power line channel modelling is very challenging. As will be discussed in

chapter 3, there is no universally recognised power line channel model. Since a reliable

channel model is of paramount importance to good studies of communication technolo-

gies, this shortage significantly impedes the development of a good PLC technology.

Existing PLC technologies are mostly migrated from wireless communication with little

mathematical justification. Second, the complex impulsive noise scenario is a special

and unique challenge to PLC system design. As will be introduced in chapter 3, there is

a variety of impulsive noise in power line channels, especially in HANs due to the pres-

ence of appliances. When it occurs, a number of data symbols or even a whole packet

may be corrupted. Third, indoor power line channels may present a time-varying be-

haviour. Power line channel time variation is composed of long term variations caused

by random topology change, such as plug-in and plug-out of appliances, and short term

variations due to load variations [9]. Long term variations require adaptive algorithms

which can sense the sudden change of channel. Short term variations may cause sig-

nificant ICI to multi-carrier systems such as OFDM. Finally, power line signals may

interfere with some low frequency radio signals due to the antenna-like behaviour of

transmission lines. This problem leads to performance degradation to both PLC and

radio communication.
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2.3 OFDM Systems over Time-Varying Channels

The time-varying behaviour of power line channel appears to be an interesting research

subject. Since OFDM is widely used in NB-PLC standards, we choose to investigate the

ICI mitigation ability of OFDM systems over time-varying indoor power line channels.

2.3.1 OFDM Communications Overview

OFDM is a kind of multicarrier modulation technique which relies on parallel data

transmission in the frequency domain. It is extremely simple and efficient over linear

time-invariant (LTI) frequency-selective channels. In OFDM systems, data symbols

are transmitted on equispaced frequencies called subcarriers. When properly designed,

each subcarrier occupies a narrow bandwidth so that its corresponding subchannel can

be seen as frequency-flat. When cyclic prefix (CP) is incorporated, the subcarriers are

orthogonal to each other such that not only inter-symbol interference (ISI) is absent,

but also there is no ICI among subcarriers. As a result, equalisation is very simple in

OFDM systems over LTI channels.

However, when the channel experiences a non-negligible time variation, each sub-

carrier suffers a Doppler spreading effect which destroys the orthogonality between

subcarriers, hence producing significant ICI. Similar to ISI in single-carrier systems,

the presence of ICI decreases signal-to-interference-noise ratio (SINR) and, when left

uncompensated, it degrades the performance of OFDM systems. A simple solution is

to shorten the OFDM block length so that less channel variation, hence reduced ICI

power, is experienced. However, since CP has to be inserted for each OFDM block, this

method reduces information throughput. Therefore, other ICI mitigation techniques

are necessary.

2.3.2 ICI Mitigation Techniques

A few but not many studies regarding the characterisation of power line channel time

variation can be found in literature. Some good work can be found in [9,10]. Measure-

ment results in [9] reveal that Doppler spread of indoor power line channels can be as

large as 1700 Hz. With such a high Doppler spread, ICI may cause serious performance

degradation to OFDM based NB-PLC systems. The work in [10] derived a formula

for the SINR of an OFDM block. Based on this result, an algorithm that optimises

OFDM block size was developed. Unfortunately, studies on error performance and ICI

mitigation of an OFDM system over time-varying power line channel can hardly be

found.

ICI mitigation of OFDM has been well investigated in wireless communication.

Solutions include linear equalisers like zero forcing (ZF), minimum mean squared error

(MMSE) and banded equalisers, and non-linear equalisers such as decision feedback
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equalisers, maximum likelihood (ML) equalisers and turbo equalisers [21]. Among

them, banded equalisers provide a better tradeoff between performance and complexity.

Banded equalisers are usually assisted by receiver windows which enhance the accuracy

of banding. Two well-known receiver window design criteria can be found in [13, 14].

The one proposed in [13] attempts to maximise the modified input SINR while the

other one tries to minimise the band approximation error (BAE). These two criteria

work very well over time-varying wireless channels. However, when they are applied

for time-varying power line channels, their performance degrade dramatically. To the

best of our knowledge, there is no publication regarding receiver window design for the

purpose of ICI mitigation over time-varying power line channels. Therefore, we believe

such a study is necessary for PLC.
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Chapter 3

Power Line Channel and Noise
Models

Power line channel is a very harsh electronic communication media which poses a num-

ber of challenges to communication system design. First, it is frequency selective due

to signal reflections and transmissions caused by impedance mismatches at transmis-

sion line discontinuities. Although physical behaviours of reflections and transmissions

are well studied in transmission line theory, statistical behaviours are not well charac-

terised. Second, it exhibits high attenuation and strong low-pass behaviours which limit

not only network coverage but also usable frequency bands. These two problems exist

because transmission lines are not designed for transmissions of high frequency signals.

Normally, due to complex network topologies and thin cables, indoor power line chan-

nels present higher attenuation than outdoor channels. Third, it may be time-varying

because of different kinds of network variations including change of topology, variation

of loads and fluctuation of cable parameters. This is usually true for indoor power line

channels due to the time-varying behaviour of electronic appliances. Apart from these,

PLC systems are further impaired by coloured background noise and complex impul-

sive noise. Therefore, extensive studies on channel characterisation and modelling are

necessary for efficient utilisation of the channel.

Unfortunately, it is not easy to conduct research on power line channel or develop

universally recognised channel models. The reasons are twofold. On the one hand, the

structure of power grid varies from place to place. For example, two-phase configura-

tion is common in the United States but not in Europe while three-phase configuration

is common in Europe [2]. This impedes the development and standardisation of a

generally applicable channel model, especially a statistical one. On the other hand,

channel measurement is dangerous because of the high voltage. Critical isolation of the

mains voltage is required for protection and signal extraction. Apart from safety rea-

sons, outdoor channel measurement requires authorisation and assistance from power

companies.

Nevertheless, great efforts have been made to power line channel modelling. Two
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kinds of modelling approaches can be found in the literature, namely the top-down

approach [22–26] and the bottom-up approach [5, 12, 27–37]. A top-down approach

attempts to find the most fitted model from measurements (either impulse responses or

frequency responses), while in a bottom-up approach the channel model is derived from

transmission line theory. The channel model used in this thesis is a kind of bottom-up

model which models the periodic time-varying behaviour of indoor power line channels.

In this chapter, we first review the top-down and bottom-up channel modelling

approaches. Then we introduce the 2TL theory and the MTL theory [4], as well as

the transfer function computation methods proposed in [12] and [33]. After that, we

explain in details the time-varying channel model [5] that is adopted in this thesis.

Based on this model, a simulation tool is implemented. Some key issues regarding

implementation, along with some representative simulation results, are demonstrated

afterwards. Finally, we review some representative coloured background noise models

and impulsive noise models.

3.1 Review of Channel Modelling Approaches

3.1.1 Top-Down Approaches

Top-down approaches aim at developing statistical channel models through data fitting.

This kind of approach originates from wireless communication but as mentioned before,

data collection and characterisation of power line channels are more difficult than that

of wireless channels. Therefore, although great efforts have been made on channel

measurement, a complete practical channel model is yet to be found.

The advantage of a statistical model is its low complexity. Once the model and

parameters are given, numbers of channel realisations can be generated within a short

period of time. In addition, with the help of statistical results derived from measure-

ments, channel and even system performance may be studied analytically. The most

significant disadvantage is its low flexibility. The model and parameters derived for a

specific network or a frequency band may not be applied to other networks and fre-

quency bands. Another disadvantage is that it lacks physical connection with reality.

For example, it is hard to describe the possible spatial correlation presented between

neighbouring nodes in a power network with a statistical model.

The most famous top-down model is proposed in [23] by Zimmermann and Dostert.

It models the channel in frequency domain as a sum of multiple signal paths with

different amplitudes, phases and delays. The transfer function of a channel can be

expressed as

H(f) =

N∑
i=1

gie
−(a0+a1fk)die−j2πf(di/vp) (3.1)
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Fig. 3.1: Frequency responses of the OPERA reference channels [3]

where N is the number of dominant paths, gi is the weight of the ith path which

accounts for the total effect of reflections and transmissions, a0 and a1 represents the

attenuation of cable, k determines the dependency of attenuation on frequency f , di is

the length of the ith path, and vp is the phase velocity of the cable.

In order to use this model, a set of parameters should be given. Based on the

authors’ measurements, they defined several reference channels with respect to link

distances. Additionally, the Open PLC European Research Alliance (OPERA) project

[3] proposed 9 reference channels for LV and MV networks based on this model. Fig.

3.1 shows the channel transfer functions of these reference channels. The low-pass

behaviour is clearly seen from this figure.

A major drawback of this model is that the computational cost for determining

the dominant paths and the corresponding parameters grows fast with the number of

dominant paths. In indoor environments, there are usually a large number of paths and

the attenuation is low due to short path length. As a result, many strong paths may

present, causing a high computational cost. In this sense, a statistical model seems

more convenient. This was first achieved by Tonello’s team in [25] where the model is

extended statistically and 9 sets of parameters corresponding to the 9 reference channels

in [3] are provided.

Many other top-down channel model proposals can be found in literature. Based

on extensive measurements, Tlich et. al. [26] proposed a random channel model in

frequency domain by analysing statistical properties of the magnitude and phase of the

measured channel transfer functions. On the contrary, the channel model proposed by

Galli [22] is based on time domain statistics, such as average channel gain and root

mean square (RMS) delay spread.

3.1.2 Bottom-Up Approaches

The bottom-up approach is usually based on transmission line theory [4]. This approach

requires perfect knowledge of the targeting power network, including its topology, power
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cables and loads. These network elements are modelled mathematically so that they

can be incorporated to generate channel realisations. A bottom-up approach usually

contains two steps of work. First, signal propagation in a single piece of transmission

line is understood based on transmission line theory. Depending on the technique used,

signal propagation can be described by voltage, current or s-parameters. Second, after

dividing the network into many pieces of transmission lines, the channel realisation can

be obtained by cascading the effect of these pieces.

The advantage of a bottom-up approach is that it can be applied to various situ-

ations as long as the network information is available. In addition, this approach is

closely related to the physics of signal propagation in power networks. Therefore, it can

be applied to network-related system modelling such as multiuser systems and relay sys-

tems. This approach also has several disadvantages. First, it is usually computational

complex and the complexity grows with the complexity of the network. Second, the

collection of the aforementioned network elements is challenging and time consuming.

Most of the bottom-up approaches in the literature are based on one of the three

techniques, namely the voltage ratio approach [12, 27–30, 33], the ABCD matrix ap-

proach [5, 31, 37] and the s-parameters approach [34–36]. The voltage ratio approach

and the ABCD matrix approach are essentially the same because the voltage ratio

approach describes the relationship between input voltage and output voltage while

ABCD matrix describes the input/output relationship of both voltage and current.

The voltage ratio approach developed for 2TL in [12] is extensively used in our simu-

lation and will be introduced later in this chapter. We refer readers to [37] for a good

work on ABCD matrix based channel modelling approach. The s-parameters approach

is different. It describes electromagnetic (EM) wave propagation with transmission and

reflection coefficients other than voltage and current. Although this approach is com-

plicated, it can be easily extended to the situation where different kinds of cables with

different number of conductors are connected together. On the contrary, it is hard for

a voltage ratio approach or an ABCD matrix approach to be applied to this situation.

We refer readers to [34] for a good demonstration of this approach. An exception of

bottom-up approach can be found in [32] where the model is basically a multipath

model partly cooperated with the transmission line theory.

3.1.3 The Future of Power Line Channel Modelling

Power line channel modelling and characterisation is still an open and challenging

research topic. There are a few rules that can be regarded as guidances of the future

development of such a subject.

First of all, a fast and flexible random channel generation tool essentially helps the

development of PLC. Traditionally, a time domain top-down channel model based ran-

dom channel generation tool usually requires statistical information such as amplitude
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distribution, power delay profile, RMS delay spread, etc.. However, these information

is not available for PLC nowadays. Some similar frequency domain statistical informa-

tion can be found in [25] while it is yet to be improved and extended in order to make

the model generally applicable. In addition to these statistical information, it would

be much better if the model considers channel time variation and spatial correlation.

Two kinds of spatial correlation can be found in a power network, namely the spatial

correlation between power line conductors and the spatial correlation between users.

A study on spatial correlation between conductors can be found in [38] while no re-

search on spatial correlation between users was found. Nevertheless, it is not hard to

image that such kinds of work could be very challenging. More importantly, statisti-

cal information helps evaluating theoretical performance of a communication system.

Hence, it is importance to acquire these information and generalise them for a variety

of application scenarios.

Secondly, the development of multiple-input-multiple-output (MIMO) power line

channel model may change the future of PLC since in most cases outdoor power net-

works use MTLs. As mentioned above, there are already a variety of bottom-up channel

models that supports MIMO power line channel modelling. However, a MIMO top-

down channel model is yet to be found. The characterisation of coupling between con-

ductors can be very challenging for a top-down approach. In addition, the impedance

of a load that is connected to a MTL network also needs to be characterised because

such a kind of information is usually not available.

Finally, the most significant problem of channel modelling for smart grid com-

munications is the lack of narrowband channel models. Most of the channel models,

especially top-down ones, are broadband channel models in the frequency band of 1-100

MHz. Very few of them focus on or cover the European Committee for Electrotechni-

cal Standardization (CENELEC) bands (3-500 kHz). The study of outdoor power line

channel modelling is of paramount importance for smart grid because outdoor power

networks will support the communication between smart meters and central offices with

very high reliability. Spatial correlation between users can also be a very interesting

research direction since a large number of smart meters and sensors will share the same

network. If correlation information between meters and sensors can be utilised, com-

munication system design may be simplified. In addition, this may also help the design

of relay systems.

3.2 Transmission Line Theories

Transmission line theories are the fundamentals of bottom-up approaches. They ex-

plain signal propagation in transmission lines from the very basic EM point of view.

Depending on the number of conductors in a transmission line, there are 2TL theory

and MTL theory. In this section we explain how to use these theories to calculate the
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Fig. 3.2: A two-conductor transmission line model [4]

transfer function of a transmission line. Then we show how to use the voltage ratio

approach proposed in [12] and [33] to compute the overall transfer function between

two terminals of a power network.

3.2.1 The Two-Conductor Transmission Line Theory

This subsection considers transfer function calculation of a 2TL. 2TL theory considers

any transmission line that has two conducting wires, such as twisted-pair cables and

coaxial cables, as shown in Fig. 3.2. In this figure, the two wires are excited by a

voltage source VS with impedance ZS and terminated by a load ZL. The line has a

length of L .

This kind of circuit cannot be solved by the conventional Ohm’s law because the

voltage and current along the line are not constants. In order to obtain the voltage and

current distribution, the line is uniformly divided into an infinite number of segments

and the voltage and current are assumed to be constant within each segment. This

assumption is only valid when the length of each segment is infinitesimal. An equivalent

circuit then can be formed for each segment of cable, as shown in Fig. 3.3. In this figure,

∆z denotes the length of each segment and r, l, g and c are called the per-unit-length

(p.u.l) resistance, inductance, conductance and capacitance of the line respectively.

Applying Kirchhoff’s voltage and current laws to the circuit, the following voltage

and current relationships can be found

V (z + ∆z, t)− V (z, t) = −r∆zI(z, t)− l∆z ∂I(z, t)

∂t
(3.2)

I(z + ∆z, t)− I(z, t) = −g∆zV (z + ∆z, t)− c∆z ∂V (z + ∆, t)

∂t
(3.3)

Dividing both sides by ∆z and taking the limit as ∆z → 0 yields the time domain
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Fig. 3.3: The per-unit-length equivalent circuit for a two-conductor line [4]

transmission line equations

∂V (z, t)

∂z
= −rI(z, t)− l ∂I(z, t)

∂t
(3.4)

∂I(z, t)

∂z
= −gV (z, t)− c∂V (z, t)

∂t
(3.5)

The frequency domain equivalents of these two equations can be expressed by

d

dz
V (z) = −ZI(z) (3.6)

d

dz
I(z) = −Y V (z) (3.7)

where V (z) and I(z) denote the voltage and current at position z along the line, Z =

r+jωl and Y = g+jωc are the p.u.l impedance and admittance of the line respectively,

and ω = 2πf is the radian frequency.

The solutions (see chapter 5 of [4]) are expressed as

V (z) = V +e−γz + V −eγz (3.8)

I(z) =
V +

ZC
e−γz − V −

ZC
eγz (3.9)

where V + and V − represents the voltages of the forward-travelling wave and backward-

travelling wave, ZC =
√
Z/Y is the characteristic impedance of the line, γ =

√
ZY =

α+ jβ is the propagation constant with α and β as the attenuation constant and phase

constant respectively. The phase velocity then can be calculated by ν = ω/β.

The backward-travelling waves are caused by signal reflection at the load. To quan-

tify this reflection, the reflection coefficient is defined as the ratio of backward-travelling
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wave to forward-travelling wave, as expressed by

Γ(z) =
V −eγz

V +e−γz
=
V −

V +
e2γz (3.10)

Then (3.8) and (3.9) can be rewritten as

V (z) = V +e−γz(1 + Γ(z)) (3.11)

I(z) =
V +

ZC
e−γz(1− Γ(z)) (3.12)

Incorporating the load impedance using V (z)/I(z) = ZL, the reflection coefficient at

load can be obtained as

ΓL = Γ(L ) =
ZL − ZC
ZL + ZC

(3.13)

The input impedance at any position along the line can be obtained in a similar way

and it is expressed by

Zin(z) =
V (z)

I(z)
= ZC

1 + Γ(z)

1− Γ(z)
(3.14)

The input impedance at the input of the line (z = 0) is

Zin(0) = ZC
1 + ΓLe

−2γL

1− ΓLe−2γL
= ZC

ZL + ZC tanh(γL )

ZC + ZL tanh(γL )
(3.15)

Finally, by incorporating VS = I(0)ZS + V (0), we can obtain the voltage and current

distribution on the line, as expressed by

V (z) =
1 + ΓLe

−2γL e2γz

1− ΓSΓLe−2γL

ZC
ZC + ZS

VSe
−γz (3.16)

I(z) =
1− ΓLe

−2γL e2γz

1− ΓSΓLe−2γL

1

ZC + ZS
VSe

−γz (3.17)

where ΓS = (ZS − ZC)/(ZS + ZC) is the reflection coefficient at source. The transfer

function, defined as the ratio of V (L ) to V (0), is then given by

H0(f) =
V (L )

V (0)
=

1 + ΓL
eγL + ΓLe−γL

(3.18)

If we consider the source voltage, the transfer function is given by

H(f) =
V (L )

VS
=

1 + ΓL
1− ΓSΓLe−2γL

ZC
ZC + ZS

e−γL (3.19)

In fact, (3.19) is reduced to (3.18) when ZS = 0. In [12], (3.18) is used to calculate

the channel transfer function, but we believe (3.19) is a better choice since it considers

the effect of source reflection. It is important to note that (3.13), (3.15), (3.18) and

(3.19) are four key equations that are used in channel transfer function calculation. In

addition, the channel transfer function is frequency dependent because almost all the

p.u.l parameters are frequency dependent and some loads can be frequency dependent

as well. For convenience, frequency dependency is omitted in the equations.
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Fig. 3.4: The per-unit-length equivalent circuit of a multi-conductor transmission
line [4]

3.2.2 The Multi-Conductor Transmission Line Theory

MTL theory was developed for transmission lines with more than two conductors. This

kind of transmission line is commonly used in outdoor power networks to distribute

power in three phase. Therefore, four conductor (one neutral line plus three phase

lines) and five conductor (with an additional ground line) transmission lines are common

commercial products. Sometimes three conductor transmission lines are used in indoor

environments and the additional conductor is for grounding.

The voltage and current in a MTL are defined in vector forms as v(z) and i(z).

Suppose there are n conductors, then v(z) and i(z) are all n× 1 column vectors where

v(z) contains the voltages between every two conductors and i(z) contains the current
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flow in each conductor. Voltages and currents are related by

d

dz
v(z) = −Zi(z) (3.20)

d

dz
i(z) = −Yv(z) (3.21)

where Z = R+jωL and Y = G+jωC are the p.u.l impedance matrix and admit-

tance matrix, respectively, [L]i,j , [G]i,j , [C]i,j are defined in Fig. 3.4, and R =

D([r1, . . . , rn]) + r0 with [r0, . . . , rn] defined in Fig. 3.4. These two equations can

not be solved directly because voltages and currents are coupled.

By differentiating (3.20) and (3.21), voltages are decoupled from currents, as given

by

d2

dz2
v(z) = ZYv(z) (3.22)

d2

dz2
i(z) = YZi(z) (3.23)

However, the voltages and currents are still coupled by themselves. Eigenvalue decom-

position is applied to decouple the voltages and currents, as expressed by

T−1
V ZYTV = Λ (3.24)

T−1
I YZTI = Λ (3.25)

where the columns of TV and TI are eigenvectors and the diagonal of Λ contains

eigenvalues λ2
i . If Z and Y are symmetric, TV and TI are the same. The decoupled

voltages and currents are defined as mode voltages vm(z) and mode currents im(z), as

given by

v(z) = TV vm(z) (3.26)

i(z) = TI im(z) (3.27)

TV and TI define a transformation between the actual line voltages and currents and

the mode voltages and currents. Substituting (3.26) and (3.27) into (3.22) and (3.23)

yields

d2

dz2
vm(z) = T−1

V ZYTV vm(z) = Λvm(z) (3.28)

d2

dz2
im(z) = T−1

I YZTI im(z) = Λim(z) (3.29)

The mode voltages and currents are now decoupled and they can be expressed as

vm(z) = e−
√

Λzv+
m + e

√
Λzv−m (3.30)

im(z) = e−
√

Λzi+m − e
√

Λzi−m (3.31)
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where the matrix exponentials are defined as e±
√

Λz = D([e±λ0z, . . . , e±λn−1z]), v±m and

i±m are n× 1 vectors of undetermined constants associated with the forward/backward-

travelling waves of modes. From here it can be concluded that signals do not propagate

in individual conductors separately. Instead, they propagate across conductors in the

form of modes. Different modes can propagation at the same time independently.

However, mode voltages and currents cannot be measured. They can only be obtained

from the above conversion once the line voltages and currents are measured.

The line voltages and currents are now expressed by

v(z) = ZCTI(e
−
√

Λzi+m + e
√

Λzi−m) (3.32)

i(z) = TI(e
−
√

Λzi+m − e
√

Λzi−m) (3.33)

where ZC = Y−1TI

√
ΛT−1

I is defined as the characteristic impedance of the transmis-

sion line. Incorporating terminal conditions

v(0) = vS − ZSi(0) (3.34)

v(L ) = vL − ZLi(L ) (3.35)

where vS and ZS are source voltage and impedance, vL is the load voltage bias and it is

usually set to zero, ZL is the load impedance matrix. The forward/backward-travelling

current waves can be obtained from solving[
(ZC + ZS)TI (ZC − ZS)TI

(ZC − ZL)TIe
−
√

ΛL (ZC + ZL)TIe
√

ΛL

] [
i+m
i−m

]
=

[
vS
vL

]
(3.36)

v(0) and v(L ) then can be obtained by substituting i±m into (3.32). The transmission

line transfer function is then given by

H0(f) = v(L )v(0)−1

= ZCTI(In − ρLI)(e−
√

ΛL − e
√

ΛL ρLI)
−1T−1

I YC (3.37)

where In is an n × n identity matrix, YC = Z−1
C is the characteristic admittance, ρLI

is the current reflection coefficient at load, as expressed by

ρLI = T−1
T YC(YL + YC)−1(YL −YC)ZCTI (3.38)

where YL = Z−1
L is the load admittance. To obtain the overall channel transfer func-

tion, HS(f) = v(0)v−1
S is required. The computation is a bit tricky because vS is a vec-

tor and it has no inverse. To solve the problem, we build a matrix VS = [vS1, . . . ,vSK ]

in which vSk is a set of arbitrarily chosen orthogonal vectors and K ≥ n. Then the

overall channel transfer function is given by

H(f) = H0(f)v(0)V†S (3.39)
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where V†S is the pseudo-inverse of VS . Finally, the input admittance at source is given

by

Yin(0) = TI(In + ρLI)(In − ρLI)−1T−1
I YC (3.40)

This is required when calculating the transfer function of a network.

MTL theory can be used to study MIMO PLC. When a set of input signals vS

are applied to one end of a transmission line, they are virtually converted to mode

voltages and then propagate through the transmission line independently. At the load,

they are converted back to line voltages and the measured line voltages are mixtures of

the transmitted signals. If the transformation between line voltages and mode voltages

are known, the transmitted signals can be easily separated. However, life is always

hard. Although the transformation can be obtained by analysing the transmission line,

there are some mechanisms in the network that will destroy the independence between

mode voltages. For example, if the load impedance matrix is not diagonal, the reflected

signals will be mixed. In fact, our investigation has shown that the only way to figure

out the overall coupling between signals is through channel estimation, like what is

done in wireless communication.

3.2.3 Transfer Function Computation

The voltage ratio approach is an efficient solution to channel transfer function compu-

tation. The basic idea is to divide the power network between the transmitter and the

receiver into a number of segments and the overall transfer function is the product of

the transfer functions of the segments. This approach is demonstrated using the 2TL

theory in this section.

To use the approach, first, the backbone, which is the shortest path between the

transmitter and the receiver, is identified. Then, along the backbone, the network is

broken into multiple pieces. The breakpoints are chosen arbitrarily but for convenience

we suggest to break the network at the points where branches are attached to the

backbone, as illustrated in Fig. 3.5. We denote the transfer function of each segment

as Hn(f) = Vn+1(f)/Vn(f). The overall transfer function is then written as

H(f) =
VN+1(f)

V1(f)
=

N∏
n=1

Hn(f) (3.41)

Note that this equation is adopted in [12] and it assumes source impedance is zero

hence V1(f) = VS(f). Considering the source impedance, the overall channel transfer

function can be written as

HS(f) =
V2(f)

VS(f)

VN+1(f)

V2(f)
=
V1(f)

VS(f)

VN+1(f)

V1(f)
(3.42)
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VS V1 V2 VN+1=VL VN VN-1 

Fig. 3.5: Illustration of network segmentation

(a) (b) (c) 

Fig. 3.6: Illustration of impedance carry back

In this equation we provide two implementation options. One is to use (3.19) to calcu-

late V2(f)/VS(f). The other one is to calculate V1(f)/VS(f) with

V1(f)

VS(f)
=
V (0)

VS
=

1 + ΓLe
−2γL

1− ΓSΓLe−2γL

ZC
ZC + ZS

(3.43)

Except for the calculation of the transfer function of the segment that is connected

to the source, all the other transfer functions can be calculated with (3.18). To use this

equation, the line propagation constant, line length and load impedance is required. It

is important to note that the load impedance of segment n is in fact the input impedance

of segment n + 1. The calculation of the input impedance of segment n + 1 requires

the method called impedance carry back [12] because the effective input impedance

considers the backward-travelling wave reflected back from the receiver so that the

receiver impedance needs to be ”carried back” to the point of interest. The effect of

branches can also be processed with this method. No matter how complex a branch is,

it can be represented by a single impedance. This is illustrated in Fig. 3.6.
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An example: the T-shaped network

Here we use the simplest network, the T-shaped network, to demonstrate the steps of

using the impedance carry back method and the voltage ratio approach to calculate

the channel transfer function. The network is shown in Fig. 3.7 and all the required

network elements are labelled. In this figure, thick lines represent transmission lines

with the same characteristic impedance ZC and propagation constant γ while thin lines

represent negligible connection wires. The lengths of the two segments of lines and the

branch are l1, l2 and lBr, respectively.

The first step is to calculate the transfer function of the segment BC, which is given

by

HBC(f) =
1 + ΓL

eγl2 + ΓLe−γl2

where ΓL = (ZL − ZC)/(ZL + ZC). The next step is to calculate the effective input

impedance looking into node B. The input impedances of the branch and the segment

BC are written as

Z
(in)
Br = ZC

1 + ΓBre
−2γlBr

1− ΓBre−2γlBr

Z
(in)
BC = ZC

1 + ΓLe
−2γl2

1− ΓLe−2γl2

where ΓBr = (ZBr − ZC)/(ZBr + ZC). Since the combination of the branch and the

segment BC can be seen as a parallel circuit, the effective input impedance is expressed

as

Z
(in)
B =

Z
(in)
Br Z

(in)
BC

Z
(in)
Br + Z

(in)
BC

Now we can calculate the transfer function of the segment AB, as expressed by

HAB(f) =
1 + ΓB

eγl1 + ΓBe−γl1

where ΓB = (Z
(in)
B − ZC)/(Z

(in)
B + ZC). Finally, using (3.43), the overall transfer

function is given by

HS(f) =
1 + ΓBe

−2γl1

1− ΓSΓBe−2γl1

ZC
ZC + ZS

HAB(f)HBC(f)

where ΓS = (ZS − ZC)/(ZS + ZC).

3.3 A Linear Periodic Time-Varying Channel Model

According to [9], the indoor power line channel can be approximated as a periodic

time-varying linear filter. The variation is synchronous to alternating current (AC)
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Fig. 3.7: The T-shaped network

power supply and has a frequency that is twice of the AC frequency (e.g. 100 Hz if AC

frequency is 50 Hz). This is because the impedances of some appliances in the network

response to AC sinusoidal variation. These appliances usually contain motors or rectify

circuits. The work also shows that the channel can be seen as approximately time-

invariant provided that the interval is shorter than the coherence time. Therefore, to

model the channel, we use a number of time-invariant linear filters and the coefficients

of each filter are determined by assuming the channel does not change during that

interval. In frequency domain the filtering can be expressed as

Y (f) ≈ H(t, f)|t=t0X(f) (3.44)

where Y (f) and X(f) are the output signal and input signal, respectively, t0 is the time

instant at which the signal is transmitted, H(t, f) is the time-varying channel transfer

function with H(t, f) = H(t+ T0/2, f) and T0 is the mains period.

In this section we explain the linear periodic time-varying (LPTV) channel model

that is adopted in this thesis. This model is a combination of the 2TL theory and the

LPTV channel model proposed in [5]. We use the voltage ratio approach for channel

transfer function generation. The channel model is then made time-varying by intro-

ducing the time-varying load models proposed in [5]. Therefore, in this section we

mainly introduce how a time-varying power network is composed. This includes a net-

work topology, time-varying load models and cable parameters. Based on this model,

we develop a simulation tool that is able to generate random channel realisations. Some

key issues related to this tool is explained.
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Fig. 3.8: An example of indoor power network topology

3.3.1 Indoor Power Network Topology

Indoor power network usually has a two-level tree structure [12, 37] as shown in Fig.

3.8. In the first level, the power is distributed from the service panel to a number of

derivation boxes. The number of derivation boxes depends on the house layout. A

few outlets are connected to each derivation box. The connection can be either in

star type or in bus type. In [12] an algorithm is developed to generate such kind of

topologies randomly. In simulation, derivation boxes and the service panel are treated

as intermediate nodes that do not affect the channel transfer function. Each outlet can

be connected to a load or left open. The channel transfer function between any two

outlets can be calculated with a bottom-up model as long as a signal source and a sink

are connected to the corresponding outlets.

In this thesis, we use the simplified topology proposed in [5] because it is simple

and accurate enough for simulation. This topology is shown in Fig. 3.9. Except for

the signal source and sink, there are three branches as well as three loads connected

to the main line between source and sink. There are seven line segments including the

three branches and the four main line segments separated by the branches. The choice

of the length of line segments, loads and cables will be given in section 3.3.4.
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Fig. 3.9: A simplified indoor power network topology [5]

3.3.2 Load Models

According to [5], the loads in an indoor power network can be classified into three

groups, namely constant impedances, frequency-selective impedances and time-varying

impedances.

Constant impedances are approximately constant in time and frequency. This is,

in practice, not a common case. Typical values are {5, 50, 150, 1000,∞}Ω, representing

low, radio frequency (RF) standard, matched-to-transmission-line ZC , high, and open

circuit impedances.

Frequency-selective (time-invariant) impedances are modelled by parallel RLC res-

onant circuits, as expressed by

Z(ω) =
R

1 + jQ
(
ω
ω0
− ω0

ω

) (3.45)

where R is the resistance at resonant frequency, ω0 is angular resonant frequency,

ω is angular frequency and Q is called quality factor that determines the frequency

selectivity of the impedance.

Time-varying impedances are frequency-selective as well. They can be divided into

two classes of behaviours. One of them is named commuted behaviour which describes

the impedance switching between two distinct values ZA and ZB. This is illustrated in

Fig. 3.10. As stated above, the variation is synchronous to the AC power wave and has

a period that is half of the mains period T0. In addition, the impedance variation has a

state duration of T and it may have a delay of D with respect to the mains voltage zero-

crossing. The other behaviour corresponds to a more ”harmonic” impedance variation

that can be modelled with an absolute sinusoidal function, as expressed by

Z(ω, t) = ZA(ω) + ZB(ω)

∣∣∣∣sin(2π

T0
t+ φ

)∣∣∣∣ (3.46)

where ZA and ZB are the offset impedance and the amplitude of the impedance respec-

tively, and it also has a phase shift φ with respect to the voltage zero-crossing.
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Fig. 3.10: Illustration of time-varying impedances: the commuted case and the har-
monic case

3.3.3 Transmission Line Parameters

Knowledge of the four basic p.u.l parameters is of paramount importance to the calcula-

tion of transfer functions. For some simple and idea transmission lines with symmetric

cross-sections, closed form solutions can be found with respect to the geometry of the

transmission line cross-section. This topic has been well studied in the subject of EM

engineering, such as in [39,40] and chapter 4 of [4].

On the contrary, for some complex transmission lines with asymmetric cross-sections,

complex numerical methods have to be used [34]. Even so, such kind of theoretical mod-

els are not accurate enough because in practice most of the idea situations cannot be

met and uncertainties always present. Therefore, the best solution to find out p.u.l

parameters is through measurement. It is important to point out that according to

the work of Sartenaer [34] once the models of the transmission lines used in a network

are verified with measurements, it is not necessary to verify the model of the whole

network. This proves the validity and accuracy of a bottom-up approach.

In this thesis, we use the p.u.l parameters obtained by the measurement work of

Cañete, as presented in [5] and Table 3.1. Five kinds of typical indoor transmission lines

are given. It should be noted that the characteristic impedance ZC , the p.u.l capaci-

tance C and inductance L are approximately constant in frequency. The p.u.l resistance
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Table 3.1: Characteristics of practical indoor power lines
Cable type 0 1 2 3 4

ZC(Ω) 270 234 209 178 143

C(pF/m) 15 17.5 20 25 33

L(µH/m) 1.08 0.96 0.87 0.78 0.68

R0 12 9.34 7.55 6.25 4.98

G0 30.9 34.7 38.4 42.5 49.3

R and conductance G are frequency dependent and are given by R = R0
√
f ·10−5(Ω/m)

and G = 2πfG0l · 10−14(S/m), where l is used to compensate the attenuation loss due

to the simplified network topology.

3.3.4 Implementation and Simulation Results

In this section we present the implementation of the LPTV model based simulation

tool and a sample channel realisation generated using this tool.

Parameters Setup

We first introduce some criteria to set up proper values for the parameters required for

simulation.

1. The transmitter and receiver have constant impedance of 50Ω;

2. One type of transmission line, chosen from Table 3.1 randomly with uniform

distribution, is used throughout the whole network (i.e. no mixture of different

cables);

3. Line segment lengths are chosen randomly between 0.5 and 50 m with uniform

distribution;

4. Constant impedances are randomly chosen from {5, 50, 150, 1000,∞}Ω with a

uniform distribution;

5. Frequency selective impedances are obtained by choosing the following parameters

randomly:

(a) Resistance at resonance is chosen from {200, 1800}Ω with a uniform distri-

bution;

(b) Resonant frequency is chosen from {3, 200}kHz with a uniform distribution;

(c) The Q factor is chosen from {5, 25} with a uniform distribution.

6. At least one of the three loads in Fig. 3.9 should be a time-varying load. In the

case of a commuted load, the following parameters apply:

(a) ZB is chosen in the same way as a frequency-selective impedance;

(b) ZA = ZB · 0.5;
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(c) Suppose the channel is divided into M invariant intervals according to its

coherence time (e.g. 400 ms [5]), the duration T in discrete time, is chosen

between 1 and M/4 uniformly;

(d) Delay D is chosen from {0,M/2− T} uniformly.

In the case of a harmonic load, the parameters would be:

(a) ZB is also a frequency-selective impedance;

(b) ZA is fixed at 5Ω;

(c) The phase φ is chosen uniformly between 0 and π rad.

These are the general rules for setting up the parameters. Specifically, in our simulation,

we use two frequency-selective loads and one harmonic load. Besides, the mains AC

frequency is 50 Hz.

Implementation

The general steps of channel transfer function generation are summarised as follows:

1. The network topology is defined with randomly chosen cable lengths;

2. One type of cable is randomly chosen from the database;

3. Several loads are randomly generated according to the time-varying load models;

4. The channel transfer function is computed.

Within these steps, the definition of network topology is of paramount importance to

channel transfer function computation. In addition, the impedance carry back method

used in transfer function calculation is the most challenging part. Therefore, we focus

on these two issues in this section.

First of all, the topology is described by an adjacency matrix A. If nodes n and

m are connected by a transmission line of length lnm, we have [A]n,m = [A]m,n = lnm,

otherwise, [A]n,m = [A]m,n = 0. The vector [A]n then indicates the nodes that are

connected to node n. The adjacency matrix is originally used in graph theory to

describe a graph. Hence, by adopting the algorithms developed in graph theory, we

can find the shortest path (the backbone) between any two nodes.

Recursive programming is adopted for the implementation of impedance carry back.

As stated above, the calculation of the input impedance at an intermediate node re-

quires the impedances seen at its adjacent nodes, which in turn requires the calculation

of the input impedances of those adjacent nodes. This is a recursive process and is bet-

ter to be realised with recursive programming. The algorithm is described in Algorithm

1. For convenience, we use ”lineInputImped” to represent a function that calculates

the input impedance of a line segment nm using (3.15). This function has an argument

which is the load impedance connected to the line segment nm. The implementation

of voltage ratio approach is straightforward hence it is not presented here.
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Algorithm 1 A recursive function that implements impedance carry back

function inputImpedance(A,n)
adjNodes = [A]n . get adjacent nodes
adjNodes = adjNodes - (n− 1) . node n− 1 should not be considered
inputImped = Inf . initialise input impedance to infinity
for m = adjNodes do . for each node in adjNodes

if node m is an outlet then
z = outlet load impedance
tempImped = lineInputImped(z)

else
inputImped m = inputImpedance(A,m) . call the function itself
tempImped = lineInputImped(inputImped m)

end if
inputImped = 1/(1/inputImped+1/tempImped)

end for
return inputImped

end function

Extending to MTLs

The developed power line channel simulation tool can be easily extended to generating

MTL-based power line networks since the voltage ratio approach and the impedance

carry back method is independent of the number of conductors in a transmission line.

The major changes that should be conducted are summarised as follows. First of

all, the whole system or programme should be able to deal with voltage and current

vectors instead of scalars. In addition, p.u.l parameters and load impedances are now

in the form of matrices. Second, equations 3.37 through 3.40 should be used for the

calculation of transfer functions, reflection coefficients and input impedances. Finally,

a simple voltage conversion should be added in order to support not only MIMO PLC

but also single-input-multiple-output (SIMO) and multiple-input-single-output (MISO)

PLC. This conversion can be found in [33].

Simulation Results

The upper figure of Fig. 3.11 shows a typical LPTV indoor power line channel realisa-

tion that is generated using the model described above. The channel varies in a period

of about 10 ms as the mains period is 20 ms. Frequency-selectivity and time-selectivity

can be observed clearly. It can be seen that the channel varies fast at its rising and

falling edge while it is quite flat in between. In the bottom figure we plot the subcarrier

averaged signal-to-interference ratio (SIR) of an OFDM block transmitted in different

intervals of the channel. It is clear that signal transmitted at rising or falling edge of

each cycle suffers from low SIR. This is because channel variation induces power leak-

age from one subcarrier to its adjacent ones causing the so-called ICI. This increases

interference power while reduces signal power. SIR less than 20 dB can be regarded as
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Fig. 3.11: Up: a typical LPTV power line channel realisation; bottom: subcarrier
averaged SIR of an OFDM block transmitted in different intervals of the above channel

dangerous because in this case interference may be more significant than noise.

In Fig. 3.12 we show the frequency response of a 2-by-2 MIMO power line chan-

nel generated with the extended simulation tool. Since there is no time-varying load

models which support MTLs, a time-fixed channel realisation is shown. This figure was

generated with the power network topology in Fig. 3.7 with l1 = 5.22m, l2 = 3.60m

and lBr = 2.30m. The source impedance ZS , load impedance ZL and branch load

impedance ZBr are all the same, equal to

Z =

[
50 0
0 50

]
Ω (3.47)

The MTL used in this simulation is a symmetric three-conductor transmission line.

The structure and p.u.l parameters can be found in [33].
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Fig. 3.12: Frequency response of a 2-by-2 MIMO power line channel

Since two closed circuits can be formed with a three-conductor transmission line,

the channel has two inputs and two outputs. In Fig. 3.12, the two plots on the main

diagonal show the desired the channel responses which are the responses of the channel

between input i and output i. On the other hand, the other two plots show the coupled

channel responses between input i and output j. Because everything in the network,

including the transmission line and all the loads, are symmetric, the resultant channel

responses are also symmetric. In this case, mode voltages and currents can be obtained

easily using the aforementioned eigenvector conversion. However, if anything in the

network is asymmetric, the channel will no longer be symmetric and mode voltages

and currents will be hard to obtain.

3.4 Noise Models

Since power grid is a bus system, noise or interference generated in the network, no

matter where it is, may be sensed by the receiver. In an indoor power network, the noise

generated by appliances is filtered by the channel and then superimposed at the receiver

[41], causing a compound noise scenario that consists coloured background noise and

complex impulsive noise. Coloured background noise is caused by superposition of low-

pass filtered noise sources. As a result, the noise at receiver has a power spectral density
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(PSD) that decays fast as frequency increases. Impulsive noise is caused by different

kinds of switching events occur in the network, such as the switching mechanism in

power supplies and artificial switching controls. Different kinds of impulsive noise can

be observed at the receiver [42]. They are periodic impulsive noise synchronous with

the mains frequency, periodic impulsive noise asynchronous with the mains frequency

and aperiodic impulsive noise. Periodic impulsive noise usually has a constant power

and its period is determined by the specific circuit design of a power supply device.

Aperiodic impulsive noise is random and may be caused by multiple switching events. In

addition to coloured background noise and impulsive noise, transmission lines may pick

up unwanted low-frequency through high-frequency radio signals. Such an interference

is regarded as narrowband noise/interference in literature.

In this section we introduce some representative impulsive noise models and coloured

background noise PSD. We will also introduce a cyclostationary noise model that is

developed for time-varying power line channels. Narrowband interference is not con-

sidered in this thesis.

3.4.1 Coloured Background Noise

Coloured background noise is usually assumed to be Gaussian and its PSD is obtained

by measurements and data fitting. Different fitting curves can be found in literature

[6, 31,43] but with properly estimated parameters, they give similar results.

In the first model [31], noise PSD is assumed to be

S(f) = a+ b|f |c dBm/Hz (3.48)

where in the worst case a = −145, b = 53.230 and c = −0.337 and in the best case

a = −140,b = 38.75 and c = −0.72. Note that f is in the unit of MHz.

In the second model [43] noise PSD is written as

S(f) = A∞ +A0e
−f/f0 dB/Hz (3.49)

where two sets of parameters are provided, they are A∞ = −136, A0 = 38 and f0 = 0.7,

and A∞ = −140, A0 = 75 and f0 = 0.5. Similarly, f and f0 are in the unit of MHz.

The third model is relatively simple, as expressed by

S(f) =
a

2
e−a|f | (3.50)

where a = 1.2e − 5. It should be noted that the first two models are in dB or dBm

scale while the third model is in linear scale. A comparison of these models is plotted

in Fig. 3.13 with a focus on the low-frequency region. Since the first and the second

model are obtained from measurements conducted in MHz region, they present similar

and reasonable PSD in this region. However, it should be noted that noise power in

the first model is not bounded. The third model is only valid in the kHz region due
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Fig. 3.13: A comparison of noise PSD models

to measurement limitation. Among these models, the second model seems to be the

best one because it provides reasonable values when frequency is very low or very high.

Despite these differences, all these curves show that NB-PLC systems should expect a

high noise power.

3.4.2 Impulsive Noise

This section introduces some representative random impulsive noise models. The study

of periodic impulsive noise is not popular in literature. [3] proposes to use a pulse train

to switch on and off impulsive noise periodically. There are three popular random

impulsive models in literature, namely the Middleton’s class A model [44], the Bernoulli

Gaussian model [45] and the Markov chain model [42].

The Middleton’s class A model is a kind of infinite Gaussian mixture model whose

probability density function (pdf) is expressed by

pη(υ) =

∞∑
k=0

wkN (0, σ2
k) (3.51)

where wk = e−AAk/k! is the Poisson distribution that controls the occurrence of im-

pulsive noise components and
∑∞

k=0wk = 1, A is called the impulsive index, N (0, σ2
k)

represents a Gaussian distribution with zero mean and variance σ2
k and

σ2
k =

(
k/A+ ∆

1 + ∆

)
(σ2
b + σ2

i ) = σ2
i

k

A
+ σ2

b =

(
1

∆

k

A
+ 1

)
σ2
b (3.52)

where ∆ = σ2
b/σ

2
i is the ratio of background noise power to impulsive noise power.

From the distribution in (3.51) we can see that high power impulsive noise is very rare.
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Therefore, this model is usually approximated with the first three terms of (3.51), as

expressed by

pη(υ) ≈ w0N (0, σ2
0) + w1N (0, σ2

1) + w2N (0, σ2
2) (3.53)

The Bernoulli Gaussian model is in fact a further simplified version of Middleton’s

class A model because it is a mixture of only two Gaussian distributions, as expressed

by

pη(υ) = (1− P )N (0, σ2
b ) + PN (0,Kσ2

b ) (3.54)

where P is the probability of impulsive noise occurrence and K is the ratio of impulsive

noise power to background noise power. It should be noted that the K here is different

from the 1/∆ of the Middleton’s model.

The Markov chain model is the most complex but perhaps the most accurate impul-

sive noise model. Zimmermann’s Markov chain model [42] partitions noise states into

two groups: impulse free states and impulse states, so that different kinds of impulsive

noise can be considered in the model. The most significant advantage of this model is

that bursty impulsive noise can be modelled properly because noise is allowed to stay

in impulse states for a while and generate a bunch of impulses. Readers can refer to [42]

for a detailed implementation.

3.4.3 A Cyclostationary Noise Model

According to the measurements conducted in indoor power network below 500 kHz

in [6], noise can be assumed as cyclostationary additive Gaussian noise with zero mean

and time-varying variance that is synchronous with the mains AC frequency. This is

because that noise samples obtained at the same phase of different cycles follow the

same Gaussian distribution with the same variance. However, when noise samples

are taken at random phases, they follow the pdf of Middleton’s class A model. The

time-varying noise pdf is expressed by

pη(υ(iTs)) =
1√

2πσ2(iTs)
exp

(
− υ2(iTs)

2σ2(iTs)

)
(3.55)

where Ts is the sample period and σ2(t) is the periodically time-varying noise variance,

as given by

σ2(t) =
L−1∑
l=0

Al

∣∣∣∣sin(2πt

T0
+ θl

)∣∣∣∣nl

(3.56)

where T0 is the period of AC and a set of 3L parameters Al, θl and nl determines

the characteristic of noise. It was found that L = 3 is enough for approximation. In

this case, the first term is a constant that represents background noise component, the
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Table 3.2: Noise parameters that are required to reproduced the measurement results
given in [6].

l Al θl[deg] nl
0 0.23 - 0

1 1.38 -6 1.91

2 7.17 -35 1.57e5
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Fig. 3.14: One cycle of the cyclostationary noise variance.

second term is the periodically time-varying noise component and the third term is the

periodic impulsive noise component.

Incorporating the noise PSD, three steps are required to generate the noise. First, a

set of parameters are determined for the time-varying noise variance. Second, Gaussian

noise with time-varying variance is generated. Finally, the noise is passed to a filter

with frequency response
√
S(f).

3.4.4 Simulation Results

The measurement results presented in [6] can be reproduced using the three-term time-

varying variance model. The parameters are summarised in Table 3.2. The resultant

noise variance is illustrated in Fig. 3.14. The mains frequency is 60 Hz. The periodic

impulsive noise can be seen clearly from the variance.

Following the given steps of noise generation, and applying the noise PSD given in

(3.50), the noise samples are generated and illustrated in Fig. 3.15. The amplitude

of noise samples follow the shape of variance variation and some high power samples

can be observed. The locations of those high power samples are consistent with the

location of the periodic impulsive noise in Fig. 3.14.
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Fig. 3.15: Noise samples and its amplitude spectrum generated with the cyclostation-
ary model.

3.5 Summary

In this chapter we first reviewed the top-down approach and bottom-up approach of

power line channel modelling. We pointed out that a universally accepted power line

channel model is not available especially that an accurate and reliable top-down ap-

proach is not available. On the contrary, there are accurate bottom-up approaches

in literature. Then we explained the 2TL theory and the MTL theory, which are the

fundamentals of bottom-up approaches. In the third part of this chapter we demon-

strated an LPTV channel model which combines the voltage ratio approach proposed

in [12] and the time-varying load models proposed in [5]. Based on this model, a flex-

ible simulation tool was developed. Some key issues relating to the implementation

of this tool was explained. This simulation tool is used extensively in this thesis. We

also presented some sample results generated by this tool. Simulation results show

that in the intervals where channel magnitude rises or falls quickly, transmitted OFDM

signals may suffer from low SIR. As a conclusion, transmission in these intervals may

have poor performance if channel time-variation is not properly compensated. At last,

We introduced the complex noise scenario in power line channel and reviewed some

representative noise models.
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Chapter 4

OFDM Equalisation Over
Time-Varying Power Line
Channels

Latest NB-PLC standards such as ITU-T G.hnem and IEEE 1901.2 adopt OFDM. It

is thus important to investigate the performance of OFDM based receivers over time-

varying power line channels. OFDM equalisers with ICI mitigation capability can be

categorised into linear equalisers and non-linear equalisers. Linear equalisers can be fur-

ther divided into serial equalisers and block equalisers depending on whether data sym-

bols are equalised separately or jointly. Non-linear equalisers include decision-feedback

equalisers, ML equalisers, Turbo equalisers, and so on. In this chapter, three kinds of

linear equalisers namely the one-tap equaliser, linear block equalisers and banded block

equalisers are investigated and compared based on SINR and BER performances over a

time-varying power line channel. The complexity of these equalisers are also compared.

4.1 System Model

A complex baseband-equivalent CP-OFDM system shown in Fig. 4.1 is considered in

this thesis. A block of L transmit symbols s = [s0, . . . , sL−1]T , corresponding to L

subcarriers, is passed through an inverse fast Fourier transform (IFFT) block to obtain

the time-domain signal. A cyclic prefix of length Lcp, which is identical to the last Lcp

samples of the time-domain signal, is then inserted at the beginning of the signal. The

transmit time-domain signal, of size N = L+ Lcp, can be expressed as

t = TcpF
Hs (4.1)

where Tcp = [ITL(cp) IL]T is an N×L matrix that inserts CP and ITL(cp) contains the last

Lcp rows of the identity matrix IL, F is the L × L unitary discrete Fourier transform

(DFT) matrix with elements [F]n,m = 1√
L

exp (−j2πnm/L).

After parallel-to-serial conversion, the time-domain signal sequence tn is transmitted

through a linear time-variant (LTV) power line channel with discrete impulse response
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Fig. 4.1: Windowed CP-OFDM system model

hn,l at time n caused by an impulse applied at time n−l to the channel. A finite impulse

response channel with memory Lh(Lh ≤ L) is assumed in this thesis. Assuming perfect

time and frequency synchronisation, the received signal samples can be expressed as

rn =

Lh−1∑
l=0

hn,ltn−l + vn (4.2)

where vn is noise. Although noise in PLC is complex and non-additive white Gaussian

noise (AWGN), AWGN with zero mean and variance σ2 is assumed in this thesis for

simplicity. In matrix form, this can be written as

r = Ht + v = HTcpF
Hs + v (4.3)

where r = [r0, . . . , rN−1]T , v = [v0, . . . , vN−1]T and H is the N ×N convolution matrix

of channel with elements [H]n,l = hn,n−l. Since channel memory is Lh, [H]n,l = 0 when

n− l /∈ [0, Lh − 1].

The process of removing CP can be written in matrix form as Rcp = [0L×Lcp IL].

Assuming Lcp ≥ Lh − 1 so that ISI is completely removed, the signal after removing

CP is written as

x = RcpHTcpF
Hs + Rcpv = HLFHs + vL (4.4)

where HL = RcpHTcp is an L×L circular convolution matrix with [HL]n,l = hn+Lcp,〈n−l〉L
and vL = Rcpv contains the last L samples of v. The frequency-domain received signal

is obtained by applying DFT to x, as expressed by

y = Fx = FHLFHs + FvL = HF s + z (4.5)

where HF is the frequency-Doppler domain channel matrix and z contains frequency-

domain noise samples with covariance matrix Rzz = σ2IL since F is unitary.

The soft estimates s̃ of the received symbols are obtained by applying a linear

equaliser GH to y as

s̃ = GHy = GHHF s + GHz (4.6)
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Fig. 4.2: The frequency domain channel matrix of a LTV channel

Finally, data symbols are decided from s̃ via a symbol-by-symbol detector.

4.2 ICI Analysis

This section presents an analysis on ICI for the purposes of SINR calculation and

equaliser design. In order to compare the performance improvement of using different

equalisers, equaliser input SINR is also formulated.

The elements of the frequency-Doppler domain channel matrix HF can be expressed

as

[HF ]m+d,m =
1

L

L−1∑
n=0

Lh−1∑
l=0

hn+Lcp,l exp (−j2π(ml + dn)/L) (4.7)

where m represents the subcarrier index and d is the discrete Doppler index. It is

easy to see that the diagonal elements (i.e. d = 0) of HF produce the useful signal,

while the off-diagonal elements of the mth column represents the discrete Doppler

spread associated with the mth subcarrier and these elements are responsible for the

ICI induced by the mth symbol on the other symbols.

Therefore, HF can be split into two parts, as expressed by HF = Θ + Φ, where Θ

is the diagonal part of HF and Φ = HF −Θ is the corresponding off-diagonal matrix.

In addition, it is proved in [13] that ICI decays rapidly as d increases. As a result,

matrix HF has the structure shown in Fig. 4.2(a). In this figure, the saturation of

shade indicates the strength of the useful signal or ICI1. It can be seen that most of

the energy is concentrated around the diagonal and two corners and, normally, the

diagonal part has the highest energy.

To calculate the power of ICI, (4.5) is rewritten as

y = Θs + Φs + z (4.8)

1ICI is frequency dependent, hence in practice the decay of ICI in HF is irregular. Fig. 4.2(a) was
drawn for illustration purpose.
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where the three terms at the right hand side represent the useful signal, the ICI and

the noise respectively. Throughout this thesis, the calculation of ICI power or SINR is

based on the following assumptions.

1. data symbols and noise have zero mean

2. data symbols on different subcarriers are uncorrelated and have equal energy Es

3. noise is independent of data symbols and the channel

4. the channel is deterministic

In addition, since ICI is frequency dependent, it is not realistic to calculate its power

or SINR for each subcarrier. Instead, overall ICI power or SINR is formulated. Hence,

the ICI power is written as

Ei = E[‖Φs‖2F ] = Es‖Φ‖2F (4.9)

Then, the equaliser input SINR can be obtained by

ρin =
Es

Et − Es
=

‖Θ‖2F
‖Φ‖2F + Lσ2/Es

(4.10)

where Es = E[‖Θs‖2F ] denotes useful signal power and Et = E[‖y‖2F ] is the total received

signal power. Et − Es can also be written as Ei + En, where En = Lσ2 is the total noise

power, since noise and ICI are independent. Specifically, when noise power is zero,

SINR is maximised as ρin = ‖Θ‖2F /‖Φ‖2F . When En � Ei, SINR can be approximated

by signal-to-noise ratio (SNR). In addition to input SINR, input SIR can be obtained

by removing the noise term in (4.10).

4.3 Equalisation Techniques

4.3.1 The One-tap Equaliser

The one-tap equaliser was designed for conventional OFDM systems over LTI channels.

It assumes that the channel does not vary with time, hence Eq.(4.7) can be simplified

to

[HF ]m+d,m =
1

L

L−1∑
n=0

exp(−j2πdn/L)

Lh−1∑
l=0

hl exp(−j2πml/L)

=

{∑Lh−1
l=0 hl exp(−j2πml/L) d = 0

0 d 6= 0
(4.11)

This indicates that HF is a diagonal matrix whose diagonal is the DFT of the time-

invariant channel impulse response. Thus, in the case of an LTI channel, It is straight-

forward to choose the equaliser coefficients as GH = H−1
F . Since HF is a diagonal

matrix, its inverse can be obtained easily.
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In the case of an LTV channel, the one-tap equaliser uses only the diagonal of HF .

Hence it can be written as

GH
ot = D(HF )−1 = Θ−1 (4.12)

In fact, the diagonal of HF is the DFT of time-averaged channel impulse response hence

knowledge of the full channel matrix HF is not necessary. Nevertheless, it should be

noted that the one-tap equaliser ignores the effect of ICI so that severe performance

degradation should be expected.

4.3.2 Linear Block Equalisers

Linear block equalisers perform equalisation on all the subcarriers of an OFDM block

jointly. This usually requires a full equalisation matrix GH with L×L coefficients. Usu-

ally, GH is determined based on the least square (LS) method or the MMSE method.

The solutions2 to these two methods show that the equalisation matrix can be expressed

as

GH
zf = H†F = HH

F (HFHH
F )−1 (4.13)

GH
mmse = HH

F (HFHH
F + σ2IL)−1 (4.14)

where H†F = HH
F (HFHH

F )−1 is the pseudo-inverse of HF . Since GH
zf zeros out interfer-

ence elements in HF , it is also called zero forcing (ZF) equalisation in communications.

Although ZF equalisation removes interference completely, noise is not considered and

sometimes noise power may be enhanced. MMSE equalisation is a more general method

in that it considers the effect of noise. It provides a better balance between interference

and noise, despite the presentation of residual interference. When noise power is zero

(i.e. σ2 = 0), MMSE is reduced to ZF.

4.3.3 Banded Block Equalisers

According to the structure of HF shown in Fig. 4.2(a), ICI from faraway subcarriers has

negligible power. Therefore, the channel matrix HF can be approximated by a banded

matrix BF by ignoring those negligible ICI elements. Fig. 4.2(b) shows the structure

of a banded matrix, in which the elements inside the band (the shades) are retained

while other out-of-band (OOB) elements are all set to zero. Q denotes the number

of retained superdiagonals and subdiagonals (Q superdiagonals and Q subdiagonals).

This approximation can be expressed as

BF = HF ◦T(Q) (4.15)

2Due to the popularity of these two methods, their derivations are not presented here.
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where T(Q) is an L× L Toeplitz matrix whose first row t
(Q)
1 is

t
(Q)
1 = [

Q+1 ones︷ ︸︸ ︷
1, . . . , 1 , 0, . . . , 0,

Q ones︷ ︸︸ ︷
1, . . . , 1] (4.16)

Banded versions of ZF and MMSE are obtained by replacing the HF in (4.13) and

(4.14) with BF , as expressed by

GH
zf |B = B†F = BH

F (BFBH
F )−1 (4.17)

GH
mmse|B = BH

F (BFBH
F + σ2IL)−1 (4.18)

Similarly, B†F is the pseudo-inverse of BF .

The purpose of using banded channel matrices is to reduce computational com-

plexity. Obviously, number of multiplications is reduced due to the zeros in BF . The

complexity of matrix inversions involved in (4.17) and (4.18) can be reduced by adopting

low-complexity matrix decompositions such as Cholesky or LDLH factorisation [46].

4.4 Performance and Complexity Analysis

The ICI mitigation ability of different equalisers are analysed based on their output

SINRs. The SINR can be formulated when the frequency-Doppler domain channel

matrix HF is available. Due to the difficulties in formulating BER, BER performances

will be compared through Monte Carlo simulation in the next section.

The formulation is performed on the equalised signal samples s̃ in (4.6). Similar to

(4.10), the generalised output SINR can be written as

ρout =
Es

Et − Es
=

‖D(GHHF )‖2F
‖GHHF −D(GHHF )‖2F + σ2‖GH‖2F

(4.19)

where it is assumed that symbol energy Es is unity. From (4.19), the output SINR of

the aforementioned three equalisers are formulated as

ρot =
L

‖GH
otHF ‖2F + σ2‖GH

ot‖2F − L
(4.20)

ρzf =
L

σ2‖GH
zf‖2F

(4.21)

ρmmse =
‖D(GH

mmseHF )‖2F
‖GH

mmseHF ‖2F + σ2‖GH
mmse‖2F − ‖D(GH

mmseHF )‖2F
(4.22)

Generally speaking for all the three equalisers, SINR is close to SNR at low SNR

region since noise dominates interference. For the one-tap equaliser, since it has no ICI

mitigation capability, the performance will be limited by ICI. Hence, the corresponding

SINR should be upper bounded by the input SIR. For ZF equalisers, there is always a

gap between SNR and its SINR and this gap can be quantified by ‖GH
zf‖2F /L. Since

MMSE can be reduced to ZF when noise is absent, its performance can be expected
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to be close to ZF when noise power is low. Nevertheless, it should be expected that

MMSE outperforms ZF when noise power is high.

The output SINRs of the banded ZF and MMSE equalisers are formulated by sub-

stituting the corresponding equaliser matrices into (4.19). In general, since banded

equalisers mitigate part of the ICI, some performance degradation should be expected,

especially at high SNR region when ICI is dominate. Furthermore, the performance

depends on the choice of Q since it determines the amount of ICI that is ignored. This

neglected OOB interference power is defined by ‖HF −BF ‖2F .

Among these equalisers, the one-tap equaliser has the lowest complexity, which

involves only L inversions for the equaliser matrix GH
ot . Both full block ZF and MMSE

have very high complexity that can be represented by O(L3). The banded ZF and

MMSE equalisers using LDLH factorisation for matrix inversions have a complexity of

O(Q2L) [46].

Clearly, for banded equaliser, the choice of Q is a tradeoff between performance and

complexity. It is usually chosen according to some empirical rules in wireless commu-

nication. For example, it can be chosen in proportion to fd, which is the maximum

Doppler frequency normalised to subcarrier spacing, or as the value that reduces the

OOB interference power below certain threshold. It was found in [13] that Q = dfde+1

provides a good balance between performance and complexity. In practice, Q usually

takes single-digit values and this is true for PLC as well. Therefore, banded equalisers

have a much lower complexity than full block equalisers.

4.5 Simulation Results

This section first presents some numerical results about the equaliser output SINR when

the aforementioned equalisers are applied to a CP-OFDM system over the sample power

line channel shown in Fig. 3.11. In order to show the SINR improvement of different

equalisers, the equaliser input SINR will also be presented as a reference. At last, BER

performances that are obtained through Monte Carlo simulation will be given.

The CP-OFDM system assumed in simulation is modified from the system proposed

in the PRIME standard. The same subcarrier spacing, which is 488.28125 Hz, is used

while the number of subcarriers is extended to 512 in order to make sure the signal

covers most of the NB-PLC frequency band. No guard bands or virtual subcarriers is

applied and a CP length of 48 samples is adopted. As a result, the signal covers the

frequency band between 0 and 250 kHz and the total length of an OFDM block is 2240

us. ICI could be severe to such a system due to the narrow subcarrier spacing (or a

long OFDM block). Without loss of generality, quadrature phase shift keying (QPSK)

is assumed in this thesis.

Since power line channels are deterministic, a single channel realisation shown in

Fig. 3.11 is considered in this simulation. For a 50 Hz AC power system, 8 complete
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Fig. 4.3: The 4th section of the power line channel shown in Fig. 3.11

OFDM blocks can be transmitted within a period. Accordingly, the channel is divided

into 8 sections in time and the corresponding input SIR is calculated for each section.

Then the section with the lowest input SIR is used for performance comparison. For

this particular channel realisation, the 4th section (shown in Fig. 4.3) has the lowest

input SIR which is about 10 dB.

The comparison of SINR performance under different conditions is illustrated in

Fig. 4.4. In this figure, the SNR curve and input SIR curve are plotted as references.

It can be seen that the input SINR is limited by SNR (i.e. noise power) at low SNR

region and input SIR (i.e. interference power) at high SNR region. This is true for

the one-tap equaliser as well but its SINR performance is worse. This indicates that

the one-tap equaliser does not help improving SINR. Instead, it enhances noise and

interference power.

The ZF and MMSE equalisers perform very well in improving output SINR at

high SNR region. This means that both ZF and MMSE have very good interference

mitigation capabilities. However, at low SNR region, their performances are still limited

by noise. For MMSE, this can be seen from the fact that its performance is limited by

the input SINR. For ZF, its output SINR at low SNR region indicates that it enhances

noise power. The performances of banded ZF and MMSE equalisers at low SNR region

are very close to those of ordinary ZF and MMSE equalisers because they have the same

ability to reduce the effect of noise. However, at high SNR region, their performances

are limited by residual interference which depends on the choice of Q. Clearly, as Q

increases, their performances will eventually equal to those of ordinary ZF and MMSE

equalisers. In fact, the one-tap equaliser is a special case of banded ZF equalisers

when Q = 0. Therefore, the performances of banded ZF and MMSE equalisers can
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Fig. 4.4: SINR performance under different conditions

be expected to be between one-tap equalisers and ordinary ZF and MMSE equalisers

depending on the value of Q.

BER performances are shown in Fig. 4.5. As expected, the one-tap equaliser

suffers from a quite high error floor while the MMSE equaliser shows the best per-

formance. The ZF equaliser performs slightly worse than the MMSE equaliser. The

banded equalisers suffer from error floors as well. Again, this is because of the OOB

interference controlled by the bandwidth Q.

4.6 Summary

Among the discussed linear block equalisers, the one-tap equaliser and the MMSE

equaliser are two extreme cases. The MMSE equaliser performs the best but has a very

high complexity while the one-tap equaliser is very simple but has no ICI mitigation

capability. The ZF equaliser performs worse than the MMSE equaliser but it has

the same complexity as the latter. The only advantage of ZF over MMSE is that

it does not require the knowledge of noise power. The performance and complexity

of banded equalisers are between those of the one-tap equaliser and the ordinary ZF

and MMSE equalisers. The advantage of banded equalisers is that the performance-
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complexity tradeoff can be controlled according to needs. Apparently, to improve the

performance of banded equalisers, Q has to be increased, but this will in turn increase

the complexity. In order to achieve a good BER performance, Q may have to be large

hence a high complexity. In order to achieve a better performance-complexity tradeoff,

receiver windowing is sometimes cooperated with banded equalisers. The design of

optimal receiver windows is discussed in the next chapter.
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Chapter 5

Receiver Windowing

This chapter investigates the possibility of using time-domain receiver windows to help

improving the performance-complexity tradeoff of banded equalisers. Time-domain

receiver windows have the ability to shape the spectrum of the received signal so that

signal power that is leaked to adjacent subcarriers maybe reduced. It should be noted

that receiver windowing does not affect the performance of non-banded linear block

equalisers since its effect is completely removed during equalisation. However, when

it is cooperated with band approximation, the OOB interference power can be greatly

reduced, thereby improving performance considerably.

Some window design criteria for wireless communication over time-varying fre-

quency selective channel can be found in the literature. Although the methods are

different, they all aim at reducing OOB interference. In this chapter, we investigate

three window design criteria. The first one is proposed in [14] and it aims at minimis-

ing the band approximation error (BAE). Since this criterion is designed for wireless

communication, a simplification that is not valid over time-varying power line chan-

nels is applied, which hence causes a bad performance when this is used for PLC. Our

research have shown that by cancelling the simplification, this criterion works well for

PLC. The other two criteria attempt to maximise the modified input SINR. The one

proposed in [13] defines the input SINR as the in-band signal power over the OOB

interference power plus noise power. However, it has been found that this criterion

works poorly over time-varying power line channels. Therefore, we propose a modified

approach with a different definition of input SINR. Simulations have shown that our

proposal outperforms the other two criteria.

Our contributions can be summarised into three points. First, this is the first time

that receiver windowing is investigated over time-varying power line channels. Second,

we have found that some good window design criteria that were developed for wireless

communication do not work properly over time-varying power line channels. Finally,

we propose a modified maximum input SINR criterion which has been proved a better

approach for PLC than the other two criteria.
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5.1 System Model

Time-domain receiver window is applied before the fast Fourier transform (FFT) oper-

ation. Window coefficients are denoted by the vector w = [w0, . . . , wL−1]T . The signal

after removing CP is left-multiplied by the window matrix W = D(w) and then the

DFT matrix F. From (4.4), this is written as

y(w) = FWx = FWHLFHs + FWvL = H
(w)
F s + z(w) (5.1)

where H
(w)
F is the windowed frequency-Doppler domain channel matrix and it can be

decomposed into

H
(w)
F = FWFHFHLFH = WFHF (5.2)

in which WF is a circulant window matrix in the frequency-Doppler domain. z(w) =

WFFvL is the frequency-domain filtered noise vector with covariance matrix R
(w)
zz =

σ2WFWH
F . It is interesting to note that the noise is Gaussian but no longer white.

In this case, band approximation is denoted by B
(w)
F = H

(w)
F ◦T(Q). Then, the soft

estimates are expressed by

s̃(w) = G(w)Hy(w) = G(w)HH
(w)
F s + G(w)Hz(w) (5.3)

where G(w)H denotes the equaliser coefficients for windowed OFDM. Take MMSE as

an example, G(w)H is expressed as

G(w)H
mmse = B

(w)H
F (B

(w)
F B

(w)H
F + σ2WFWH

F )−1 (5.4)

where we use the noise covariance matrix R
(w)
zz to cope with the coloured noise.

5.2 Window Design Criteria

From a performance point of view, a good window design criterion could be the op-

timisation of SINR or mean squared error (MSE) on the decision variable. However,

a closed-form solution to such kind of optimisation problem is difficult to find [21].

Therefore, it is common to formulate the optimisation problem on the received signal

before equalisation.

In this section, we introduce three window design criteria. The first one minimises

the BAE [14]. The second one attempts to maximise the modified input SINR [13],

which is defined as the in-band signal to out-of-band interference noise ratio (IONR).

In order to distinguish it from the ordinary input SINR, we use the abbreviation IONR.

Finally, we propose a new window design criterion that is based on a new definition of

input SINR, which is the useful signal to out-of-band interference noise ratio (SONR).
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5.2.1 The Minimum BAE Criterion

We first introduce the minimum BAE criterion. The BAE is defined as E(w) = H
(w)
F −

B
(w)
F . The criterion aims at minimising the mean squared BAE, as expressed by

w? = arg min
w

E[‖E(w)‖2F ] (5.5)

subject to the energy constraint wHw = L. As explained in appendix A, when the

channel has a constant energy over time, the term E[‖H(w)
F ‖2F ] in the mean squared

BAE is a constant. This indicates that the problem can be simplified to maximising

E[‖B(w)
F ‖2F ], which, in full expression, is

w? = arg max
w

E[‖B(w)
F ‖

2
F ] (5.6)

This simplification was first proposed in [14]. However, for a power line channel with

a time-varying channel energy, this simplification is not valid and (5.5) has to be used.

Therefore, in this chapter, we discuss both cases with a focus on power line channels.

After some derivations (see appendix A), the optimisation functions, for the two

kinds of channels, are written as

w? = arg min
w

E[‖E(w)‖2F ] = arg min
w
{wH(RHH ◦ (IL −A))w} (5.7)

w? = arg max
w

E[‖B(w)
F ‖

2
F ] = arg max

w
{wH(RHH ◦A)w} (5.8)

where [H]n,l = hn,l is obtained from HL by rearranging the diagonals as columns,

RHH = E[HHH ] is the time autocorrelation matrix of channel, and A is defined as

[A]m,n =


(2Q+ 1)/L m = n

sin(π(2Q+ 1)(n−m)/L

L sin(π(n−m)/L)
m 6= n

(5.9)

In this thesis, (5.7) and (5.8) are used for power line channels and wireless channels

respectively. The optimisation functions can be solved by doing eigenvalue decomposi-

tion to RHH ◦ (IL −A) for (5.7) or RHH ◦A for (5.8). The optimal solution w? is the

eigenvector that corresponds to the smallest eigenvalue of RHH ◦ (IL −A) for (5.7) or

the largest eigenvalue of RHH ◦A for (5.8).

5.2.2 The Maximum IONR Criterion

The window coefficients w are designed to maximise the IONR. To aid in the definition

of ”in-band signal” and ”OOB interference”, we rewrite (5.1) as

y(w) = B
(w)
F s + E(w)s + z(w) (5.10)
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where B
(w)
F s and E(w)s gives the ”in-band signal” and ”OOB interference” respectively.

The in-band signal power Pib and OOB interference power Poob are then defined by

Pib = E[‖B(w)
F ‖

2
F ] (5.11)

Poob = E[‖E(w)‖2F ] = E[‖H(w)
F ‖

2
F ]− Pib (5.12)

Note that the OOB interference power is equivalent to the mean squared BAE. In

addition, noise power can be written as Pn = E[‖z(w)‖2F ] = σ2wHw = σ2L. The IONR

is defined mathematically as

IONR(w) =
Pib

Poob + Pn
=

Pib
Pt − Pib

(5.13)

where Pt = E[‖y(w)‖2F ] is the total received signal power. The window coefficients w?

that maximise IONR are derived in appendix B and the result shows that they can be

found by

w? = arg max
w

IONR(w)

= v?(RHH ◦A, D(RHH + σ2IL)−RHH ◦A) (5.14)

where v?(A,B) denotes the principle generalised eigenvector [47] of the matrix pair

(A,B).

5.2.3 The Maximum SONR Criterion

This criterion uses useful signal power instead of in-band signal power for the design

of window coefficients. In this case, (5.1) is rewritten as

y(w) = Ω(w)s + Ψ(w)s + E(w)s + z(w) (5.15)

where Ω(w)s = D(B
(w)
F )s is the useful signal and Ψ(w)s = (B

(w)
F −Ω(w))s denotes the in-

band interference signal. Hence, the useful signal power is defined as Ps = E[‖Ω(w)‖2F ].

As a result, the SONR is defined as

SONR(w) =
Ps

Poob + Pn
=

Ps
Pt − Pib

(5.16)

where it can be seen that the in-band interference power, which is defined as Pibi =

E[‖Ψ(w)‖2F ], is treated as don’t care. The window coefficients w? that maximise SONR

can be found by (see appendix B)

w? = arg max
w

SONR(w)

= v?(RHH/L, D(RHH + σ2IL)−RHH ◦A) (5.17)

This solution is slightly different from (5.14) but as will be discussed in the next two

sections, it works much better over time-varying power line channels.
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It should be noted that all the window design criteria depend on the channel time

autocorrelation RHH. In wireless communication, this is usually determined by the

channel Doppler spectrum. For example, if Jakes Doppler spectrum [48] is assumed,

the autocorrelation matrix can be expressed by [RHH]m,n = J0(2πfd(m−n)/L), where

J0(·) denotes the zeroth-order Bessel function of the first kind. Obviously, the window

is fixed when fd is a constant over time. On the contrary, since power line channel is

deterministic, RHH = HHH and it has to be calculated for each OFDM block if the

channel is time-varying.

5.2.4 The SOE Constraint

As mentioned in chapter 4, when LDLH factorisation is used with banded equalisa-

tion, the complexity of equalisation can be significantly reduced. However, the term

(B
(w)
F B

(w)H
F + σ2WFWH

F )−1 in MMSE equalisation is not banded because the noise

covariance matrix R
(w)
zz is not banded. To solve this problem, Rugini [14] proposed

to apply the additional sum-of-exponentials (SOE) constraint to the minimum BAE

criterion, as expressed by

[w]l =

Q∑
q=−Q

bq exp (j2πql/L) (5.18)

where the coefficients {bq} represent the weightings of the exponentials. This constraint

ensures that the noise covariance matrix R
(w)
zz is banded with upper and lower band-

width 2Q so that LDLH factorisation can still be exploited. The SOE constraint can

also be written in matrix form as

w = F̃b (5.19)

where b = [b−Q, . . . , bQ]T and F̃ = [fL−Q+1, . . . , fL, f0, f1, . . . , fQ] contains the last Q

and first Q+ 1 columns of the DFT matrix
√
LF, and fl denotes the lth column of the

DFT matrix
√
LF.

In fact, this constraint can be applied to all the three window design criteria. When

it is applied, the optimisation problem will be to find an optimal set of weightings b?.

Taking (5.8) as an example, the optimisation function becomes

b? = arg max
b
{bHF̃H(RHH ◦A)F̃b} (5.20)

The optimal b? is obtained by solving the eigenvalue problem on F̃H(RHH ◦A)F̃. The

optimal window is then given by substituting b? into (5.19).

5.3 Discussion and Simulation Results

In this section we first compare the performance of the BAE and IONR criteria. Then

we show the advantage of the proposed maximum SONR criterion in the presence
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of noise. We also discuss the effect of noise, Q and the SOE constraint in window

design. Finally, we show the BER performance of the three window design criteria.

The discussion presented in this section is assisted by simulation with the channel

realisation given in Fig. 4.3. The simulation setup is the same as the one adopted in

chapter 4. For clarity, ZF is not considered in this section.

5.3.1 Minimum BAE versus Maximum IONR

We first compare the minimum BAE criterion and the maximum IONR criterion. To

do so, we rewrite the IONR in another form as

IONR(w) =

(
wHD(RHH + σ2IL)w

wH(RHH ◦A)w
− 1

)−1

(5.21)

This indicates that maximising IONR is equivalent to minimising wHD(RHH+σ2IL)w
wH(RHH◦A)w

.

When the channel is wireless, using the same assumptions as are used in appendix A,

the numerator is a constant as wHD(RHH+σ2IL)w = (Eh +σ2)L. Thus, the problem

can be further simplified to maximising wH(RHH◦A)w, which is the same as (5.8). As

a result, the minimum BAE criterion and the maximum IONR criterion are equivalent

for wireless channels, and noise plays an irrelevant role in the maximum IONR criterion.

As for power line channels, we first assume noise power is zero and rewrite the

optimisation functions of the two criteria as

arg max
w

IONR(w) = arg min
w

wHD(RHH)w

wH(RHH ◦A)w
(5.22)

arg min
w

E[‖E(w)‖2F ] = arg min
w
{wHD(RHH)w −wH(RHH ◦A)w} (5.23)

Clearly, the maximum IONR criterion tries to minimise the ratio of wHD(RHH)w to

wH(RHH ◦A)w while the minimum BAE criterion attempts to minimise the difference

between them.

It is hard to compare these two methods mathematically since no closed form so-

lutions can be found for optimising windows. In this thesis, we compare the window

design criteria from three aspects. First, the amplitude spectrum of designed windows

are compared intuitively. Second we compare the input SINR using (4.10). Finally, we

compare the ultimate BER performance.

Simulation results have shown that when noise is not considered, these two criteria

generate almost the same window. In fact, under the same assumption, the maximum

SONR criterion also generates a very similar window. It is interesting to note that

these three criteria have the common part, the BAE wH(D(RHH) − RHH ◦ A)w.

This may indicate that BAE dominates the optimisation. Nevertheless, when noise

is considered in the IONR criterion, it generates completely different windows and its

BER performance becomes very worse. The effect of noise is discussed in the next

subsection in details.
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5.3.2 The Advantage of the Maximum SONR Criterion in the Pres-
ence of Noise

To show the effect of noise, we plot the input SINR with respect to SNR in Fig. 5.1.

The windows are generated with the channel in Fig. 4.3 when Q = 3. First of all, the

input SINRs induced by these three windows are significantly lower than that shown in

Fig. 4.4. This is because to reduce OOB interference, it is generally unavoidably that

in-band interference may be increased while useful signal may be reduced1. Specifically,

the SONR window shows the highest input SINR while the IONR window shows the

lowest input SINR. It is interesting to note that the input SINR induced by the SONR

window decreases at high SNR region.

To understand the cause of these behaviours, we plot the amplitude spectrum of

the three windows in the cases of very low and very high SNR. When SNR is high, it

can be observed that the SONR window and the IONR window are close to the BAE

window. This is consistent with the finding presented in the previous subsection that

these three criteria generate similar results when there is no noise. When noise power is

high, it boosts up the total signal power. For the IONR window, in order to deal with

the additional signal power introduced by noise, in-band signal power is increased as a

whole, which in turn increases in-band interference power and reduces input SINR. For

the SONR window, useful signal power is enhanced or at least maintained at a high

level (higher than the BAE window) while in-band interference power is controlled

at a relatively low level. Therefore, the SONR window shows a better input SINR.

The maximum SONR criterion actually benefits from noise. Thus when noise power

decreases, this benefit fades and the input SINR drops.

From the above discussions, the following conclusions can be drawn. First, if noise is

not considered2, the three criteria can be seen as equivalent. Second, if noise is consid-

ered, the IONR window shows the poorest performance. In fact, it becomes completely

useless as will be shown in subsection 5.3.5. Finally, the maximum SONR criterion is

advantageous in that it provides a better input SINR when noise is considered.

5.3.3 The Influence of Q

To show the influence of Q, we plot in Fig. 5.3 the input SINR and BAE of the BAE

window and the SONR window with respect to different values of Q. The effect of Q is

twofold. On the one hand, increasing Q reduces BAE, which is desirable. On the other

hand, it also decreases input SINR, which is undesirable. As illustrated in Fig. 5.4,

for the minimum BAE criterion, although OOB interference is significantly suppressed

when Q is large, in-band interference is unavoidably raised hence causing a reduced

1This is similar to pulse shaping in that low-power side lobes and narrow main lobe can not be well
achieved at the same time.

2This means we don’t consider noise in window design in spite of noise power.
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Fig. 5.1: Input SINR comparison of different window design criteria when Q = 3.
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Fig. 5.2: Amplitude spectrum comparison of different window design criteria when
Q = 3.

input SINR. This effect is less pronounced in the maximum SONR criterion due to its

in-band interference suppression capability. However, even so, choosing a large Q is not

beneficial in the sense of reducing complexity. Therefore, a simple but effective rule is

required for selecting a proper Q.

In this thesis, we propose to evaluate the ratio of OOB interference power to noise
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Fig. 5.3: Input SINR and BAE comparison with respect to Q.

power from Q = 0 until Poob/Pn < T . A simple choice for T is one because when Poob
is less than Pn, the influence of OOB interference power is less important than that of

noise power. From a better performance point of view, we should use Poob/Pn � 1.

However, in this case, the determination of T requires extensive simulation and field

tests. For the channel shown in Fig. 4.3, using Poob/Pn < 1 gives the result of Q = 2.

Simulation has shown that Q = 3 is a better choice (Q = 2 is also good) but Q = 4

is not necessary (negligible improvement). To get the result of Q = 3, T should be

approximately between 0.06 and 0.2. When channel variation is negligible, this method

will give the result of Q = 0. This indicates that ICI mitigation is not necessary and

the simplest one-tap equaliser can be applied.
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Fig. 5.4: Amplitude spectrum of the windows generated by the minimum BAE crite-
rion with respect to Q.

5.3.4 The SOE Constraint and Complexity Analysis

As stated above, the SOE constraint given in (5.19) ensures that the noise covariance

matrix is also banded. The principle behind this constraint is that it performs like a

low-pass filter that limits the number of discrete harmonics that comprise the window

to 2Q+1. Simulation has shown that the influence of this limitation to the performance

of a window is negligible. On the contrary, it reduces the computational complexity of

the eigenvalue decomposition that is required for window design. Originally, eigenvalue

decomposition is performed on an L×Lmatrix but this is reduced to a (2Q+1)×(2Q+1)

matrix if the SOE constraint is adopted. This process significantly speeds up the

determination of window coefficients.

The overall computational complexity of window design is usually not an issue

for wireless communication because given the channel statistics, the window can be

designed in advance. For time-varying power line channel, this has to be done in real

time. Thanks to the periodicity of channel time variation, such a calculation only needs

to be done once if the channel topology does not change. However, this requires that

OFDM block transmission is synchronous to the mains period, which in turn requires

a careful design of OFDM block length.

5.3.5 BER Performance

The output SINR and BER performance using different window design criteria are

shown in Fig. 5.5 and Fig. 5.6. These figures are generated when Q = 3. From the

comparison of output SINR it can seen that the SONR window provides the highest

60



0 5 10 15 20 25 30 35 40 45 50
0

5

10

15

20

25

SNR [dB]

O
ut

pu
t S

IN
R

 [d
B

]

 

 
BAE
SONR
IONR
Hamming

Fig. 5.5: Output SINR comparison of different windows (Q=3).

output SINR. In addition, both the BAE window and the SONR window outperform

the banded equaliser without windowing (Fig. 4.4). Note that the performance of

the SONR window when Q = 3 is even better than the non-window case with Q = 7

shown in Fig. 4.4 and Fig. 4.5. On the contrary, the performance of the IONR

window is very bad and some strange fluctuation can even be observed. The BER

comparison draws the similar conclusions. Particularly, the performance of the SONR

windowed MMSE equaliser is very close to the idea conventional MMSE equaliser,

whereas the IONR windowed MMSE equaliser sometimes is even worse than the one-

tap equaliser. It is known that at high SNR region interference is dominant, hence

this shows that the SONR has the best interference suppression ability. In these two

figures, the performance of the well-known Hamming window is also included. It can

be seen that its performance is close to that of the BAE window but is still not as

good as the proposed window design criterion. However, we want to point out that

since the implementation of a Hamming window is very simple, if the requirement of

performance is not crucial, the Hamming window is a good choice for a low-complexity

implementation.

5.4 Summary

In this chapter we presented the algorithms of three window design criteria. With

the assistance of simulation, we compared the performance of these criteria. We also

discussed the influence of some key parameters in window design.

The following conclusions can be drawn from this study. First, for wireless commu-
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Fig. 5.6: BER comparison of different equalisers (Q=3 for banded equalisers).

nication, these window design criteria present little difference in performance. Among

them, the minimum BAE criterion is the simplest but an effective method. Second, for

time-varying power line channel, these criteria present similar but limited performance

if noise is not considered. For better performance, noise should be considered. How-

ever, under this condition, the IONR becomes completely useless. On the contrary, the

SONR criterion shows the best performance. Third, a large value of Q may worsen

the performance of the minimum BAE criterion but the maximum SONR criterion is

more robust to this problem. In order to provide a good balance between complexity

and performance, we proposed a simple rule for the determination of Q. Finally, it was

found that the SOE constraint not only ensures banded noise covariance matrix but

also reduces the computational complexity of window design significantly. Therefore,

we recommend to use this constraint for all the window design criteria.
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Chapter 6

Conclusion and Future Work

6.1 Conclusion

In this thesis, to aid the development of a low-cost PLC system for smart metering in

HANs, power line channel characterisation and modelling were first investigated. After

that, a low-complexity banded equaliser with receiver windowing was developed.

6.1.1 Power Line Channel Characterisation and Modelling

In chapter 3 we studied power line channel characterisation and modelling. The power

line channel is a very harsh communication media. It is time-varying and frequency-

selective, and it presents a strong low-pass behaviour. It is also impaired by a complex

impulsive noise scenario.

Power line channel modelling approaches are categorised into top-down approaches

and bottom-up approaches. A top-down approach attempts to find the most fitted

model from measurements, while in a bottom-up approach the channel model is derived

from transmission line theory. Top-down approaches are simple but require massive

data collection, and there is no universally accepted models. The bottom-up approaches

provide accurate channel realisations but they are hard to be analysed mathematically.

Depending on the cables used in the network, bottom-up approaches are based

on either 2TL theory or MTL theory. In this thesis we introduced these theories

and developed a flexible simulation tool based on the 2TL theory, the voltage ratio

approach [12] and the time-varying channel model proposed in [5]. The simulation

tool is used to generate time-varying channel realisations to help verify the developed

systems. The key feature of this tool is that it accepts any tree-structured power

network topology and a variety of load models. In addition, it can be extended to

generating MTL based power line channels.

6.1.2 Banded Equalisation with Receiver Windowing

In chapter 4 we investigated the performance of several linear equalisers for time-varying

power line channels and found that the banded equaliser provides a good ICI mitigation

63



capability while it has a low computational complexity.

To improve the performance of banded equalisers, we investigated receiver window-

ing in chapter 5. Two well-known window design criteria, namely the minimum BAE

criterion and the maximum IONR criterion, were studied. It was found that these two

methods do not work well over time-varying power line channels. The minimum BAE

criterion proposed in [14] applies a simplification that is not valid over time-varying

power line channels. By removing this simplification, this method can be applied to

PLC and the performance is quite good. However, the maximum IONR criterion is

completely useless for PLC because it enhances in-band interference significantly. In

that chapter, we also proposed an alternative window design criterion, called the max-

imum SONR criterion. Simulations have proved that this criterion outperforms the

other two criteria because it provides the highest input and output SINRs.

6.2 Future Work

6.2.1 Power Line Channel Modelling

Since there is no universally accepted power line channel model, channel modelling

is still an important and urgent task for PLC system design. A top-down channel

model that covers a wide range of PLC applications is of paramount importance. Since

top-down models are usually easy-to-analyse, they can be used to help justify the

performance of PLC systems mathematically. Extensive measurements are required for

important statistical information such as amplitude distribution, power delay profile,

RMS delay spread and power spectrum density. In addition, time variation and spatial

correlation between end-users are also necessary.

MIMO PLC is another emerging research field that is based on MTLs. However,

there is a limited number of research works on the modelling of MIMO channels. Top-

down MIMO channel modelling is extremely challenging because it is hard to charac-

terise the coupling between conductors.

6.2.2 Receiver Window Design with Time-Varying Noise

It is assumed that the noise is AWGN in this thesis. However, as mentioned in chapter

3, noise in indoor power network is in fact cyclostationary with time-varying variance.

In addition, a variety of impulsive noise should also be expected. Therefore, it is

important to consider these noise when designing the window. From the analysis in

chapter 5, we can expect that time-varying noise will alter the window but it will not

affect too much on window design criteria because interference is the major concern of

window design.
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Appendix A

Derivation of Mean Squared BAE

The main purpose of this appendix is to show that the derivation of mean squared BAE

is different for a wireless channel and a power line channel.

The mean squared BAE is defined as

E[‖E(w)‖2F ] = E[‖H(w)
F ‖

2
F ]− E[‖B(w)

F ‖
2
F ] (A.1)

where E[‖H(w)
F ‖2F ] can be written in quadratic form as

E[‖H(w)
F ‖

2
F ] = E[‖WFHF ‖2F ]

= E[‖WHL‖2F ]

= E[tr{WHLHH
L WH}]

= wHD(E[HHH ])w

= wHD(RHH)w (A.2)

where RHH = E[HHH ] and H are given in (5.7) and (5.8), and explained thereafter.

When the channel is wireless and assuming it is wide-sense stationary uncorrelated

scattering (WSSUS) with constant channel energy over time, we have D(RHH) = EhIL,

where Eh is the energy of channel. Thus, (A.2) becomes E[‖H(w)
F ‖2F ] = EhwHw = EhL.

It is clear that under this circumstance, E[‖H(w)
F ‖2F ] is a constant that does not depend

on w. On the contrary, since a time-varying power line channel is deterministic, it has

a time-varying channel energy, hence E[‖H(w)
F ‖2F ] becomes dependent on w.

The term E[‖B(w)
F ‖2F ] is derived as follows (for simplicity, the expectation notation
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is omitted)

E[‖B(w)
F ‖

2
F ] = ‖T ◦ (WFHF )‖2F

= ‖PQWFHF ‖2F
= ‖PQFWFHFHF‖2F
= ‖PQFWH‖2F

=

Lh−1∑
l=0

∑
|k|≤Q

∣∣∣∣∣ 1√
L

L−1∑
n=0

wnhn,l exp{−j2πkn/L}

∣∣∣∣∣
2

=
1

L

∑
n,m,l

wnw
∗
m

∑
|k|≤Q

exp{−j2πk(n−m)/L}hn,lh∗m,l

= wH(RHH ◦A)w (A.3)

where in order to get rid of the dot product, T and HF are transformed to PQ and

HF respectively. HF can be obtained from HF by rearranging diagonals as columns,

or by HF = FHF, and

PQ =

IQ+1 0 0
0 0 0
0 0 IQ


Finally, for a wireless channel, the mean squared BAE is expressed by

E[‖E(w)‖2F ] = EhL−wH(RHH ◦A)w (A.4)

For a power line channel, it is written as

E[‖E(w)‖2F ] = wHD(RHH)w −wH(RHH ◦A)w

= wH(RHH ◦ (IL −A))w (A.5)

It should be noted that (A.5) is a general solution that can be used for both power line

channels and wireless channels, but (A.4) can only be used for wireless channels.
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Appendix B

Derivation of IONR and SONR

In this appendix, we show the derivation of IONR and SONR. The IONR is originally

derived in [13], and we derive the SONR accordingly. In order to use the generalised

eigenvalue problem to find the desired optimal solution, they are expressed in quadratic

forms.

The simplest way to derive IONR is to derive the in-band signal power Pib and

the total received signal power Pt, and use (5.13). The in-band signal power has been

derived in (A.3) as Pib = E[‖B(w)
F ‖2F ] = wH(RHH ◦ A)w. Here we derive the total

received signal power, as given by

Pt = Pib + Poob + Pn
= E[‖y(w)‖2F ]

= E[‖Wx‖2F ]

=
∑
n,m

wnw
∗
mtr{E[xxH ]}

= wHD(E[xxH ])w

= wHD(RHH + σ2IL)w (B.1)

As a result, the IONR is given by

IONR(w) =
Pib

Pt − Pib
=

wH(RHH ◦A)w

wH(D(RHH + σ2IL)−RHH ◦A)w
(B.2)

Now we derive the SONR in a similar way. The useful signal power Ps can be

obtained by letting Q = 0 in (A.3), as expressed by

Ps = ‖D(WFHF )‖2F
= ‖P0FWH‖2F

=
1

L

∑
n,m,l

wnw
∗
mhn,lh

∗
m,l

=
1

L
wHRHHw (B.3)
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Then it is straightforward to get SONR as

SONR(w) =
Ps

Pt − Pib
=

wH(RHH/L)w

wH(D(RHH + σ2IL)−RHH ◦A)w
(B.4)

To obtain the window coefficients that maximise IONR and SONR, we use the gener-

alised eigenvalue problem as shown in (5.14) and (5.17).

Finally, similar to the minimum BAE criterion, (B.2) and (B.4) can be simplified

when we consider a wireless channel with constant channel energy. That is

IONR(w) =
wH(RHH ◦A)w

wH((Eh + σ2)IL −RHH ◦A)w
(B.5)

SONR(w) =
wH(RHH/L)w

wH((Eh + σ2)IL −RHH ◦A)w
(B.6)
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