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Abstract

This thesis presents novel methods for advanced modeling and fault diagnosis of

power apparatuses, which mainly contain power transformers and induction motors.

These two popular applied power apparatuses are inherently reliable. But, they may

deteriorate and fail without effective preventive maintenance. This gives rise to the

need of research work for condition monitoring and assessment.

For the condition monitoring and assessment of a power transformer, dissolved

gas analysis (DGA) has been applied to determine the condition of a power

transformer during the past decades. A core problem needs to be considered is

the classification of nonlinear DGA gas data. As a well-approved technique to

diagnose incipient faults, all the applied fault interpretation methods are based

on the DGA data of laboratory simulation and industrial faulty inspection. These

inspection data are usually obtained by periodically sampling liquids from power

transformers and analysing the dissolved gases in laboratories. Threshold values

of DGA interpretation methods are obtained by using the DGA gas records of

laboratory simulation and industrial faulty inspection. But, it is not always possible

to conduct precise measurements of gas records, the measurement errors sometimes

too big to obtain correct DGA results. Hence, threshold values and error redundancy

of current DGA methods need to be re-examined using DGA gas records within

a reasonable error range. In the study, in order to test the reliability of DGA

methods, the ±5% variation is applied to faulty gas value of laboratory simulated

case and the ±10% variation is used to those fault cases identified by inspection

of the equipment. Based on the analysis of results, three zones of Duval triangle,

which represent highly possible misclassification faults of discharge, overheating

and partial discharge, are concluded for improving its reliability.
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Conventional DGA ratio methods are not unbiased and sometimes provide

different judgements. In order to establish a reliable, intelligent fault classification

method, three main aspects, including DGA data pre-processing, effective gas

feature extraction, and optimised computational classifiers have been considered

for the classification of non-linear DGA data. To cope with the highly versatile or

noise-corrupted DGA data, two methods, bootstrap and logarithm transformation

under two base and ten base conditions, are employed as data pre-processing tools.

For gas feature extraction, unified and non-unity new features are first obtained

based on in-depth analysis of current DGA standards. Meanwhile, the statistical

characteristics of the selected gas features are used for prioritisation.

A ten based logarithmic transformation is first applied to three select ratios of

combustible gases against the total gas volume and the total gas volume itself. The

bootstrap method is used to overcome the shortage of class samples. Nine features,

including five features of conventional ratios, are used as input vectors to SVM, LS-

SVM and SVDD, whose tunning parameters are optimised by PSO. Comparisons of

classification results between conventional gas ratios and the proposed nine feature

ratios are illustrated finally. It shows that PSO-LSSVM has the highest classification

accuracy using nine feature ratios.

These unified features of different classifications might cause redundant infor-

mation that leads to a low overall accuracy. Therefore, attempts have been made

to achieve feature extraction for different classification condition by the analysis of

Duval triangle, IEC standards and feature prioritisation. A two based logarithmic

transformation is applied as data preprocessing. Prioritization orders of all gas

features are obtained for different classification levels by using the Kolmogorov-

Smirnov (K-S) test. The first three highly ranked features are selected as input

vectors for a multi-layer PSO-SVM classifier. For comparison, a three layer

multilayer perception (MLP) neural networks, PSO-SVM and KNN are applied with

different number of genetic programming (GP) features. Among all classification

accuracies, the PSO-SVM with the proposed features can gain the highest accuracy.

In the appendix part, the detection of broken bars of an induction machine based

on multiple coupled circuit model is proposed. The optimised motor parameters
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are achieved by minimising the gap between experimental results and simulation

model responses using GA. Based on the optimised model, faults of one broken bar

and two broken bars conditions are detected by extracting the harmonic components

appearing at the right and left sides of the fundamental frequency.
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Chapter 1

Introduction

This chapter concentrates on a clear introduction for this thesis. A brief review

of condition monitoring for power transformer is presented at first. The motivation

and objectives are then introduced, followed by main contributions, and a specific

view of the thesis contents.

1.1 Condition Monitoring of Power Transformers

Power transformer is an important apparatuses in current power industry. Power

transformers, on-line load tap changers (OLTCs) and other switchgears are the main

elements of transmission and distribution infrastructure. They can move power

from generating utility to industrial consumers or residential consumers. If these

critical assets were to fail, power outages, personal and environmental hazards may

be caused. In order to ensure maximum uptime, critical assets should be closely

and continuously monitored especially power transformers, which are the most

expensive assets in the power transmission and distribution networks. They can

enable us to transmit electrical energy over a great distance and distribute it safely to

customers. In result, failures of the power transformers are sometimes catastrophic

and always along with irreversible internal damage. Its healthy functioning is vital

to whole systems of operations. Therefore, it is very necessary to monitor the

behavior of a power transformer. Conditional monitoring explores the possibilities

1



1.2 Motivation and Objectives 2

of acquiring maximum operating time and optimum life of a power transformer,

reducing the risk of failures and providing the reasonable maintenance strategy [10]

[11]. Typical transformer maintenance programs include condition and assessment

testing, dissolved gas analysis and oil quality testing. On-line and off-line detectors

are being developed to monitor the transformers [12]. Three main aspects of

transformer condition monitoring are thermal modelling, partial discharge analysis

(PDA) and dissolved gas analysis (DGA). Thermal aging of transformer is mainly

determined by its daily cyclic loadings. Many loading guides provide the suggestion

for choosing the correct transformer ratings under a given loading condition. Several

publications are applied for this aim, international electrotechnical commission

(IEC) 60354 standard [13] can be applied to oil immersed transformers, while

IEC 60905 standard considers dry type transformers [14]. Actually, major power

transformer is filled with a fluid for several purposes, acting as dielectric media,

ensuring insulation condition and transferring heat during operation. Normally, a

slow degradation of the mineral oil always exists during normal daily operation.

It will be enhanced due to the energy of faults. Partial discharge (PD) is a typical

reason. PD occurs when the local electric field exceeds the threshold value, resulting

in a partial breakdown of the surrounding medium [15].

1.2 Motivation and Objectives

1.2.1 Uncertainty in Dissolved Gas Analysis

Dissolved gas analysis (DGA) [1] [4] [9], which evaluates operation condition of

a transformer using gas concentrations of the insulation oil periodically, is one of the

most important methods for the fault detection. The core of DGA is interpretation

method of the fault gas. The Doernenburg ratio method uses four gas ratios while

the Roger ratio method employs three combustible gas ratios [1]. The Triangle

graphical method [9] was proposed for fault classification using three combustible

gas percentages. As known, not all the combinations of gas ratios presented in a

fault can be mapped to a fault type as described in a diagnostic criterion. Different

transformer diagnostic techniques may give varied analysis results, and it is difficult

2



1.2 Motivation and Objectives 3

for engineers to make a final decision when facing with so much diverse information.

Furthermore, the use of gas ratio should be applied according to the fault type. Each

well-known method has some drawbacks during industrial applications, e.g. “lack

code”, rigorous borderline and hidden relationships. As a well-approved technique

to diagnose incipient faults, all the mentioned fault interpretation methods are based

on the DGA data of laboratory simulation and industrial faulty inspection. But,

these inspection data are usually obtained by periodically sampling liquids from

power transformers and analysing the dissolved gases in laboratories. Sampling

errors always existed by using any DGA monitoring instruments. For the laboratory

DGA results, many factors can affect the final detection of gas values, such as poor

conditions of oil sample transportation and oil sample storage. Vital research works

have been done in the university of Manchester, where researchers compared the

laboratory DGA results and online monitor DGA results [16], and their results

indicated that deviations between their results are generally within 30%. It is

actually large enough to affect the final DGA detection results. Therefore, it is worth

to re-examine current standardised methods by using DGA data with a reasonable

error range.

There is no universally accepted DGA interpretation scheme due to the heuristic

nature of such methods. Recently, the uncertainty of these methods can be mitigated

by using fuzzy logic set [17]. In addition, a systematic stochastic petri net

based methodology was applied for fault detection of power transformer and its

corresponding repair method [18]. Support vector based classifiers, such as support

vector machine and least-square support machine, have been applied to gas ratio

forecasting [19] and classification [20]. A combined artificial neural network (ANN)

and expert system tool is developed for transformer fault diagnosis using dissolved

gas analysis [21]. New artificial intelligence technique can be applied to preprocess

the data and improve the overall classification accuracy.

1.2.2 Objectives

The objectives of this research are oil-immersed power transformers and

squirrel-cage induction rotors. For the oil-immersed power transformers, DGA

3
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datasets will be extracted from the available historical records, which are collected

from DGA data of laboratory simulation and industrial faulty inspection. Current

standardised methods are re-examined by using these datasets with resealable errors

range. Novel data preprocessing techniques will be applied to obtain new gas feature

and equalise the numbers of each dataset. Artificial intelligence algorithms are used

to improve the classification accuracy by effectively handling the non-linear DGA

data.

A detailed model of a squirrel cage induction motor is established with careful

consideration of current of each rotor slot. The optimisation of the model is achieved

by applying GA algorithms and broken rotor bar fault is detected by using this

optimised model. Finally, the negative effects on the induction motor is fully

discussed under the broken bar situation.

1.3 Contribution of work

List of the publication during this research:

Conference publications:

T. Y. Ji, W. H. Tang, C. H. Wei and Q. H. Wu,:“Frequency Response Analysis

of Transformer Winding Deformation Based on Multiconductor Transmission Line

Model”, 4th UHVnet Colloquium, Jan. 18-19, 2011, Winchester, UK.

C.H. Wei , L. Yan, W.H. Tang and Q.H. Wu,:“Detection of Broken Bars

in Induction Motor Based on Multiple Coupled Circuit Model with Optimized

Parameters”, The 5th IEEE PES Asia-Pacific Power and Energy Engineering

Conference, Dec. 8-11, 2013, HK.

L. Yan, C.H. Wei, W.H. Tang and Q.H. Wu,:“Development of a novel asset

management system for power transformers based on ontology”, The 5th IEEE PES

Asia-Pacific Power and Energy Engineering Conference, Dec. 8-11, 2013, HK.

Journal publications:

C. H. Wei, W. H. Tang and Q. H. Wu,:“ A Hybrid Least-square Support

Vector Machine Approach to Incipient Fault Detection for Oil-immersed Power

Transformers”, Electric Power Components and Systems, vol. 42, no. 5, pp. 453-
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463, 2014.

C. H. Wei, W. H. Tang and Q. H. Wu,:“ A Dissolved Gas Analysis Method

Based on Novel Feature Prioritisation and Support Vector Machine”, IET Electric

Power Applications, vol. 8, no. 8, pp. 320-328, 2014.

1.4 Thesis Outline

The works of this thesis contain two parts, where the main topic is intelligent

transformer fault detection using dissolved gas analysis (DGA). The other topic is

about the detection of broken bars in induction motor based on multiple coupled

circuit model with optimized parameters by using genetic algorithm (GA). This

thesis is structured as follows:

Chapter 2 : This chapter is concentrated on conventional DGA techniques as

well as their latest developments. Important international standards of DGA

have been reviewed in details. All the international DGA fault interpretation

methods, which are based on the DGA data of laboratory simulation and

industrial fault inspection, are discussed carefully.

Chapter 3 : The chapter is focused on re-examination of current standardised

methods. Error range values are selected based on a detailed discussion of

the measurement accuracies of CIGRE Laborartories. Current standardised

methods are re-examinated by using DGA data with a reasonable 5%-10%

error range. Error redundancy of Duval triangle and IEC ratio method is

discussed, and some specific zones of Duval Triangle are highlighted for extra

cautious during its industrial application.

Chapter 4 : This chapter is mainly focused on dealing with the nonlinear DGA

data using the support vector classifiers. Two methods are applied for DGA

data preprocessing. The resample tool bootstrap is used for overcoming the

shortage of faulty data numbers. The logarithmic transformation of DGA

concentrations rescales the gas ratio to generate additional features. Particle

swarm optimisation is applied to search the optimised combination of preset

5
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parameters of classifiers within a short convergence time. The chapter is

published as a paper in a journal of electric power components and systems.

Chapter 5 : Although new features are proposed in the preceding chapter, some

of them may be redundant. This chapter mainly concentrates on feature

extraction and preprocessing. Firstly, novel gas features are manually selected

based on in-depth analysis of well-known DGA international standards.

Combined with conventional gas features, prioritisation of all features is

obtained by using the K-S test. The features in the first three rankings are

applied as input vectors for PSO. The results are obtained from other artificial

intelligence classifiers with data of genetic programming are provided for

comparisons.

Chapter 6 : This chapter concludes the thesis by giving a summary of the results of

each chapter. Suggestions for possible future work are also listed at the end.

Appendix : This part proposed a method for the detection of broken bars of an

induction machine based on multiple coupled circuit model. The optimised

motor parameters are achieved by minimising the gap between experimental

results and simulation model responses using GA. Based on the optimised

model, faults of one broken bar and two broken bars conditions are detected

by extracting the harmonic components of stator current.

6



Chapter 2

Transformer Condition Assessment

Based on Dissolved Gas Analysis

This chapter concentrates on literatures of transformer condition assessment

with respect to dissolved gas analysis and its latest development. A brief intro-

duction to current DGA standards is given. Complicated chemical processes of

the evolution of gas are discussed under the conditions of high temperatures and

discharge. Bond dissociation energies of different gas molecules are also explored

for an in-depth understanding of gas evolution. Determination of the operating

procedure using total combustible gas (TCG) and total dissolved combustible gas

(TDCG) are presented. The core parts of DGA, which are various gas interpretation

methods, such as Duval triangle methods [4] [9], Key gas method [1], IEC ratio

method [6], Rogers ratio [1] [22], and Dornenburg ratio method [1] [23], are

discussed in detail. Finally, main advantages and obstacles of DGA methods are

summarised.

2.1 Introduction

The dissolved gas analysis (DGA) has been widely utilised to detect incipient

faults in oil-filled power transformers [1] [9] [22] [23]. Traditional condition

assessment of transformer using DGA data is achieved off-line by manually

7



2.1 Introduction 8

extracting oil sample, delivering it to a laboratory, and obtaining the diagnosis

results [9]. By carrying out gas detection techniques to the oil sample, the types and

concentration of dissolved gases can be measured. Then, faults are detected by the

relationship among different gas concentrations or the individual gas concentration

itself. Many international standards are implemented to determine the fault, where

an evaluation of the impact of a fault on the serviceability of a power transformer

can be obtained. Once any exceeded suspicious gas is detected, further inspections

need to be implemented to identify the possible locations of faults, for example,

no-load test of winding DC resistance, test of insulation condition, location test of

partial discharge or humidity content measurements, etc.

The lifespan is largely dependent up the design and condition of insulation.

Recently, the lifespan has been extended due to improvements and innovation in

insulating materials. The application of new insulation components is one of the

key factors to prolong its service life. Apparently, the power transformers are always

subject to electrical and thermal stresses [24] [25] [26]. These two stresses could

break down insulation materials and release gaseous decomposition products, which

may lead to further damages [27]. In an oil-immersed power transformer, the oil

serves the dual purposes of providing insulation and acting as a cooling medium

to conduct away the losses which occur in the transformer in the form of heat.

The gases, which might be generated by faults or incipient faults, could dissolve

in the insulation oil, where there exists a dynamic equilibrium as a result of many

environmental factors [28] [29]. Recently, DGA and its interpretation rules have

become the main research area. Various diagnostic schemes have been developed.

These methods try to reveal the relationship between gases and fault types.

For key gas method, oil-filled transformers generate a small quantity of gas

to some extent in normal operation conditions, especially carbon monoxide (CO)

and carbon dioxide (CO2), three primary causes, overheating, partial discharge

and arcing, lead to a relatively large amount of the corresponding gases. Such

internal faults in oil produce gaseous byproducts mainly include hydrogen (H2),

methane (CH4), acetylene (C2H2), ethylene (C2H4) and ethane (C2H6). Faults

existed in a different place can produce different gases. For instance, if a fault

8



2.2 Operating Procedures of DGA 9

exists in cellulose insulation material, CH4, H2, CO and CO2 can be produced

simultaneously or asynchronously. These gases are generally combustible. Anyone

or a combination of thermal, electrical or corona faults may cause a speedily

increase of gas generating rates. Based on long term experience of maintenance,

main difficulties of fault detection are that these faults may exist simultaneously or

asynchronously. Also, interaction of different faults always happen. Because the

gas generation is an interactive process in power transformer, clear thresholds of gas

values are hard to determine during fault detection. Many gas features are attempted

to be used for fault detection of a power transformer. For example, certain value

combinations of separate gases, called Key gases [1], are used to represent general

fault types, such as overheated oil, overheated cellulose, corona in oil and arcing

in oil. On the other hand, the ratios of certain key gas concentrations are applied

to detect the specific details of fault types, for instance, thermal fault > 700◦C and

thermal fault < 700◦C.

In this chapter, an usual operative procedure of dissolved gas analysis is

introduced firstly. Then, evolution of gas and combustible gassing rate is discussed

for the detection of faulty gas. Moreover, calculation of gas space and gas

equivalents is taken into account. Various interpretation methods are discussed

for improving the DGA reliability. Finally, a detailed discussion of current DGA

methods is provided.

2.2 Operating Procedures of DGA

Three procedures typically need to be taken into consideration in a power

transformer maintenance, which are the detection, evaluation and action [3].

General procedures of DGA are shown in Figure 2.1, which mainly present the

detection and evaluation. The first one represents that any gases exceed ‘normal’

quantities necessitate to be detected at the earliest possible time in order to minimise

damage or avoid a failure. The second procedure is to measure the level of

abnormality effect on the serviceability of a transformer based on a set of guidelines

or rules. The action procedure is to take the recommended action, which may be

9



2.2 Operating Procedures of DGA 10

either an increased surveillance for supplementary analysis, a determination of load

sensitivity, a decrease in the load on the transformer, or the removing the unit from

service if bad condition occurred. Prior to that, basics of evolution of gas in oil as

well as combustible gassing rate need to be figured out. Also, dissolved gas-in-oil

equivalents may need to be considered during gas sampling.
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Figure 2.1: Operating procedures of DGA [1]
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2.2 Operating Procedures of DGA 11

2.2.1 Evolution of Gas

It is great concern about the generation progress of gases due to the afore-

mentioned operation pressures of a power transformer. With a long-term electrical

stresses and thermal stresses [30] [31], its insulation materials are broken down with

gaseous decomposition products, typical gases are H2, CO, CO2, CH4, C2H6, C2H4

and C2H2. Gas bubbles could arise in oil if one of them certain level is exceeded.

In fact, as a result of the energy generated by a fault, breakdown of the

hydrocarbon molecules is generally caused, which free radicals are then produced

as shown in Figure 2.2. These free radicals subsequently combine with each other

to produce low molecular weight hydrocarbon gases. The complicated chemical
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Figure 2.2: Free radicals due to heating of mineral oil [1]

process not only depends on the operation temperatures, but also influenced by

faults such as partial discharge, low energy discharge and high energy discharge.

Newly formed unstable radical or ionic fragments will recombine swiftly into gas

molecules like hydrogen (H-H), methane (CH3-H), ethane (CH3-CH3), ethylene

(CH2=CH2), acetylene (CH=CH), CO (C ≡ O) and CO2 (O=C=O). Different

energy levels are required to break different kind of molecular bonds. Therefore,

different types and amounts of fault gases will be formed according to the severity

and category of the transformer fault. Experimental bond entropies for several

important radial was given by Stephen in [2], and several important values of energy

11



2.2 Operating Procedures of DGA 12

Table 2.1: Bond dissociation energy [2]

Bond C-C

(CH3-

CH3)

C-H C = C

(H2C =

CH2)

C ≡
C(HC ≡
CH)

H-H

Energy (kJ/mol) 376 337.2 682.2 962 436.0

Notes: 1 kcal/mol= 4.184 kJ/mol

Figure 2.3: Experimental bond entropies for several important radial [2]

needs to crack the typical molecular bond inside the transformer oil is shown in

Table. Unit of the values in Figure 2.3 is kcal/mol and unit of the values in Table

2.1 is kJ/mol. As it can be seen from the table, the bond dissociation energy is in

the order: CH4<H2<C2H6<C2H4<C2H2. Obviously, the largest bond energy of

C2H2 indicates that only a small concentration of C2H2 means a serious fault of

a power transformer. A general relationship among gases appearing, discharge

and temperature are shown in Figure 2.4 [1]. The analysis of bond energy is also

demonstrated by the appearance order of gases in the figure. It is noted that no

temperature scale is indicated along the temperature axis of Figure 2.4. When the

temperature increase to 150◦C, both CH4 and H2 are generated, with CH4 existing

12



2.2 Operating Procedures of DGA 13

predominant. When the temperature increases, C2H6 starts to be predominant gas

with a reduced CH4, so that the C2H6/CH4 ratio becomes an apparent pattern. As the

temperature goes higher, the rate of C2H6 evolution is reduced and C2H4 production

commences and soon outweights the proportion of C2H6. If the temperature reaches

to a high value, C2H4 will be produced. As the temperature increases still further, it

can become the most predominant gas. When the temperature reaches 500◦C , C2H2

will be produced and become a dominant gas. In general, hydrogen and methane

begin to form in small amounts at around 150◦C, whereas ethane (C2H6) begins

6

6

6

Figure 2.4: Oil decomposition temperature over 150 ◦C [3]

to be produced at about 250◦C and ethylene (C2H4) is produced at about 350◦C.

Acetylene (C2H2) production starts between 500◦C and 700◦C. In the past, trace

amounts of acetylene (C2H2) was considered to be an indication of a temperature

of at least 700◦C; however, recent work has led to the conclusion that a thermal

fault (hot spot) of 500◦C can produce a few parts per million of the gas [3]. It

is interesting to note that larger amounts of acetylene can only be produced above

700◦C by internal arcing. The production of methane surpasses hydrogen when

the temperature is between 200◦C and 300◦C. Starting at about 270◦C and on up,

13



2.2 Operating Procedures of DGA 14

the production of ethane exceeds methane. At about 450◦C, hydrogen production

exceeds all others until about 750◦C to 800◦C; then more acetylene is produced.

A small amount of H2, CH4, and CO continue to be produced by normal aging.

Thermal decomposition of oil-impregnated cellulose usually produces CO, CO2,

H2, CH4, and O2. Decomposition of cellulose insulation normally begins at only

about 100◦C or less.

2.2.2 Determination of Combustible Gassing Rate

The volume of a detected gas might be repeatedly generated over a long time

period by an insignificant fault, or it may be produced in a very short period of time

by severe mentioned faults simultaneously. Obviously, the gas generation rate and

the severity of a fault cannot be represented by one measurement. Once there is a

existence of suspicious gas, it is vital to test again and obtain the gassing rate of the

gas, which can be applied to determine whether the generated gas is active or not.

Normally, an evolution rate greater than 2.8 L (0.1 ft3) of combustible gas per day

may indicate the unit has an active internal fault [1]. The equation for computing

gassing rate is as below [22]:

ri =
(Si1 − Si2)× V × 10−6

t
, (2.2.1)

where ri is the rate (liters/day), Si1 is the first sample (microliters/liter), Si2 is the

second sample (microliters/liter), V is the tank oil volume (liters), t is the actual

operating time of a sampling interval (day). To calculate the rate of evolution, take

the sum of the concentrations of all the combustible except CO2, O2 and N2. Limits

for average gas generation rates are provided for total combustible gas (TCG) in

Table 2.2 and for analysis of total dissolved combustible gas (TDCG) in Table 2.3.

Determining the transformer sampling interval utilising TCG in the gas space

Table illustrates the recommended initial sampling intervals and operating

procedures for various levels of TCG (in percentage). The sampling interval

time are classified into four level conditions. Once the source of gassing is

determined by analysis, inspection, consultation, or combinations and the risk

14
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has been assessed, then engineering judgment should be used to determine the

final sampling interval by using the following operating procedures.

Table 2.2: Actions based on TCG gas rate [1]

TCG levels (%) TCG rate(%) Sampling interval

Condition 4 >= 5

>0.03 Daily

0.01-0.03 Daily

<0.01 Weekly

Condition 3
>= 2 and

< 5

>0.03 Weekly

0.01-0.03 Weekly

<0.01 Monthly

Condition 2
>= 0.5

and < 2

>0.03 Monthly

0.01-0.03 Monthly

<0.01 Quarterly

Condition 1 < 0.5

>0.03 Monthly

0.01-0.03 Quarterly

<0.01 Annual

The recommended operating procedures for condition 4 are : 1. Consider

removal from service; 2. Exercise extreme cautions and does analysis for

individual gases; 3. Plan outage. Normal operating procedures for condition

3 are: 1. Exercise utmost caution; 2. Do analysis for each individual gas;

3. Plan outage and obtains advice from the manufacturer. The recommended

operating procedures for condition 2 can be: 1. Exercise cautions; 2. Analysis

for individual gases; 3. Determine load dependence. Suggested operational

procedure for condition 1 is exercise caution.

Determining the sampling interval from the TDCG levels and generating rates

in the oil

When sudden increase of gas exists in the dissolved gas content of the oil in

successfully operating transformers an internal fault may be suspected. Table

2.3 indicates the recommended initial sampling intervals for various levels of

15
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TDCG. The sampling interval time of a power transformer is classified into

four level conditions. An increasing gas generation rate indicates the problem

becomes severity, therefore, a shorter sampling interval is recommended.

Table 2.3: Actions based on TDCG gas rate [1]

TDCG levels (µl/L) TDCG rate(µl/L/day) Sampling interval

Condition 4 > 4630

>30 Daily

10-30 Daily

<10 Weekly

Condition 3 1921-4630

>30 Weekly

10-30 Weekly

<10 Monthly

Condition 2 721-1920

>30 Monthly

10-30 Monthly

<10 Quarterly

Condition 1 <=720

>30 Monthly

10-30 Quarterly

<10 Annual

Suppose a transformer has a TDCG level of 1700 µl/L (ppm) and generates

gas at a constant rate is smaller than 10 µl/L (ppm) per day, then the

case belongs to condition 2 and the power transformer needs to be sampled

quarterly according to the Table 2.3. The suggested operations for the

transformer are: exercise caution, analysis for individual gases, and determine

load dependence. If the rate increases to a value which is bigger than 30 µl/L

(ppm) per day, the operator must now sample monthly.

2.2.3 Computation of Gas Space and Dissolved Gas-in-Oil E-

quivalents

Gas space and oil equivalents are used to compare the results of analysis of the gas

space (TCG) with the results from analysis of the gases dissolved in the oil (TDCG).

16
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Table 2.4: Ostwald coefficient of each gas [1]

Gas Ostwald coefficient (B)

H2 0.0429

O2 0.138

CO2 0.900

C2H2 0.938

C2H4 1.35

N2 0.0745

CO 0.102

C2H6 1.99

Comparisons of gas ratios obtained from the gas space can then be compared to

similar ratios of gases extracted from the oil. It should be noted that the calculated

equivalent values of TCGe and experimentally measured values of TCG probably do

not show close agreement, since the equation for obtaining the equivalents assumes

the existence of equilibrium between the gas blanket and the oil. This condition may

not exist, particularly in the case of an actively progressing fault. But, the equation

is valuable for the determination of a limitation for the expected total combustible

gas concentration in the gas blanket. The dissolved gas equivalent of the TCGe is

obtained using the following equation:

TCGe =
Cn∑
C1

Fc

Bc∑ Fg

Bg

× 100, (2.2.2)

where:

TCGe : An estimate of the percent of combustible gas in the gas space

C : Combustible gas

G : Each gas dissolved in oil (combustible and noncombustible)

Fc: The concentration expressed in ppm of combustible gas dissolved in oil

Bc : The Ostwald solubility coefficient of combustible gas

Fg : The concentration of a particular gas dissolved in oil

Bg : The Ostwald solubility coefficient of particular gas

17



2.2 Operating Procedures of DGA 18

The corresponded Ostwald coefficient for each gas is given in Table 2.4. An

operating procedure utilizing the gas data of the power transformer is to be

developed immediately following the initial detection of combustible gases.

2.2.4 General Operation Procedure using Dissolved Gas Con-

centration

Table 2.5: Dissolved gas concentration limits(µl/L) [1]

Condition CH4 H2 C2H4 C2H6 C2H2 CO CO2 TDCG

1 120 100 50 65 35 350 2500 720

2 120-400 101-700 51-100 66-100 36-50 351-570 2500-4000 721-1920

3 401-1000701-1800101-200101-15051-80571-14004001-100001921-4630

4 > 1000 > 1800 > 200 >150 >80 >1400 >10000 >4630

The initial detection of combustible gas in Figure 2.1 indicates the final assessment

of the status of the transformer. The applied gas thresholds are given in Table 2.5.

The risks of power transformer are classified into four level conditions. The criterion

uses both gas concentration itself and the total concentration of all combustible

gases. The total dissolved combustible gas (TDCG) indicates the sum of CH4 ,

H2, C2H4, C2H6, C2H2 and CO. The four conditions are listed as follows:

Condition 1: TDCG below the level indicates the transformer is operating normally.

But, if an individual combustible gas exceeding specified levels in Table 2.5, an

additional prompt investigation needs to be executed.

Condition 2: TDCG belong to the range indicates greater than normal combustible

gas level. Any individual combustible gas exceeding specified levels should prompt

additional investigation, such as change the resampling rate.

Condition 3: TDCG belong to the range represents a high level of decomposition.

Any individual combustible gas exceeding specified levels should prompt additional

investigation. Immediate action should be taken to the power transformer

18



2.3 Gas Interpretation Methods 19

Condition 4: TDCG over the value indicates excessive decomposition. Continued

operation could result in failure of the transformer.

2.3 Gas Interpretation Methods

When the procedure reaches the step of possible investigation of fault type base on

various gas values, the focus of the procedure naturally is the gas interpretation

methods. Three important methods, Key gas method, Gas ratio methods and

Duval triangle methods, are investigated. Gas ratio methods contain Rogers ratio

method, IEC ratio method and Donernenburg ratio method. Meanwhile, differen

versions of Duval triangle are introduced for different types of insulation materials

in transformers. All these methods are discussed in the followings.

2.3.1 Key Gas Method

Table 2.6: Typical values of key gases [1]

Key gas Value (ppm) Suspected fault

C2H2 >20 Power discharge

H2 >100 Partial discharge

∑
CxHy >1000

>500

Thermal fault

COx,x = 1,2 >10000 Cellulose degradation

The method applies the key gases to detect four fault types [1], including overheat-

ing of oil, overheating of cellulose, corona (partial discharge) and arcing. Typical

values are given in Table 2.6. The method mainly contains concentrations of C2H4,

CO, H2, C2H2, C2H6. The four rules of qualitative investigation are provided as

follows:

1. Overheating of cellulose: Hydrocarbon gases, such as CH4 and C2H4, are

generated when an overheating fault involves an oil-immersed cellulose structure.
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Normally, large quantities of CO2 and CO are produced from an overheated

cellulose. In this situation, the principal gas is CO.

2. Overheating of oil: Together with small quantities of H2, significant amount

of C2H4 C2H6 and CH4 are produced from oil decomposition products. Traces

of C2H2 may be formed if other faults are severe or involve electrical contacts.

The principal gas is C2H4.

3. Corona: H2 and CH4 together with small amount of C2H6 and C2H4 are

generated by low-energy electrical discharges. Comparable amounts of CO and

CO2 may be formed due to discharges in cellulose. In this case, H2 is the principal

gas.

4. Arcing: Large quantities of H2 and C2H2 are formed, with minor quantities

of CH4 and C2H4. CO2 and CO may be formed if a fault involves cellulose.

Insulation oil may be carbonised. C2H2 is the foremost gas.

A short summary can be concisely suggested describing relationships between key

gases and fault types as follows:

1. Small amount of O2 and N2 represent that the power transformer generally is

normal operation.

2. Large quantities of CO and CO2 indicate an overheating fault exists in the

cellulose insulation.

3. Normally, CH4 and C2H6 point that a low temperature overheating happens in

the oil.

4. Generally, C2H4 indicates a high temperature overheating in the oil.
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5. Even small amount of C2H2 represent an arcing fault in high temperature.

Because the key gas method provides few numerical correlations between fault types

and gas types directly, the method normally is applied as a qualitative investigation.

2.3.2 Gas Ratio Methods

The usage of gas ratios to detect a single possible fault type is a trade-off art during

fault classification. The ratio range results are obtained by assigning the cause of

failure when the unit was examined or normal maintenance. The five ratios are:

Ratio 1 (R1) = CH4/H2; Ratio 2 (R2) = C2H2/C2H4; Ratio 3 (R3) = C2H2/CH4;

Ratio 4 (R4) = C2H6/C2H2; Ratio 5 (R5) = C2H4/C2H6; Ratio 6 (R6) = C2H6/CH4.

The first ratio method, called Roger ratios [22], utilises three ratios R1, R6, R5 and

R2. The Rogers method does not depend on specific gas concentrations to exist in

the transformer for the diagnosis. It suggests that the method can be used when the

normal limits of the individual gases have been exceeded.

The IEC ratio method originated from the Roger’s Ratio method, except that the

ratio C2H6/CH4 was dropped since it only indicated a limited temperature range

of decomposition as shown in Table 2.7. The faults are divided into nine different

types.

The second ratio method, known as Doernenburg Ratio method [23], applies the gas

concentration ratio of R1, R2, R3 and R4. The value of the gases at first must exceed

the concentration limitation to ascertain whether there is really a problem with the

unit.

IEC Ratios Method

As a convenient basis for fault diagnosis, the gas ratio methods are coding

schemes that assign certain combinations of codes to specific fault types. The

codes are generated by calculating ratios of gas concentrations and comparing

the ratios with predefined values, which have been derived from experience and

modified continually. A fault condition is detected when a gas combination fits

the code pattern of a particular fault. The most commonly used gas ratio method
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is the IEC ratio method [6] [22] as listed in Table 2.7, which is able to distinguish

more types of thermal faults than that of the Dornenberg ratio method [23].

Additional attention should be paid to the following conditions while applying

the gas ratio method according to Table 2.7:

1. Significant values quoted for ratio calculations needs to be only regarded

as typical.

2. Transformers fitted with an in-tank OLTC may represent faults of code

202/102, depending on transmission of arc decomposition products in the

diverter switch tank into the transformer tank oil.

3. The ratios for a combination of multiple faults may not fit the predefined

codes in Table 2.7.

4. Combinations of ratios not included in Table 2.7 may occur in practice.

A great amount of consideration is being given to the interpretation of such

combinations.
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Table 2.7: IEC ratio methods [6]

C2H2

C2H4

CH4

H2

C2H4

C2H6

Ratios of gases

< 0.1 0 1 0

0.1-1 1 0 0

1-3 1 2 1

> 3 2 2 2

Fault types Typical reasons

0 No fault 0 0 0 Normal aging

1
Partial discharges of

low energy density
0 1 0

Discharges in gas-filled cavities resulting

from incomplete impregnation, or

supersaturation or cavitation or high humidity

2
Partial discharges of

high energy density
1 1 0

As above, but leading to tracking

or perforation of solid insulation

3
Discharge of

low energy
1-2 0 1-2

Continuous sparking in oil between bad

connections of different potential,

or to floating potential.

4
Discharge of

high energy
1 0 2

Discharges with power follow-through.

connections of different potential,

Arcing - breakdown of oil between windings

or coils or between coils to earth.

5

Thermal fault

of low temperature

T:<150◦C

0 0 1 General insulated conductor overheating

6

Thermal fault

of low temperature

T:150◦C-300◦C

0 2 0 Increasing hot spot temperatures

7

Thermal fault

of low temperature

T:300◦C-700◦C

0 2 1

Small hot spots in core,

shorting links in core,

overheating of copper due to eddy currents,

bad contacts/joints concentrations of flux.

8

Thermal fault

of high temperature

T:>700◦C

0 2 2 As above, regular hot spot, tank circulating currents
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Doernenburg Ratio Method

This method utilises the gas concentration from ratio of CH4/H2, C2H2/CH4,

C2H4/C2H6 and C2H2/C2H4. The value of the gases at first must exceed the

limitation values in Table 2.8 [1] to ascertain whether there is really a problem

with the unit and then whether there is sufficient generation of each gas for the

ratio analysis to be applicable. According to IEEE Standard C57.104 [1], the

step-by-step procedure to diagnose faults using Doernenburg ratio method is:

Table 2.8: Concentration limits of Doernenburg ratio method [1]

Key Gas Concentrations (ppm)

H2 100

CH4 120

CO 350

C2H2 35

C2H4 50

C2H6 65

Step 1. Gas concentrations are obtained by extracting the gases and separating

them by chromatograph.

Step 2. If at least one of the gas concentrations (in ppm) for H2, CH4, C2H2,

and C2H4 exceeds twice the values for limits in table above and one of the

other three gases exceed the values for limitation, the unit is considered faulty.

Step 3 needs to be executed.

Step 3. Determining validity of ratio procedure: If at least one of the

gases in each ratio CH4/H2, C2H2/CH4, C2H2/CH4 and C2H6/C2H2 exceeds

legitimation, the ratio procedure is valid. Otherwise, the ratios are not

significant, and the unit should be resample and investigated by alternative

procedures.
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Step 4. Assuming that the ratio analysis is valid, each successive ratio is

compared to the values obtained from Table 2.9 in the order of ratio CH4/H2,

C2H2/CH4, C2H2/CH4 and C2H6/C2H2, where NS is short for not significant.

Step 5. If all succeeding ratios for a specific fault type fall within the values

given in Table 2.9 , the suggested diagnosis is valid.

Table 2.9: Fault diagnosis concentration limits of Doernenburg ratio method [1]

CH4/H2 C2H2/C2H4 C2H2/CH4 C2H6/C2H2

Fault Diagnosis Oil Gas space Oil Gas space Oil Gas space Oil Gas space

Thermal Fault >0.1 >0.1 <0.75 <1.0 <0.3 <0.1 >0.4 >0.2

Partial Discharge <0.1 <0.01 NS <0.3 <0.1 >0.4 >0.2

Arcing 0.1-1.0 0.01-1.0 >0.75 >1.0 >0.3 >0.1 <0.4 <0.2

2.3.3 Duval Triangle Methods

A ternary graphic, which plots the normalized proportions of three substances in a

triangle, was introduced by Duval for DGA data visualisation. Firstly, to determine

whether a problem exists, gas thresholds in the following Table 2.10 [32] are

applied for predefine assessment. At least one of the individual gases must at the

concentration or the gas generation rate at least at G2 and G1. Then, fault will be

determined by using Duval triangle graphic.
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Table 2.10: Concentration limits of Duval ratio method [7]

Key GasConcentrationsG1 Limits (ppm per month)G2 limits (ppm per month)

H2 100 10 50

CH4 75 8 38

CO 700 70 350

C2H2 3 3 3

C2H4 75 8 38

C2H6 75 8 38

CO2 7000 70 350

Duval proposed several versions of triangle methods. The classical Duval Triangle

1 is for equipment filled with mineral oil. The Duval Triangle 2 is proposed for load

tap changers of the oil type. Triangle 3 is for non-mineral oil transformer.The main

difference is that normal operation of load tap changers may involve arcing in oil.

Duval Triangle 1

The classical Duval triangle method [4] can be applied when there is some

suspicion of faults, based on an increase in combustible gas or some other

suspicious symptom. The Triangle graphical method of representation is used

to visualize the different cases. The coordinates and limits of the discharge

and thermal fault zones of the Triangle are indicated in Figure 4.2. It shows

the classification rules and the coded list of faults are: PD = partial discharges;

D1 = discharges of low energy; D2 = discharges of high energy; T1 = thermal

faults of temperature < 300◦C; T2 = thermal faults of temperature 300◦C < T

< 700◦C; T3 = thermal faults of temperature > 700◦C. The Triangle coordinates

corresponding to DGA results in ppm can be calculated as follows: C2H2=100

x /(x+y+z); C2H4 = 100y /(x+y+z); CH4 = 100z /(x+y+z), with x = (C2H2); y =

(C2H4); z = (CH4), in ppm. All the thresholds are illustrated in the Figure 4.2.

In [4], one hundred and seventy-nine cases of faults in transformers in service as

well as 19 cases of faults simulated in the laboratory have been examined by the
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Figure 2.5: Duval triangle 1 [4]

method. From these cases, six main types of faults zone can be established (PD,

D1, D2, T1, T2, T3). Among these, faults T3 in service tend to be related to hot

spots in oil and faults [4]. PD faults are potentially harmful to the equipment, and

some of them remain undetected. The application of Duval Triangle 1 to load tap

changers has been examined, with indications on high reliable detection of hot

spots and abnormal arcing.

Duval Triangle 2 for Load Tap Changers with oil

Duval triangle 1 applies to transformers filled with mineral oils, but not directly

to load tap changers (LTCs) of the oil type, where normal operation involves

arcing in oil. Also, equipment can be filled with non-mineral oils (e.g., natural

or synthetic esters and silicones). Diagnosis for low-temperature faults may be

affected by the “stray gassing” of some types of oils. Duval proposed a new

version of the Duval Triangle for such cases [5].

The normal operation of load tap changers (LTCs) of the oil type involves
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Figure 2.6: Duval triangle 2 [5]

arcing in the oil. The Duval triangle 2 for LTCs of the oil type, taking this

into account in a more user-friendly manner than in a previous triangle method,

is presented in Figure 2.6. Zone boundaries it in the Duval triangle 2 for LTCs

of the oil type are based on the published cases of inspected cases of faults.

DGA results are obtained based on the inspected cases in Duval’s paper records.

Related fault cases, reported in [33], also fit well in it. The report of CIGRE TF

D1-01-15 [34] also provides additional cases of faulty or normally operating

LTCs, which also fitting nicely in Figure 2.6.
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Table 2.11: Identification of fault zones in Duval Triangle 2 [5]

Zone Identification

N Normal operation

T3 Severe thermal fault T3 (T>700◦C), heavy coking

X3 Severe thermal fault T2 (300<T<700◦C), coking

T2 Fault T3 or T2 in progress with light coking

D1 Abnormal arcing D1 (outside of zone N).

X1 Abnormal arcing D1 or thermal fault in progress

The identification of fault zone in Figures 2.6 is indicated in Table 2.11.

Numerical zone boundaries in Figures 2.6 are indicated in Table 2.12. The

numerical zone boundaries indicated in Table 2.11 for the N (normal operation)

zone cover all types of LTCs of the oil type and may be used by default.

However, the N zone may be smaller for some individual types or brands of

LTCs of the oil type, and its actual boundaries can be determined by using

DGA results from such individual units which have been newly installed or

where normal operation is ascertained.

Table 2.12: Numerical zone boundaries of Figure 2.6 [5]

Zone Value (in %)

N CH4=19, C2H4=23,CH4=2, C2H4=6

T3 C2H4 = 50, C2H2 = 15

X3 C2H4 = 23, C2H2 = 15

T2 C2H4 = 23, C2H2 = 15, C2H4 = 50

D1 CH4 = 19, C2H4 = 6, CH4 = 2, C2H4 = 23

X1 CH4 = 19, C2H4 = 23

Fault diagnoses should not be attempted in LTCs if concentrations of C2H2

and C2H4 are < 10 ppm, because of possible contamination and uncertainty

of laboratory results. When oil in an LTC is removed and replaced by new

oil, some of the removed (previous) oil remains on metallic parts and can
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be evaluated by extracting it with a solvent, then evaporating the solvent and

measuring the amount of extracted oil (typically 0.2% of the LTC oil volume

but this may depend on the type of LTC used). This contamination by the

previous oil may need to be subtracted from DGA results in the new oil,

depending on the respective gas concentrations in the previous and the new

oil. For example, if the concentration of a gas was 10,000 ppm in the previous

oil, contamination by this gas in the new oil will be 20 ppm and may need to

be subtracted from the concentration measured in the new oil if the latter is

relatively low (e.g., < 10 times the contamination, or 200 ppm).

Duval Triangle 3 for Non-Mineral Oils

Since early 1980s, cooper power systems has been actively involved in explor-

ing and developing ester-based dielectric fluid, and the first commercialised

ester was a synthetic ester in 1984 [35]. Synthetic ester dielectric coolants

have better cold temperature flow and improved lubricity. End-users observed

that the annual failure rate was reduced dramatically with synthetic esters.

However, synthetic ester dielectric coolants are expensive to produce. Because

of many chemical similarities between the synthetic esters and certain natural

esters. More cost-effective, ester chemistries are applied in power transformer

[36]. Experimental investigations on insulating liquids, which mainly contain

mineral, ester and silicon oils, have been done in [37], where the characteristics

such as dielectric strength, heat transfer efficiency, aging, electrostatic charging

tendency (ECT), gassing tendency, and the stray gassing issue were analysed.

The works show that break down voltage (BDV) close to that of mineral oil

while after aging, natural esters generally keep a good BDV and are even

sometimes better than mineral oils. Some natural esters have oxidation stability

as good as noninhibited mineral oil with correct increase of acidity and tan

delta. As the increasing application of non-mineral oil, new DGA interpretation

methods are needed for them. In other words, the existing methods used for

mineral oils should be adjusted for non-mineral oils [5].
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Figure 2.7: Duval triangle 3 of silicone oil [5]

Figure 2.8: Duval triangle 3 of synthetic ester [5]

31



2.3 Gas Interpretation Methods 32

Figure 2.9: Duval triangle 3 of natural esters [5]

Table 2.13: Zone boundaries (in C2H4% ) specific for non-mineral oils in the Duval
Triangle 3 for non-mineral oils [5]

Boundary zones Mineral oil Silicone Midel FR3 BioTemp

D1/D2 23 9 26 25 20

T1/T2 20 16 39 43 52

T2/T3 9 (46) (68) 63 (82)

However, very few inspected cases of faults in equipment filled with non-

mineral oils are available, because these fluids have been used only for a

small number of years and in a limited quantity of equipment. To evaluate

gas formation patterns in these fluids, therefore, one can only rely on tests

simulating faults in the laboratory, and performed in parallel on both mineral

oils and the new fluids such as, silicone oil, synthetic ester (Midel), and natural

esters/ vegetable oils (FR3 and BioTemp). The different thresholds of gas in

Figure 2.7, Figure 2.8, Figure 2.9 and Figure 2.10 are obtained by using faulty

data from the corresponding insulation materials [38] [39]. A Duval Triangle
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Figure 2.10: Duval triangle 3 of vegetable oils [5]

3 for each of the non-mineral oils is illustrated in the above figures. Zone

boundaries of the Duval Triangle 3 for non-mineral oils are the same as those

of the Duval Triangle 1 for mineral oils, but the boundaries (in C2H4%) between

zones D1/ D2, T1/ T2, and T2/ T3 are different and shown in the Table 2.13.

2.3.4 Further Issues on Dissolved Gas Analysis

Experimental results in [40] review the factors that affect the quality and reliability

of gas-in-oil analysis. Air bubbles of the oil volume could play an important role

in affecting the hydrogen concentration. Storage temperature is also a key factor,

which can lead to strong variations of gas-in-oil concentrations due to ongoing

chemical reactions, e.g. stray gassing or chemical equilibrium with aging products.

It strong recommend the storage place should be in a dark place below 20 0C without

air bubbles.

It is important to establish the following evaluation procedures using combined

DGA criteria, which are rooted on the guidelines from IEC [9], IEEE [1] and the

new modification recommended by CIGRE Task Force 15.01.01 [34].
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1. Detection and comparison:

a. Detect concentrations and gassing rates of any gases dissolved in the

oil, and compare them with ’normal’ quantities using appropriate guidelines.

Then it is certain whether an abnormality occurs in a transformer or not.

b. A recent investigation on DGA undertaken by CIGRE TF 15.01.01 has

set up a table with typical values for the key gases H2, C2H2, the sum of

the C1 and C2-hydrocarbons and the sum of CO2 and CO for generator and

transmission transformers as shown in Table 2.6 [41]. The key gases and the

gas concentration values showed in Table 2.6 can be understood as a guideline

for DGA interpretation. This is particularly valuable where no additional

information is available from historical data of a transformer. However,

generally the gassing rate of fault-generated gases is more important than

absolute levels, e.g. high levels of key gases can exist with no faults present.

c. Attention should also be paid to CO and CO2 when it is suspected

that cellulose materials are involved. The high temperature degradation of

cellulose, no matter how it is caused (e.g. hot spots or arcing), tends to

increase the relative amount of CO. However, the rates of CO2 and CO

production depend greatly upon the oxygen availability, moisture contents and

the temperature of degradation. The ratio of CO2 CO primarily indicates the

participation of cellulose insulation materials in electrical or thermal related

faults. Normally, in case of overheating of cellulose, the ratio is greater than

10 and in case of degradation of cellulose caused by an electrical fault, the

ratio is less than 3 [41].

d. Additionally, a new ratio C2H2/H2 is introduced by CIGRE TF 15.01.01 to

determine whether fault gases diffuse into a tank from a leaking OLTC or not

(if a diverter switch tank and a main tank have a common conservator, it is a

similar situation). In this case, normally the ratio is 2 and the concentration of

C2H2 is 30 ppm [41].

e. When an internal fault is suspected, the gas ratio methods and the key gas

method should be combined to identify the type of faults.

2. Assessment: Based upon the combined assessment results using various
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DGA guidelines, further inspections should be carried out to identify the type

and location of faults, such as tests of no-load characteristics of winding DC

resistance, insulation, partial discharge and humidity content measurements,

followed by the evaluation of the impact of the fault on the serviceability of the

observed transformer.

3. Action: Recommended actions should be taken, such as increasing surveil-

lance, shortening sampling intervals, reducing the load on the transformer and

finally removing the unit from service.

2.4 Summary

Literatures of DGA techniques have been reviewed. It is probably one of the most

effective methods for monitoring the condition of oil-filled electrical equipment such

as transformers. Nearly every possible fault generates one or more gases arising

from the consequential increased degradation of adjacent oil or cellulosic insulation.

DGA can be recognised as a tool to detect many faults. Furthermore, since in the

early stages of these faults as the gases dissolve in the oil, they can be detected at

some subsequent point if an oil sample is taken in time. Because fault gases can

be detected at very low levels, the DGA technique is very sensitive and eminently

suitable for detecting faults at an early stage.

Based on different interpretation methods of DGA, the correlations among gas

types, gas concentrations and fault types are summarised. Then, conventional DGA

evaluation procedures are presented and a combined DGA criterion is introduced

involving the Key gas method, the Rogers ratio method, the gassing rate. However,

at the current stage, it must be recognised that analysis of these gases and

interpretation of their significance is not a science but an art subject to variability.

Furthermore, the performance of DGA is also dependent on equipment variables.

The first one is the type, location, and temperature of the fault. The second one is

solubility and degree of saturation of various gases in power transformer oil. The

type of oil preservation system also needs to be considered. The type and rate of

oil should also apply to the calculation. Variables in the environment associated

35



2.4 Summary 36

with the sampling and measuring procedures should also take account. Due to

the variability of acceptable gas limits and the significance of various gases and

generation rates, consensus gas thresholds are hard to obtain. The principal obstacle

to the development of fault interpretation as an exact science is the lack of clear

correlation of the fault-identifying gases with faults found in actual transformers and

also new pattern recognition techniques need to be applied to solve this problem.
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Chapter 3

Study and Analysis of DGA with

Sampling Errors

DGA has been reviewed in the preceding chapter. Fault interpretation methods

are all based on the DGA gas data records without considering sampling errors.

This chapter focuses on the study and analysis of DGA with reasonable sampling

errors. The sampling errors are simulated by variation rates of selected gas. Newly

variants of DGA gas records are generated using the variation rates. Duval Triangle

method and IEC ratio method are re-examined by the classification of DGA gas

records and their variants. The classification results are discussed in detail. Three

specific zones of Duval Triangle are proposed for improving its reliability. Typical

misclassification fault cases of each zone are summarised.

3.1 Introduction

DGA has been performed mostly by periodically sampling oils from power trans-

formers and analysing the dissolved gas components in laboratories. With a large

number of the transformer population soon approaching the end of their designed

life [42], frequent inspections including DGA monitoring need to be carried out

in order to ensure the timely diagnosis of incipient faults and implement necessary

maintenance plans. At some point, laboratory DGA analysis becomes less attractive,
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concerning the economic importance and safe operations of power transformers.

As the multi-gas online monitors have become commercially available, some of

them have already been installed on old transformers to continuously monitor their

condition. The tiny deviation between the actual value and value measured by these

on-line monitors enhances the DGA reliability.

On-line monitors can achieve the continuous detection of abnormal gassing in

service in comparison to regular laboratory analysis, which can be recognised as

a relatively robust mean for an effective in prolonging the life span of a power

transformer. However, a large number of transformers are still monitored by using

laboratory analysis. For laboratory analysis, gas leakage and air ingression might

occur during sample transportation and measurement delay, which can be identified

as the main reasons for the deviations between the online and the laboratory analysis.

Even a short delay between the sampling of transformer oils and the laboratory

analysis can cause errors. Sometimes, they are large enough to affect the final DGA

detection. However, all the current interpretation methods are established based on

the data records without considering these deviations. Recently, research results [16]

illustrate that the online gas measurements agree with the laboratory analysis are

generally within a 30% deviation. Basically, gas data records of current standards

are almost obtained using the results of laboratory analysis [9]. It is worth to re-

examine current interpretation methods with a reasonable error range.

The research works are accomplished for dual purposes. The first one is to highlight

the specific zones of Duval Triangle in order to attract extra cautions of power

engineer if the data samples are detected in these zones during application. The

second one is to obtain the error redundancy of Duval Triangle and complete a

profound discussion of its thresholds. In this chapter, DGA measurement methods

are introduced at first. Then gas variation values are discussed in detail by

concerning the inaccuracy in laboratory dissolved-gas measurements [8]. All the

IEC10 simulated gas values are considered a ±5% variation, and a ±10% variation

is applied to all gas data obtained from visual inspection of faulty transformers.
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3.2 DGA Measurement Methods

Online DGA Method

The liquid was circulated in the sealed system and passed through a gas

monitor. The monitor continuously detected the type and amount of faults gases

generated every hour. After the experiment, the monitor maybe kept running

for further hours in order to let the fault gases went until it reaches equilibrium

between the headspace and liquid phases.

The monitor extracted dissolved gases through a gas-liquid membrane extrac-

tor, using a headspace equilibrium method, so that the amount of dissolved

gases in the liquid phase could be identified from the amount of gases in the gas

phase when an equilibrium state was reached. After that, concentrations of fault

gases in the gas phase were determined by a built-in gas chromatography (GC).

The gases passed through a series of GC columns, where the different gases

were separated with helium carrier gas. Concentrations of separated gases were

detected by a specialized high-sensitivity thermal conductivity detector (TCD)

that met or exceeded the sensitivity requirements. Finally, the gas concentration

in the headspace phase was calculated back to the concentration of dissolved

gas in the liquid. The influence of temperature and pressure needs to be

considered in the calculation. During the measurements, system calibration

was normally performed periodically.

Laboratory DGA Method

The liquid samples and free-state fault gases were sampled in syringes and

send to the analytical laboratory for analysis. The analysis procedure strictly

followed the IEC 60567. At first, the dissolved gases in the liquid samples

were extracted by Toepler pump with multiple cycles. Then the type and

amount of gases were determined by gas chromatography. The measurements

are generally performed at least several times for minimizing the errors.

Compared online DGA method with laboratory DGA method, online method can

be recognised as a relatively high accurate reference. Research results illustrate

that agreement between the online gas measurements and the laboratory analysis

is generally within a 30% deviation [16]. In this research, gas variation value will
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be obtained according to the repeatability and accuracy of important laboratories.

In the following section, precision values of current laboratories are discussed for

determining the gas variation percentage.

3.3 Gas Variation

Table 3.1: Repeatability of IEC/CIGRE laboratories surveys [8]

At medium gas concentrationsAt low gas concentrations

Best Lab ±1% ±7%

Average ±7% ±27%

Worst Lab ±15% ±65%

Table 3.2: Accuracy of IEC/CIGRE laboratories [8]

At medium gas concentrationsAt low gas concentrations

Best Lab ±3% ±22%

Average ±15% ±30%

Worst Lab ±65% ±64%

Twenty-five experienced laboratories from 15 different countries, representative of

current DGA practice in the worldwide, participated in the surveys of IEC and

CIGRE, where the average repeatability and average accuracy are shown in Table

3.1 and Table 3.2 [8]. Medium concentration levels indicate the values are from 10

ppm to 100 ppm, while the low concentration levels are from 1 ppm to 10 ppm. Both

excellent results and poor results were obtained with all the extraction techniques.

The DGA gas data and their faults are provided in the following Table 3.4-Table 3.11

[4] [9]. Basically, the accurate laboratories operate in general with highly skilled

personnel and follow strict procedures for calibration and quality. Most of the data

are obtained from reports of CIGRE with high accuracy measurements.
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According to Table 3.1 and Table 3.2, with less transportation and storage procedure,

all the simulated gas records of CIGRE laboratory can be viewed as a high accuracy

records. The repeatability is generally the measure of the amount scatter in the result

obtained from multiple analyses of a sample, which is quite important for defining

the accuracy. Also, many the gas records belong to range of medium concentration

levels. Hence, a 5% gas variation is used in the study. It is higher than the medium

value of the best lab but it is lower than the value of the average lab in Table 3.1.

A small variation percentage can be used to estimate the Duval triangle boundary

without many ambiguous classifications.

Some records are hard to obtained, for instance, high energy discharge will cause

serious damage to the power transformer equipment. In such condition, a large

variation to the original gas value can be caused in the collected gas records.

Thereby, 10% variation is taken as a conservative estimate sampling error rate for

these gas records by concerning the industrial process. It is higher than the medium

value of the average lab but it is lower than the value of the worst lab in Table 3.1.

3.4 Duval Triangle Test

Table 3.3: DGA data cases under 5% variation

Case CH4 C2H2 C2H4

1 +5% -5% +5%

2 +5% +5% -5%

3 -5% -5% +5%

4 -5% +5% -5%

5 +5% -5% -5%

6 -5% +5% +5%

7 -5% -5% -5%

8 +5% +5% +5%
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The Duval Triangle applies three percentage values of gas : C2H2% =100 x

/(x+y+z); C2H4% = 100y /(x+y+z); CH4% = 100z /(x+y+z), with x = (C2H2); y =

(C2H4); z = (CH4). In such case, each gas value has two variants. Each percentage

will stay the same value for case 7 and case 8 in the Table 3.3. Therefore, six

different percentage variations and the original combinations are applied in the test

using Duval triangle method. Table 3.3 shows all possible combinations of three

gas values with 5 % variations. The final classification result can be obtained by

calculating correct number among the 7 cases. If the number is greater than 4, its

final result can be recognised as a correct classified record, otherwise, it will be

viewed as a misclassified case.

Figure 3.1 shows 12 gas samples of two lab simulated faults in Table 3.4, which

contains 5 overheating faults in paper and 7 thermal faults in paper of oil. The

red dots indicate the first fault cases while the green dots represent the second

fault cases. All these dots are generally fitted in the faulty areas. The simulated

temperature range are from 140◦C to 800◦C. Due to a reasonable assumption that

the lab simulation results have high accuracy of measurement, 5% variations are

added to these simulated data for re-examination.

Table 3.4: Simulated results of overheating faults [9]
Case Paper Paper/Oil Temp. H2 CH4 C2H2 C2H4 C2H6 CO CO2 Units

1 X 800 22400 22400 1570 13440 2690 112000 56000 µl/g
2 X 500 670 224 2.00 67 45 112000 15680 µl/g
3 X 300 224 4.5 0.00 0 2 2 560 µl/g
4 X 150 900 9180 22.0 900 0 1344 8950 µl/g
5 X 100 0 224 0 45 0 0 670 µl/g
6 X 300 470 4637 0 448 1300 25312 51000 µl/l
7 X 300 65 20 0 5.0 10 %
8 X 300 53 39 0 4.5 3 %
9 X 225 219 44 0 3.0 3 3000 13000 ppm
10 X 200 37 447 0 5.5 10 %
11 X 150 34 30 0 2.5 34 %
12 X 140 14 62 0 3.0 16 68 7500 ppm
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Figure 3.1: Laboratory DGA data in Duval triangle

Figure 3.2 and Figure 3.3 show all the results of each gas sample with 5% variation

in the Duval Triangle graphic using different colors. Original data are represented

by the cross while six different variation values are around their original data. Five

overheating faults are considered at first. As it can be seen from Figure 3.2, green

dots, which represent a 800◦C fault in paper, tend to be classified in the DT zone.

The original fault should be classified into T3 zone, but it turns out at the edge of

T2 zone. Variants of other 4 fault case are in the same areas without any difficulty

for the final classification. In the figure, all the corrected classified cases are in the

right zone under the consideration of 5% variation except a misclassification sample.

Variants of these simulated cases tightly stick together, and distributed along at the

direction of C2H2 borderlines.
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Figure 3.2: Laboratory simulated faults in paper with %5 variation

Figure 3.3 illustrates 7 cases of overheating paper in oil faults. The yellow square

result, which indicates a 300◦C fault in paper of oil, shows an equal opportunity

to be classified into T1 and T2 zone. All the rest sample’s variants, which were

correctly classified zone, stay in the same area T1 with a close appearance. For the

second case, whose original value is located at the threshold line between T1 zone

and T2 zone, illustrates an equal opportunity of the variants’ appearance in T1 and

T2, which can cause problem in final classification result. Therefore, it is strongly

suggest that once a fault case is located in the threshold line, the sample needs to be

carefully considered for providing a reliable final classification result.
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Table 3.5: Hot spots in oil simulated in the laboratory [9]
Case Temp. H2 CH4 C2H2 C2H4 C2H6 CO CO2 Units

1 800 65 34 0 112 16 µl/g
2 500 0.7 1.5 0 1.8 0.3 µl/g
3 300 0 0.2 0 0.13 0.1 µl/g
4 235 48 40 0 0.50 11 %
5 225 130 140 0 120 24 2 400 ppm
6 175 86 8 0 2.50 2.5 %
7 168 6 3 0 0.70 0.8 ml
8 160 50 3 0 0.00 1 14 581 ppm
9 140 55 22 0 2.60 0.5 358 961 ppm
10 120 78 66 0 2.60 62 283 1772 ppm
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Figure 3.3: Simulated paper in oil fault with 5% variation

Figure 3.4 shows 10 fault cases of hot spot in oil in Table 3.5. Only the 7th case’s

variants, which indicate a fault that 168◦C hot spot in oil, tend to be classified into

T2 zone. All other faults keep the same classification results. As it can be seen

from above three figures. All the variation dots appear tightly around the original

simulated gas values. Also, these variations will not affect the final judgements

by using the Duval Triangle except some specific values, such as case at the edge
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of two adjacent zones or misclassification ones. Therefore, it is very important to

re-examine the gas records when the gas results are located on the threshold lines.
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Figure 3.4: Simulated oil fault with 5% variation
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Figure 3.5: Inspected fault cases below 700 degree with 10% variation

Figure 3.5 illustrated 16 fault cases of power transformer in Table 3.6, which are

obtained by visual inspections. In such cases, all the gas values are added by 10%
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Table 3.6: Fault identified as thermal faults < 700 (T1 and T2) by inspection of the
equipment [9]
Case Inspection H2 CH4 C2H2 C2H4 C2H6 CO CO2

1
High circulating currents

between conductors
with winding damage

1270 3450 8 1390 520

2 Circulating currents
in LV windings and core 3420 7870 33 6990 1500

3 Thermal runaway inside thick
insulation with puncture 360 610 9 260 259

4 Thermal runaway in
thick paper insulation 1 27 1 4 49

5
Blackened area within windings,

interturn fault,
open circuit parallel path

3675 6392 5 7691 2500 2 400

6 Vertical bar buses burnt out,
carbonization of paper strips 48 610 0 10 29

7 Carbonized windings during
heat run tests 12 18 0 4 4

8
Circulating currents

in magnetic tank
shunt during heat run tests

66 60 0 7 2 14 581

9 Overheating of core to ground
and insulation shields 1450 940 61 322 211 2420 356

10 Hot spot with carbon formation 0 18900 330 540 410 3900 710
11 Hot spot in paper 960 4000 6 1560 1290 1580050300
12 Hot spot in paper 2470061000156042100263001440030400
13 Overheating of conductor < 200 14 44 1 7 124 128 2746

14
Low temperature

overheating of clamping
beams of yokes by stray flux

2031 149 0 3 20 556 3008

15 Idem, with carbonization of beams 480 1075 0 1132 298 464 1000
16 Thermodielectric failure 40000 400 6 600 70 800 218
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variations, and then these cases are classified by Duval Triangle method. It is clear

to be seen that all the variation dots are dispersed located around the original values.

Some of them have different classification results, such as, the 5th case, the 7th case,

the 9th case and the 15th case. For the 9th case, the original gas obtained from a

power transformer with a fault of overheating insulation shields, which can generate

circulating currents in paper insulation resulting from high dielectric losses. It is

reasonable that some variants of the 9th cases locate at DT zone. But, among all the

variants of the 9th case, three variants and the original value itself are very near to

T2 zone. The 15th case is obtained from a fault of carbonization beams, which is

strongly suggested as a thermal fault over 700◦C by IEC 60599. It is also proved

by the facts that two out of three variation values appear in the T3 zone. The 2nd

case indicates a fault of circulating currents in low voltage windings and core and

two values out of three appear in the T2 zone. Based on the above analysis, a

corresponding zone is given in the following figure for improve the reliability of

Duval method. Addition cautions should be considered when the gas samples is

in the zone. The zone is defined by the red dash lines, where the %C2H4=60 and

%CH4=4.
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Figure 3.6: Inspected fault cases below 700 degree with threshold variation
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Table 3.7: Fault identified as thermal faults > 700 (T3) by inspection of the
equipment [9]
Case Inspection H2 CH4 C2H2 C2H4 C2H6 CO CO2

1 Hot spot at connection 8800 64064 0 9565072128 290 90300

2 Circulating currents between
yoke clamps and connecting bolts 6709 10500 750 17700 1400 290 1500

3 Pyrolitic carbon growth
between selector contacts 1100 1600 26 2010 221 0 1430

4 Steel lamination eroded 290 966 57 1810 299 72 756

5 Circulating currents
in clamping bolt 2500 10500 6 13500 4790 530 2310

6 Contacts of selector switch burnt 1860 4980 160010700 0 158 1300

7 Lengthy overheating of
tap changer contacts 860 1670 40 2050 30 10 690

8 Defects on contacts
of tap changer selector 150 22 11 60 9 0 0

9 High contact resistance
of winding terminal 400 940 24 820 210 390 1700

10 Ground wiring burnt and ruptured
by circulating current 6 2990 67 2607629990 6 26

11 Burnt copper contacts
in change over selector 100 2990 67 2607629990 6 26

12 Bad contact in windings 290 1260 8 820 231 228 826

13 Bad contact in
defective weld in windings 1550 2740 184 5450 816 1140 9360

14 Hot spots in laminations 3910 4290 1230 6040 626 180011500

15 Hot spot in laminations
(molten steel) 1270523498518834257 6047 4004 853

16 Hot spot on bushing 1 8 6 100 8 300 5130
17 High temperature in laminations 300 700 36 1700 280 760 925
18 Burnt lamination during heat run test 107 143 2 222 34 193 1330
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The following Figure 3.7 shows 18 fault cases of thermal faults over 700◦C in

the Table 3.7. The 14th case and the 15th case have variants out of T3 zone.

Four variations of 2nd case, which are represented by green dots, are located in

T2 and only two variations are classified into T3 in DT zone. According to IEC

60599, the 2nd case, which obtained from a power transformer with a fault of

circulating currents between yoke clamps and connecting bolts, strongly suggested

to be classified into thermal fault between 300◦C and 700◦C. It also proved by the

facts that most of its variants are located in T2 zone. As it can be seen from the

figure, when the fault cases appear in the area near to the edge of DT, such as the

14th case and the 15the case, their variants are highly sparse distributed. Compared

with these cases, the fault cases, which contains a small C2H2 value, tend to be

tightness distributed.
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Figure 3.7: Inspected fault cases above 700 degree with variation of 10 percent

A corresponding zone is presented in the following figure for improving the

reliability of detection of high thermal faults. A zone is highlighted when these

variation values are considered. The zones indicates by the red dash lines are:

%C2H4=40 and %CH4=4. The 6th case, which represent a fault of contacts of

selector switch burnt, appears at the edge of the give zone. All the variants of the

2nd case are included by the zone.

50



3.4 Duval Triangle Test 51

% C2H4

0

10

20

30

40

50

60

70

80

90

100

% CH4

0

10

20

30

40

50

60

70

80

90

100

% C2H2

0102030405060708090100

Border Line

>700 1: with 10% variations

>700 2: with 10% variations

>700 3: with 10% variations

>700 4: with 10% variations

>700 5: with 10% variations

>700 6: with 10% variations

>700 7: with 10% variations

>700 8: with 10% variations

>700 9: with 10% variations

>700 10: with 10% variations

>700 11: with 10% variations 

>700 12: with 10% variations

>700 13: with 10% variations

>700 14: with 10% variations

>700 15: with 10% variations

>700 16: with 10% variations

>700 17: with 10% variations

>700 18: with 10% variations

> 700: Original Inspected

Border line with variations

T1

T2

T3

DT

D1

D2

Figure 3.8: Inspected fault cases above 700 degree with threshold variation

Based on the analysis of above two inspected fault cases, a zone, which is defined

by the red dash lines, indicates that the gas records have high possibilities of

misclassification. In other words, gas records, whose %C2H4 values are from 40%

to 60% and their values of %C2H4 are smaller than 4%, can represent a fault either

above 700 ◦C or below 700 ◦C. Therefore, fault detection of gas records in this area

need to be considered carefully.
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Figure 3.9: Thermal fault with threshold variation
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Table 3.8: Electrical low energy discharge simulated in the laboratory [9]
Case Description H2 CH4 C2H2 C2H4 C2H6 CO CO2

1 30 pC in moist paper 2240 157 45 45 90 45 67
2 Pds in badly impregnated paper 73 8 12 2 4 0 0
3 Needle-to-plane Pds > 100 pC 5000 4000 8000 2000 2000 0 0
4 Needle-to-plane Pds > 1000 pC 24.3 15.7 29.8 11.2 6.4 0 0
5 5,000 pC in paper/oil wedge 2240 360 828 169 25 45 2240
6 10,000 pC in oil 4480 560 896 403 380 67 403
7 500,000 pC in paper/oil wedge 200 230 480 170 2 6 160
8 Arcing in oil 60 5 29 6 1 0 0
9 Point-to-plane discharge in oil 890 110 700 84 3 0 430

10 Needle-to-sphere discharge in oil 41 112 4536 254 0 0 98
11 Rod-to-rod discharge 16000 4000 16000 8500 500 0 0
12 Needle-to-plane lightning impulse 210 22 7 6 6 19 74
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Figure 3.10: Electrical low energy discharge simulated in the laboratory with 5
percent variation

Figure 3.10 illustrates 12 cases in Table 3.8, which represent the simulation results

of the laboratory. As it can be seen from the figure, the 4th case, the 5th case,

the 6th case and the 7th case, which indicate discharge faults of needle-to-plane >

1000 pC, 5000 pC in oil wedge, 10000 pC in oil and 500000 pC in oil wedge,

have values of variation in high energy discharge zone. Those apparent charge
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values are from the lab for faults of continuous sparking and discharge of low

energy. The real charge and the apparent charge are related through a proportionality

factor that normally is well below 1, which implies that the real charge energy can

be severely underestimated, and depends in part on the geometry of the defect,

furthermore, attenuation phenomena can reduce apparent charge readings by factors

that are related to apparatus geometry, materials and the location of the discharge

site [43] [44]. These three cases can be recognised as very high discharge level.

This is probability one of the reasons why their variation values are classified into

high energy discharge area. The 7th case has a really high apparent charge value of

500000 pC. The 4th case, the 6th case and the 7th case have a really large values

of apparent charge. Below a threshold near 100 pC the discharges were almost

harmless to the insulation in wedge type discharges and it was found that millions of

pulses up to 100 pC did no damage at all, while just a few large pulses in the range

500-1000 pC easily punctured the pressboard cover, leading to breakdown within

approximately 30 seconds [45]. The 1st case and the 3rd case, which indicate 30Pc

in moist paper and needle-to-plane Pds > 100Pc, are belong to the condition. They

are located at center of D1 zone.
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Table 3.9: Fault identified as discharges of low energy ( D1 ) by inspection of the
equipment [9]
Case Inspection H2 CH4 C2H2 C2H4C2H6 CO CO2

1 Loosening of potential ring on bushing,
with marks of sparking and tracking 78 20 28 13 11 784

2 Sparking between HV
braided connection and isolated copper tube 305 100 541 161 33 440 3700

3 Selector breaking current in selector tank 35 6 482 26 3 200 2240

4 Continuous sparking between
metal cups and earthed bolts in winding 543 120 1880 411 41 76 2800

5 Tracking to HV bushing 1230 163 692 233 27 130 115
6 Tracking in bushing 645 86 317 110 13 74 114

7 Tracking to the ground
in glue of central beam 60 10 4 4 4 780 7600

8 Sparking on tank walls to the bushing 95 10 39 11 0 122 467
9 500 OLTC normal operations 6870 1028 5500 900 79 29 388

10 3600 OLTC normal operations 100925399375656500 530 42 413
11 Poor shielding contact 650 81 270 51 170 380 2000

12 Traces of discharges in
paper of cone junction of HV cable 210 22 7 6 6 19 74

13 Sparking from bushing to tank 385 60 159 53 8 465 1250
14 Sparking from bushing to tank 4230 690 1180 196 5 438 791
15 Tracking in paper 7600 1230 1560 836 318 49704080
16 Low energy arcing on bushing 595 80 244 89 9 524 2100
17 Low energy in core 120 25 40 8 1 500 1600
18 Contamination from OLTC 8 0 101 43 0 192 4067
19 Tracking in insulation 6545 2313 6432 2159 121 3628 255
20 Tracking from windings to beam 1790 580 619 336 321 956 4250
21 Sparking / Tracking in insulation 1330 10 182 66 20 231 1820
22 Sparking from core to ground 4 1 52 7 2 93 519
23 Contamination from OLTC 1900 285 7730 957 31 681 732
24 Defective OLTC operation 57 24 30 27 2 540 2518
25 Low energy arcing in bushing 57 24 30 27 2 540 2518

26 Low energy discharge in oil,
signs of tracking along inner porcelain 1000 500 500 400 1 200 1000
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Figure 3.11: Fault identified as discharges of low energy by inspection of the
equipment with 10 percent variation

The Figure 3.11 shows the 26 cases of low energy discharge faults by inspection with

10 percent variation in Table 3.9. For those cases are classified into zones, which

are not belong to D1 zone, 6 different color around dots are used. The original cases

are displayed with crossing. Most of the tracking faults, the 2nd case, the 5th case,

the 6th case, the 7th case, the 15th case, the 16th case, the 20th case and the 21th

case, are very near to the edge of D2. The bushing related fault is one of the leading

causes of catastrophic failures in power transformers. Those tracking are generated

by active corona. Once corona becomes active it leaves behind a conductive tracking

path on surfaces and also creates a very conductive cloud of air around itself. A

flashover can occur once a tracking pathway is completed from phase to phase or

phase to ground. Therefore, those faults energy are quite high. Three bushing related

faults, the 5th case, the 6th case and the 16th case, which indicate tracking to HV

bushing, tracking in bushing, low energy arcing on bushing, all the related variations

are classified into D2 zone. Four fault cases, the 18th case, the 22th case, the 25th

case and the 26th case, are classified into D2 areas. The 22th case, 25th case and
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the 26th case represent fault of sparking from core to ground, low energy arcing in

bushing and low energy discharge in oil, signs of tracking along inner porcelain. For

the last two cases, they are classified into the D2 areas with variation values equally

distributed around them.

According to the above analysis, a possible threshold is also provided in the

following figure, where the start point of the dash line is %C2H4=27.77, %CH4=59,

%C2H2=13.23, and the end point is %C2H4=27.77, %CH4=0,%C2H2=67. Only

three cases, the 18th case, the 25th case, and the 26th case, are not in the zone. These

three cases are indicate the fault of contamination from OLTC, low energy arcing

in bushing and energy discharge in oil with signs of tracking along inner porcelain.

Among all the faulty cases of sparking, only the 22nd case, which indicates the

sparking from core to ground, locates in the D2 zone. The 8th case, the 13th case,

the 14th case and the 19th case are all located in D1 zone. The 21st case and the 22nd

case, which indicate sparking in insulation and sparking from core to ground, are in

the D2 zone. Most of sparking faulty cases are rightly classified in the D1 zone. The

25th case and the 26th case are arcing related faults, which are low energy arcing

and low energy discharge in oil with tracking in the porcelain.
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Figure 3.12: Fault identified as discharges of low energy by inspection of the
equipment with threshold variation

Figure 3.13 shows 48 inspected cases of high energy discharge fault in Table 3.10

and Table 3.11. All the cross points indicate the original value of faulty gas data.

All the gas records with variations of crossing borderlines are represented by six

color points. As it can be seen from the figure, 13 cases with their variants are

located in areas, where do not belong to D2 zone. The fault typically involves a short

circuit from one, or more, of the bus bar connections to a ground or between phases

of the power source through the surrounding medium, such as air or an insulating

fluid. Normally, the surrounding medium becomes ionized and an electric discharge

travels along the path of least resistance. Transformers may be affected by arcs that

propagate through the fluid. The formation of air bubbles that get larger with time

as more arcs occur in oil-filled transformer. Finally, catastrophic failure takes place,

typically from over-pressurization causing a rupture of the transformer casing, and

the fluid being discharged [46]. The transformer fluid may ignite as either a pool or

spray fire. This issue has been explored to a much larger extent than other types of

high energy discharge events, and the resulting fire is conceptually easier to quantify
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Table 3.10: Fault identified as discharges of high energy ( D2 ) by inspection of the
equipment [9]

Case Inspection H2 CH4C2H2C2H4C2H6 CO CO2

1 Flahover from LV to ground 440 89 757 304 19 229 1190
2 Arc in selector switch 210 43 187 102 12 167 1070
3 Short circuit in distribution windings 2850 11153675 1987 138 2330 4330
4 Short circuit from LV to ground 7020 18504410 2960 0 2140 1000
5 Short circuit from LV to connector 545 130 239 153 16 660 2260
6 Arcing from windings to porcelain 7150 14401760 1210 97 608 2260
7 Tertiary windings damaged by arcing 620 325 244 181 38 1480 2530
8 Arcing in wet cellulose 120 31 94 66 0 48 271
9 Short circuit in windings 755 229 460 404 32 845 5580

10 Arcing from windings to ground 5100 14301010 1140 0 117 197
11 Short circuit in windings 1350061104040 4510 212 8690 1460
12 Bushing swollen, tank opened 1570 11101830 1780 175 135 602
13 Arcing to magnetic circuit (ground) 3090 50202540 3800 323 270 400
14 Short circuit between conductors 1820 405 634 365 35 1010 8610
15 Arcing inside windings 535 160 680 305 16 172 338

16 Flash-over between dislocated
connection and HV bushing turre 13 3 6 3 1 4 51

17 Flash-over with burnt insulation 137 67 104 53 7 196 1678
18 Arcing on selector switch ring 1084 188 769 166 8 38 199

19 Arcing between connections to
tap changer, burnt areas on windings 34 21 56 49 4 95 315

20 Arcing in static shield connections 7940 20005390 3120 355 1130 285

21 Very short HV high energy discharge,
followed by tracking 150 130 30 55 9 120 200

22 Arcing from bushing to tank 8200 37905830 4620 250 31 85
23 Arcing in windings 260 215 277 334 35 130 416
24 Arcing in windings 75 15 26 14 7 105 322
25 Arcing in windings 530 345 250 266 85 390020000
26 Arcing in oil 60 5 21 21 2 188 2510
27 Arcing in windings 90 28 32 31 8 138011700
28 Arcing in windings 220 77 240 170 22 180013800
29 Arcing in windings 5900 15002300 1200 68 750 335
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Table 3.11: Fault identified as discharges of high energy ( D2 ) by inspection of the
equipment [9]
Case Inspection H2 CH4 C2H2 C2H4 C2H6 CO CO2

30 Arcing in windings 420 250 800 530 41 300 751
31 Arcing from bushing to tank 2800 2800 3600 3500 234 92 718
32 Arcing in bushing 99 170 190 200 20 140 1160
33 Arcing in oil duct 310 230 760 610 54 150 631
34 Arcing in oil duct 800 160 600 260 23 490 690
35 Arcing from bushing to tank 1500 395 323 395 28 365 576
36 Arcing from windings to core 20000130005700029000 1850 26002430
37 Arcing in windings (molten metal) 305 85 130 197 25 813 8380
38 Arcing in windings 1900 530 434 383 35 18907570
39 Arcing in windings 110 62 250 140 90 680 6470
40 Arcing in oil (turret) 3700 1690 3270 2810 128 22 86
41 Arcing in oil (turret) 2270 660 763 712 54 522 1490
42 Arcing from bushing to tank 245 120 167 131 18 829 4250
43 Arcing from HV to tank 1170 255 325 312 18 5 1800
44 Arcing from bushing to tank 4419 3564 2025 2861 668 909 9082
45 Arcing in bushing 810 580 490 570 111 11006800
46 Arcing in bushing insulation 5000 1200 1100 1000 83 140 265
47 Arcing in OLTC and windings 10000 6730 10400 7330 345 19803830
48 Arcing in oil from copper bus to tank 1570 735 1740 1330 87 711 4240
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because the knowledge base on oil pool and spray fires is relatively robust [47].

Among the fault cases, the variation values of the 21st case are classified into D1

and DT zone. It represents a fault of very short high energy discharge, followed by

tracking. The fault only generates a tracking without burns. Two variants are located

in DT zone while one is classified into D1. It has a similar pattern with above the 7th

case. Only one variant of the 18th case is in the D1 zone. The 18th case represents

arcing on selector switch ring of a load tap changer.

A variation thresholds are provided in the following figure, where the start point of

the dash line is %C2H4=19.73, %CH4=68.66, %C2H2=13.23, and the end point is

%C2H4=19.73, %CH4=0, %C2H2=80.17. Based on the above analysis, a suspected

area is given in the following Figure 3.15. Typical inspected faults in this areas, are

bushing related low energy discharge faults, tracking related low energy discharge

faults as well as bushing arcing. Variation threshold will not be provided for the

DT zone due to the facts high energy discharge always generates large heat. Some

of faults will cause flash-over and burn insulation. Those dots, which are classified

into D2 zone with clear variations, always have very serious damage to the power

transformer such as, molten metal, flash-over of whole insulation material.
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Figure 3.13: Fault identified as discharges of high energy by inspection of the
equipment with 10 percent variation
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Figure 3.14: Fault identified as discharges of high energy by inspection of the
equipment with threshold variation

Figure 3.15: Discharges of energy equipment with threshold variation

Figure 3.16 shows 5 cases of PDs simulated in the laboratory. Almost all the

variations are basically around the original values. Only the 5th case, which

represents a fault of 30 pC in moist paper, is classified into the areas of the partial

61



3.4 Duval Triangle Test 62

discharge zone. A variations lines is shown in the Figure 3.17. It includes all the

values and the variations in the PD zone. The new zone is defined as %CH4>= 96,

while the original value of CH4 is 96%.
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Figure 3.16: Partial discharge simulated in the laboratory with 5 percent variation
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Figure 3.17: Partial discharge fault by inspection of the equipment with 10 percent
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Based on the Figure 3.9, Figure 3.15, and Figure 3.17, several important zones are

62



3.4 Duval Triangle Test 63

summarised by the following Figure 3.18. In these zones, a high possibility of

misclassification can be existed especially with a low precision of DGA gas data.

All these areas are obtained from the IEC10 cases. Z1 indicates a zone of energy

discharge, whose %C2H4 value is from 19% to 30%. Most the inspected values that

represent low energy discharge in the area are faults of busing related arcing and

faults of all tracking. Most of these two fault cases have variation values in the zone,

where the %C2H4 is between 23% and 30%. For the inspected cases of high energy

discharge fault, such as arcing in LV windings and flash-over fault, have variations

in the zone between 19% and 23%. The Z2 indicates a suspected zone between T2

and T3. Among all overheating cases, whose thermal values are greater than 700
◦C, faults of bolt have tenancy to be classified into T2 zone, and the value of %C2H4

can reach to 40%. The fault cases, which are lower than 700 ◦C, achieve the value

60%, such as carbonization of beams, therm-dielectric failure and carbonization of

paper strips. As some cases of the partial discharge fault are located in the areas out

of the original zone. One case with its variations are located in the PD zone between

96% and 98%. The variation value can be classified into this area. Under the same

energy of partial discharge, different gases can be generated, for example, 30 pC in

moist paper will have a lower CH4 percentage compared with dry ones.
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Table 3.12: Classification result of each fault

Fault Number of casesCorrect casesCorrect percentage

Thermal < 700 ◦C 16 13 81.25%

Thermal > 700 ◦C 18 16 81.88%

Partial discharge 14 13 92.85%

Low energy discharge 38 32 84.21%

High energy discharge 48 47 97.91%

By calculating the number of misclassified cases in each classification, Table 3.12 is

obtained and it can be seen that if the original data is correctly classified, its 5% or

10% variants normally can be correctly classified. Some of the gas records caused

by typical faults need to be considered very carefully due to the fact that they are in

the area close to the threshold of a zone.

3.5 IEC Ratio Test

The method original from the IEC ratio method, except that the ration C2H6/CH4

was dropped since it only indicated a limited temperature range of decomposition

as shown in the Table 2.7. All the tests are carried out by considering their variation

values same as they are in Duval triangle test.

First of all, ±%5 variation is calculated and these values are added to the simulated

lab values and ±%10 variation is computed with the inspected values. The IEC

Ratio method applies the following three ratios: C2H2

C2H4
, CH4

H2
and C2H4

C2H6
, we have

calculated all the combinations of these three ratios for each gas record, for example,

these three ratio values can be calculated when C2H2 increases %10 and the other

gases decrease %10 for a given gas data record. All the possible combinations of

three gas ratios P is equal to [(C1
2C

1
2 -1)(C1

2C
1
2 -1)-2][C1

2C
1
2 -1], where C1

2 = 2!
1!(2−1)!

and P = 21. There are 21 combinations of the three gas ratios when the variations

of each gas are applied.

The procedure is first to calculate the 21 variants of a given gas record and then
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the all these variants and itself will be classified by using IEC ratio test. The final

result is obtained by counting the number of each result. For example, if there are 11

codes of ‘1 0 2’ for a testing case, which is greater than the numbers of other codes,

then the final fault will be discharge of low energy according to Table 2.7. However,

unknown cases can appear in the combinations of a given gas records. For instance,

the gas record will be recognise as an unknown case when there are 11 codes of ‘1

2 1’, which does not exist in the Table 2.7.

Table 3.13: Classification result of each type of fault

Fault Number of casesCorrect casesUnknown casesPercentage

Thermal < 700 ◦C 16 7 5 43.75%

Thermal > 700 ◦C 18 11 3 61.11%

Partial discharge 14 3 4 21.43%

Low energy discharge 38 16 7 42.11%

High energy discharge 48 41 3 85.42%

The final classification results are shown in the Table 3.13. It can be seen that many

gad records are classified as a unknown condition due to the lack of codes of Table

3.13. Compared with results of from Duval Triangle, the classification accuracy

of each condition is lower under the same variations. One reason is that codes are

not enough for representing the original faults while the other one is that variations

of those values that locate in the threshold edge can be generate many unknown

combination codes. It can lead to a misclassification of final result. For those cases

in thermal fault < 700 ◦C, typical combinations, such as ‘1 2 0’, ‘0 1 2’, ‘1 2 1’ and

‘0 0 2’ are classified into unknown cases. Cases with these code are the 4th case,

the 8th case, the 10 case, the 13th case and the 16th case by Duval Triangle method,

which represent the fault of thermal runaway in thick paper insulation, circulating

currents in magnetic tank shunt during heat run tests, hot spot with carbon formation,

overheating of conductor and thermal dielectric failure. Compared with IEC ratio

method, the first three cases are correctly classified except the 16th case. It located

in the zone of temperature> 700 ◦C. However, the 5th case and the 16th case, which
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indicate fault of blackened area within windings, interturn fault, open circuit parallel

path and thermal dielectric failure, are misclassified into the zone of temperature >

700 ◦C by both methods.

For cases in thermal fault > 700 ◦C, three cases, the 6th case, the 14th case and

the 15th case, are classified as unknown faults. All their codes are ‘1 2 2’, while

the code for the fault is ‘0 2 2’ of IEC Ratio method. These three cases represent

fault of contacts of selector switch burnt, hot spots in laminations and hot spot in

laminations with molten steel. These three cases are correctly classified by using

Duval methods, but the variations of last two values are located in the DT zone.

Four cases have unknown codes in partial discharge fault. These four unknown

codes are corona in ASTM D2300, corona in gas bubbles, X-wax deposits and

partial discharges, which are represented by codes of ‘2 0 0’, ‘0 0 2’, ‘1 0 0’ and

‘1 0 0’. The original codes of partial discharge is ‘* 1 0’, where ‘*’ indicates that

it can be any code. All these unknown cases are correctly classified by using Duval

Triangle method.

For the 12 simulated cases of low energy discharge, four cases are unknown by using

the IEC ratio method. The 2nd case, the 8th case, the 9th and the 11th case indicate

the simulated fault of Pds in badly impregnated paper, arcing in oil, point-to-plane

discharge in oil and rod-to-rod discharge. All these fault are classified right except

the 2nd case, which is located in high energy discharge zone.

In the 26 fault identified as discharges of low energy by inspection of the equipment,

three cases, the 8th case, the 15th case and the 19th case, are unknown. They are

obtained from faults of sparking on tank walls to the bushing, tracking in paper and

tracking in insulation. Their codes are ‘2 0 0’, ‘1 1 2’ and ‘1 1 2’. The original codes

are ‘1-2 0 1-2’.

For the 48 fault cases identified as discharge of high energy by inspection of the

equipment, six cases, the 2nd case, the 3rd case, the 6th case and the 7th case, the

12th case and the 13th case, are classified as unknown cases. Their codes are ‘2 0

0’, ‘0 0 2’, ‘2 2 2’, ‘2 2 2’, ‘1 0 0’ and ‘1 0 0’, but the code of high energy discharge

is ‘1 0 2’. These six cases are obtained from faults of arc in selector switch, short

circuit in distribution windings, arcing from windings to porcelain, tertiary windings
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damaged by arcing, bushing swollen, tank opened and arcing to the magnetic circuit.

All these cases except the 7th case are correctly classified by using Duval Triangle.

3.6 Summary

In this chapter, 134 fault cases, including lab simulated cases and fault cases

identified by inspection of the equipment, are applied as testing dataset. The

repeatability and average accuracy of twenty-five experienced laboratories from 15

different countries has been reviewed for determining the variation value. According

to CIGRE default accuracy of medium-range concentrations and low-range gas

concentrations, ±5% variation values are calculated and all these values are added

to the lab simulated gas cases. Meanwhile, ±10% variation values are computed

and all these values are added to those fault cases identified by inspection of the

equipment.

Two important DGA methods, Duval triangle and IEC ratio method, are applied

as classification methods. All the fault diagnostic results are obtained by using

the variations. The corresponded final decisions are achieved by calculating the

corrected classifications of gas records with variations. By carefully discussing

the results, three zones are concluded in the original Duval triangle graphic for

improving the reliability during application. The first one indicates a zone that a

high possibility of misclassification of discharge faults. Bushing arcing faults and

all tracking faults are highly tended to be classified as high energy discharge. Arcing

in low voltage windings and flash-over fault appear in the zones as a low energy

discharge. The second zone represents a zone that a high possible misclassification

of overheating faults. In this zone, the gas records can be misclassified as a fault

either greater than 700 ◦C or smaller than 700 ◦C. The threshold value of C2H4%

in the third zone decreases from 98% to 96%. All the 21 possible cases of IEC

gas ratio have been calculated for a given gas record. The final result of IEC ratio

method is obtained by calculating the correct classification numbers among these

21 cases. The classification result indicates that many unknown cases, which cannot

be determined by using IEC ratio method, are generated when the variations are
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considered in the fault detection. Error redundancy of IEC ratio method is lower

than Duval Triangle due to the lack of codes.
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Chapter 4

Approaches to Incipient Fault

Detection for Oil-Immersed Power

Transformer using Support Vector

Classifiers

Incipient fault detection methods using a novel hybrid classifier are developed for

dissolved gas analysis of oil-immersed power transformers. Four New fault features

are derived by analyzing various industry standards of dissolved gas analysis.

Two effective data pre-processing methods are employed for improving diagnosis

accuracies. Bootstrap is first utilized to equalize sample numbers of different fault

types, and then the logarithmic transformation is applied to generate additional

classification features. In experiments, a least-square support vector machine,

support vector machine, and support vector data description are developed as fault

classifiers, and the optimal parameters of the three classifiers are obtained using

particle swarm optimization. A comprehensive comparison is made regarding the

performance of the three support vector machine based classifiers for the first time in

the area of dissolved gas analysis. Moreover, classification boundaries are illustrated

to provide an in-depth understanding upon the performance of each classifier with

clear visualization figures. The results indicate that least-square support vector
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machine can significantly improve the diagnosis accuracy of dissolved gas analysis

along with the proposed pre-processing methods.

4.1 Introduction

Trend analysis of In this chapter, the research will focus on dealing with the

nonlinear DGA data using the support vector classifiers. As knew in preceding

chapter, oil-immersed power transformer is a vital apparatus in a power system

and its reliability is very important to system operations. Although the aging

failure probability of the transformer is reduced by adopting distributed electrical

generation units, it could be still suffer from thermal stresses and chemical stresses

as mentioned before. More specifically, thermal stresses significantly affect the

properties of transformer oil by the formation of acidic products, which can lead

to the degradation of insulation [48]. Despite their significant contributions in

assuring transformer normal operations, there are still some drawbacks in the current

practice, e.g. “lack code” [49], rigorous borderline and hidden relationships as

mentioned in the preceding chapter.

As the development of computational aided techniques, support vector based

classifiers are good tools to solve nonlinear classification, which can be applied to

solve this problem. Support vector machine (SVM) and its variants have attracted

great attention in the past decade. SVM consists of three main advantages, i.e. small

training data samples, short training time and unique solution from convex quadratic

programming. SVM has been used for fault classification in a two-terminal overhead

transmission line using limited feature data extracted by wavelet [50]. In addition,

other variants of SVM, e.g. support vector data description (SVDD) [51] and

least-square support vector machine (LS-SVM), have emerged to tackle different

classification problems. In our previous work, comparison between LS-SVM and

ANN indicates that LS-SVM with a radial basis function (RBF) has excellent

classification accuracy as well as lower computational cost [20]. The preliminary

results motivated this research on support vector based classifiers for DGA in this

chapter.
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Two main factors should be concerned when a support vector based classifier is

applied. The first one is the statistical characteristic of input data vectors. However,

the number of data used for training and validation may be unequal regarding

different fault types of dissolved gas data. In most cases, it is due to the lack of data

related to different fault conditions. In addition, collected gas data possess essential

diversity even related to the same condition faults because of a large variety of types

of transformers investigated. These data often cause low diagnosis accuracy. The

other significant factor is the preset values of parameters for the above classifiers.

Mismatched combinations of them may lead to low classification accuracy. Particle

swarm optimisation (PSO) was adopted in [52] for LS-SVM classifier.

In section 4.2, the logarithmic transformation of conventional gas ratios is intro-

duced as additional features. More specifically, a 10 base logarithmic transformation

is applied to select ratios of combustible gases against the total gas volume as

well as the total gas volume itself. Meanwhile, lack of faculty class samples is

overcome by bootstrap pre-processing [53]. Furthermore, SVM, LS-SVM and

SVDD are discussed in section 4.3. PSO is used for searching the optimised

combination of parameters for the RBF kernel function and penalty in the proposed

classifiers. In section 4.5, classification accuracies as well as a confusion matrix,

which are obtained from classifiers with optimized parameters, are illustrated.

Comparisons between classification results of conventional gas ratios and results

using the proposed additional feature ratios are illustrated. It is a clear indication that

PSO-LSSVM has the highest classification accuracy using additional feature ratios.

In order to submit an in-depth understanding of the classification principles, the

corresponding decision boundaries of the three classifiers are drawn in 3D figures

for clear presentation.

4.2 Pre-process DGA Data

4.2.1 Logarithmic Transform of DGA Concentrations

The majority of transformers present low dissolved gas concentrations of a few ppm,

while faulty transformers may produce thousands or tens of thousands of ppm.
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Therefore, dissolved gas records demonstrate typically in highly skewed distribu-

tions. Some values of a fat-tail distribution can cause numerical impreciseness,

classification overflow and visualisation difficulty. This fat-tail distribution is, at the

same time, difficult to visualize, and the extreme values can be a source of numerical

imprecisions and overflows in a statistical learning algorithm [54]. Considering

these facts, a natural way of DGA data preprocessing can be achieved by using

the logarithmic transformation. Due to the lack of CO data, in this research, the

new total gas volume (TGV) of inflammable carbon-hydron containing gases, which

consists of [H2 + CH4 + C2H2 + C2H4 + C2H6], is employed. In addition, inspired

by Duval Triangle method, the three most sensitive gases percentage of C2H6, C2H4

and C2H2 are chosen as additional features. Based on these two main points, the

additional features are then obtained by taking a normal log10 for the selected

inflammable gas ratio against TGV and TGV itself. For example, an additional

feature can be derived as log(
C2H4
TGV )

10 = logC2H4
10 −logTGV

10 .

4.2.2 Basic Theory of Bootstrap

Bootstrap is a resampling technique, which draws a large number of samples

from initial data repeatedly [55]. The aim is to achieve reliable standard errors,

confidence intervals as well as other measures of uncertainty in the case that the

initial sample number is insufficient for accurate analysis when applying other

statistical techniques [56]. Consider X = {x1, x2, · · · , xn} to be a set of N

samples with unspecified distribution F , where X are independent and identically

distributed random variables. Suppose ϑ is one of the possible characteristic

of F , for instance mean or variance. In order to acquire k sets of samples

Xm = {xm1, · · · , xmn}, (m = 1, · · · , k), an estimator ϑ′ of ϑ is calculated by

bootstrap to resample the initial set Xm. Each generated samples xmn has a

probability 1
n

of being equally picked up for resampling. Consequently, for each

generated set of samples Xm it is possible to calculate an estimator ϑ∧
m with the

purpose to analyse its probability distribution function F (ϑ∧) and a confidence

interval for the estimator [56]. In this chapter, collected DGA data is resampled

by bootstrap to equalise the sample number for each fault type.
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4.3 Support Vector Based Classification Methods

Three support vector based classifiers are discussed in this section. SVM represents

a linear quadratic programming extension to nonlinear models, which is developed

by Vapnik based on the statistical learning theory and Vapnik-Chervonenkis (VC)

dimension theory [57]. LS-SVM [58] is proposed by Suyken as reformulations

to standard SVM, which simplifies the model of standard SVM to a great extent

by applying linear least squares criteria to the loss function. The simplicity and

inherited advantages of SVM are its excellent generalization ability and a unique

solution, which promote widespread applications of LS-SVM. Unlike SVM or LS-

SVM, SVDD concerns the characterization of the target data set. The validation

data is spherically shaped by a boundary to distinguish between the target data and

outliers [59]. It is often applied to classification problems where the target class is

sampled very well, while the outliers is severely undersampled. All the mentioned

classifiers are applied with the RBF kernel function [58] in this chapter.

4.3.1 Support Vector Machine

In case of SVMs, a high dimensional hyperplane is generated by training vectors

and it can separate validation data. An ideal linear classification with two input

features in a high dimensional space is displayed in Figure 4.1. Two parallel

hyperplanes are represented by dashed lines at the joint edges of both class data

and no training data fall between them. These points which lie on the hyperplane

are known as support vectors. A unique optimal separating hyperplane represented

by the solid line is obtained through maximizing the distance between the two

parallel hyperplanes. The general methodology is to start formulating a problem

in the primal weight space as a constrained optimization problem, next formulate

the Lagrangian, finally solve the problem under optimality conditions in the dual

space of Lagrange multipliers. Considering a simple binary classification problem

with a training set {(xk, yk)}nk=1, where yk is the label of the input data class xk. In

the bi-classification case, yk ∈ {−1, 1} and xk ∈ Rd, where d is the dimension of
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Figure 4.1: Maximum-margin hyperplane for an SVM with samples from two
classes

input vectors. The SVM approach aims to search a classifier in the form of [60]:

y (x) = sign

[
n∑

k=1

αkykK (xk, x) + b

]
(4.3.1)

where αk is positive real constant of Lagrange multiplier, which is the solution of

the dual problem for the following quadratic programming problem. Kernel function

K(xk, x) = φ(xk)
Tφ (x), and φ (·) represents the nonlinear mapping function from

the original space to a high dimensional space.

The two parallel hyperplanes in Figure 4.1 can be described by the following two

equations: {
wTφ(xk) + b ≥ +1, if yk = +1

wTφ(xk) + b ≤ −1, if yk = −1
(4.3.2)

where w is the normal vector and b is the constant of hyperplane. The margin

distance equals 2
∥w∥ , which means the minima distance from the hyperplane to

support vectors is 1
∥w∥ . In other words, maximizing the margin is archived by

minimizing ∥w∥, which can be represented by the following quadratic programming
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(QP) problem:

min
w,b,ξ

JP (w, ξ) =
1
2
wTw + C

n∑
k=1

ξk

subject to : yk
[
wTφ (xk) + b

]
≥ 1− ξk, ξk ≥ 0,

k = 1, · · · , n

(4.3.3)

where C is called the penalty parameter of error term and ξk is the slack variable,

which is used for “soft” classification. There are other typical Kernel functions

for mapping, which are proposed as following: RBF : K(xk, x) = exp(−||xk −
x||2/ς2); polynomial kernel: K (xk, x) =

(
xk

Tx+ l
)p. Here ς , l, and p are kernel

parameters, which should be given before calculation. It is important to note that

the Mercer condition holds for all ς values in the RBF kernel case and positive r

values in the polynomial case. For multi-class classification in this chapter, it is

necessary to effectively extend the binary classification model. Currently, two types

of approaches to multi-class SVM are used. One is by constructing and combining

several binary classifiers while the other is by directly considering all data in one

optimization formulation. The former one has been applied in this chapter, i.e. the

directed acyclic graph support vector machines (DAGSVM) [61] method.

4.3.2 Least-Square Support Vector Machine

An advantage of SVM is that nonlinear classification and regression problems can

be solved by means of convex quadratic programming. Meanwhile, sparseness

problems may occur in a QP problem. Modification of SVM should achieve

simplification of its formulation without losing its advantage. The standard SVM

formulation is modified at two main points for this aim. Firstly, rather than

inequality, LS-SVM takes equality constraints where the value 1 at the right hand

side is preferred as a target value. Secondly, error slack variables are added

since misclassification must be tolerated in the case of overlapping distributions.

Furthermore, a squared loss function is adopted for this error variable, in which the

problem is greatly simplified with these modifications [58].

min
w,b,e

JP (w, e) =
1
2
wTw + C 1

2

n∑
k=1

e2k

such that : yk
[
wTφ (xk) + b

]
= 1− ek, k = 1, · · · , n.

(4.3.4)
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where C is called the penalty parameter of error term and the Lagrangian for the

above problem is

L (w, b, e, α)=JP(w, e)−
n∑

k=1

αk

{
yk

[
wTφ (xk) + b

]
−1+ek

}
, (4.3.5)

where Lagrange multiplier αk equals to Cek, which can be positive or negative

according to equality constraints. Defining MT =
[
φ(x1)

Ty1; · · · ;φ(xn)Tyn
]
, y =

[y1; · · · ; yn], 1v = [1; · · · ; 1], e = [e1; · · · ; en], α = [α1; · · · ;αn] , and eliminating

w and e, the following linear Karush-Kuhn-Tucker (KKT) system is obtained [62]. 0 yT

y S + I/C

[
b

α

]
=

[
0

1v

]
, (4.3.6)

where I is an identity matrix, S = MTM and the kernel function can be applied

within the S matrix

Skl = ykylφ(xk)
Tφ (xl)

= ykylK (xk, xl) , k, l = 1, · · · , n. (4.3.7)

The classifier in the dual space of Lagrange is:

y (x) = sign

[
n∑

k=1

αkykK (xk, x) + b

]
, (4.3.8)

which is similar to a standard SVM case. However, the final solution can be well

expressed as unknown error variables ek by eliminating ak. Meanwhile, LS-SVM

has the following three properties. The choice of kernel function must be positive

definite and the Mercer condition should be satisfied. The correspondent KKT

system in a dual problem which has a unique solution if the matrix has a full rank.

4.3.3 Support Vector Domain Description

The basic idea of SVDD is to find a spherically shaped boundary around a training

dataset, which can enclose as many target samples as possible during validation.

This sphere is characterised by its center and radius. To fit the hypersphere to the

data, minimization of its volume is achieved by minimising its square radius r2 [59].
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More specifically, a data set {x1, · · · , xn} can be described by a hypersphere with

center o and radius r. To allow the outliers in a data set, distance from xk to centre

o should not be strictly smaller than r, but larger distances should be penalized.

Analogous to a support vector classifier, a slack variables ξ and an extra parameter

C are used for the trade-off between the volume of hypersphere and errors.

min
r,ξ

JP (r, ξ) = r2 + 1
nC

n∑
k=1

ξk

subject to :
∥∥xk − 1

nC

∥∥2 ≤ r2 + ξk, ξk ≥ 0.
(4.3.9)

When xk is within a sphere or on the boundary, the corresponding ξk is equal to 0.

On the other hand, xk is out of sphere with ξk > 0. The duel problem in Lagrange

multipliers is represented as: The distance from a test sample z to the center of the

sphere has to be calculated first. If this distance is smaller than or equal to the radius,

the test object is accepted. The inner product (xk · xl) can be replaced by a kernel

function K(xk, xl) = (φ(xk) · φ(xl)) for nonlinear classification.

4.4 Particle Swarm Optimisation

Undesirable combinations of predetermined parameters for the proposed classifiers

may lead to low classification accuracy. A variety of methods can be used to

search the best combination. GA is a typical evolutionary algorithm, which is

widely applied for optimisation problems. However, GA cannot assure constant

convergence times. Compared with conventional gradient methods, the GA average

convergence time is larger. This weakness limits the GA in some real-time

applications. Unlike GA, PSO optimises an object function without complicated

evolutionary operation, which leads to short convergence time. PSO is originally

attributed to Dr Kennedy and Dr Eberhart [63]. It was intended for simulating the

migration and aggregation of bird flock when they seek for food [64]. Supposing a

swarm of size S, each particle can be characterized by position P d
k (t) and velocity

V d
k (t) (k = 1, · · · , S) in d-dimensional search space, t represents the time step. By

iteratively improving a solution space with regard to a given fitness function, each

particle keeps track of its coordinates in the hyperspace which is associated with
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Table 4.1: 90% Typical normal values (ppm) for power transformers without a
communicating OLTC [9]

Year Company H2 CH4 C2H2 C2H4 C2H6 CO CO2

76 LCIE 134 134 0 45 157 1008 10528
80 Alsthom 100 200 20 200 200 1000 10000
81 EDF 0 225 3 110 225 785 4500
82 Asinel 105 125 10 166 71 2000 18000
85 Chili 100 50 15 50 65 500 5000
88 Asinel 100 70 10 170 70 1000 10000
92 Vattenfall 200 50 3 200 50 1000 20000
93 Haeffely 125 100 20 150 100 500 6000
93 Asinel 100 70 10 170 70 1000 10000
95 Enel 95 280 10 150 250 700 8000
96 Labelec 60 40 3 60 50 540 5100
96 Laborelec (tight OLTC) 84 79 56 166 52 673 8068
88 Asinel 50 10 5 10 10 1000 10000
93 Labelec 6 11 1 3 7 250 800
93 Milan Vidmar 150 120 1 40 130 1100 4000
96 ABB (CT, rubber seal) 20 30 2 4 25 330 900
96 ABB (CT, metal seal) 300 30 2 4 25 330 900

the best solution it has achieved so far. This value is called pbestd(t). Meanwhile,

another best value called gbestd(t) is also tracked, which is obtained thus far by

any particle in the population. At each time step, PSO changes its velocity towards

its final pbest and gbest. Acceleration is weighted by a random term with separate

random numbers being generated. After finding these two best values at each time,

a particle updates its velocity and positions according to the following equations for

the next step.

V d
k (t+ 1) = V d

k (t) + c1 · rand ·
(
pbestd(t)− P d

k (t)
)

+ c2 · rand ·
(
gbestd(t)− P d

k (t)
)

P d
k (t+ 1) = P d

k (t) + V d
k (t+ 1)

(4.4.1)

rand indicates a random number, which is generated between 0 and 1. c1 and c2 are

learning factors.
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Table 4.2: 90% Typical normal values (ppm) for power transformers with a
communicating OLTC [9]

Year Company H2 CH4 C2H2 C2H4 C2H6 CO CO2

76 LCIE 235 180 336 145 270 672 4256
88 Asinel 250 150 150 250 150 1000 10000
92 Vattenfall 200 50 30 200 50 1000 20000
93 Enel 200 100 50 100 100 500 10000
93 Asinel 250 190 180 250 180 1000 10000
96 Labelec 75 35 80 110 50 400 5300
96 Laborelec 151 131 266 250 73 848 11818
92 LCIE 134 224 154 224 550 672 3584
93 LCIE / EDF 0 150 150 200 550 800 5000

Table 4.3: Influence of various parameters on 90% typical (normal) values in power
transformers [9]

Parameter H2 C2H2 C2H4 C2H6

Transformer sub-type
Sealed 100 35 50

Breathing, transmission 150 10 280
Breathing, generation 100 50 200

Fault type
Discharges 85 70 35 8

Thermal 175 3 375 100
Age, in years

<2 60 5 5 2
2- 5 100 100 60 15

10 - 20 200 80 80 20
> 20 400 150 100 30
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4.5 Results and Discussion

Table 4.1 and Table 4.2 illustrate 26 gas records of 90% typical normal values (ppm)

for power transformers with and without a communicating OLTC. Details, including

years and company, are also provided for fault detection. Other 69 overheating

samples, low energy discharge (18 samples) and high energy discharge (54 samples)

are obtained from IEC10 [4] [9]. In addition to the ages of the transformer, the

sampling location and technique, type of dielectric coolant, test method, and data

analysis method are important to keep in mind when considering an analysis. For

example, the presence of even a trace amount of acetylene could be a problem

for bolted cover designs, but it would not be cause for concern in welded cover

transformer designs. It is also quite important to look at the trend of the dissolved

gas content of samples taken from one transformer over a period time. This will

make it more apparent which variables are affecting the DGA levels and help prevent

a misdiagnosis. In this research, 167 sets of original gas data, which include H2,

CH4, C2H6, C2H4 and C2H2, are taken directly from IEC 10 [9] [4]. The DGA data

have been evaluated using various engineering diagnostic tools by industry experts

and the corresponding diagnoses related to four fault classes have been provided,

i.e., normal unit (26 samples), overheating (69 samples), low energy discharge

(18 samples) and high energy discharge (54 samples). They were acquired during

decades from a large number of power transformers. The five commonly used gas

ratios X , which are listed in equation (4.5.1), are the same as they are used in [53].

The three most sensitive gases and total gas volume are chosen to derive additional

features Xadd, which are defined in equation (4.5.2).

X =

[
C2H2

C2H4

,
CH4

H2

,
C2H4

C2H6

,
C2H2

H2

,
C2H6

C2H2

]
(4.5.1)

Xadd =

[
log

(
C2H6
TGV

)

10 , log
(
C2H4
TGV

)

10 , log
(
C2H2
TGV

)

10 , log
(TGV)
10

]
(4.5.2)

The Duval Triangle method can be applied only if there is some suspicion of a

fault, based on an increase in combustible gas or some other suspicious symptom.

Because of the relative inaccuracy of gas-in-oil concentration measurements at low

concentrations, DGA diagnostic methods, including the Duval Triangle, cannot be
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applied unless the gas concentrations are well above the detection limit.

Figure 4.2 shows the classification results and the coded list of faults are: PD

= partial discharges; D1 = discharges of low energy; D2 = discharges of high

energy; T1 = thermal faults of temperature < 300◦C; T2 = thermal faults of

temperature 300◦C < T < 700◦C; T3 = thermal faults of temperature > 700◦C.

Without considering the normal data, the final classification result of Duval Triangle

is 80.14% (113/141).
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Figure 4.2: Classification result using Duval triangle

4.5.1 Sample Number Equalisation for Different Fault Classes

Using Bootstrap

In general, it is natural to obtained more accurate classification with DGA data

using data set with equal number of samples regarding to different classes. In

order to approximately equalise the samples number for each fault class, the

bootstrapping has to be undertaken with the variable number of sets k for each

class data depending on the initial number of the each class samples. Let ni to

be numbers of initial samples for corresponding ith fault classes in an initial dataset.

i is from 1 to 4. Suppose Ntr and Nts to be the desired equalised numbers of
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Table 4.4: Length of 95% confidence intervals of gas ratio data

Class
C2H2/C2H4 CH4/H2 C2H4/C2H6 C2H2/H2 C2H6/C2H2

µ σ µ σ µ σ µ σ µ σ
NUa 0.32 0.38 35.12 7.22 2.71 2.51 0.5 0.67 26856 5640
OHb 0.28 0.89 13.37 60.417 7.65 8.54 0.95 3.47 83660 328000
LEDc 0.70 1.04 0.72 0.86 2.87 5.63 0.48 1.28 13000 20500
HEDd 5.40 10.48 0.53 0.96 14.98 37.28 2.85 14.85 0.25 0.53

a Normal Unit b Overheating c Low Energy Discharge d High Energy Discharge

samples for each class of newly generated training and testing datasets respectively.

The sample number are firstly divided into two independently fractions cni and (1-

c)ni correspondingly, where c is a fraction parameter, which equals to 0.8 in this

research. The boostrapping is performed with the following function numbers of

sets: ktr ∼= Ntr

cni
and kts ∼= Nts

(1−c)ni
. The number of sets k has to be an integer

value for data bootstrapping, only integer values closest to actual ratios in these two

equations will be accepted. So, the actual numbers Ntr and Nts will not be perfectly

equal to the desired values but close to them respectively. A standard MATLAB

“crossvalind” function is applied to randomly divide the each initial dataset into

five data partitions. Four of them will be combined to constitute the initial training

data and the remaining partition is used as initial testing partition. As a result,

approximately 80 % of the initially available gas data have been used to create a

training dataset. The remaining part will be 20% of the initially data. As mentioned

above, the initial numbers of units are 26, 69, 18 and 54. In this research, Ntr is

199 and Nts is 30. After calculation, numbers of training and testing for normal

unit are 230 and 20 respectively. By using the boostraping for each dataset, the

final training dataset for each case are 230, 240, 224, 220, which represent normal

units, overheating, low energy discharge and high energy discharge. And, the

correspondent dataset numbers of testing are 20, 36, 28 and 80.

A publicly available bootstrap toolbox is used in this chapter. In Table 4.4, the

95% confidence interval lengths of mean µ and standard deviation σ values for

each diagnosis class are presented after bootstrapping. It shows that there is a

large distribution both in the mean and standard deviation values for all input vector

elements within each fault type data. For example, µ is from 0.28 to 83660 while σ
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Table 4.5: PSO-SVM without additional features ξ = 0.5171 and C = 13.5626

Class NU OH LED HED Accuracy Overall Accuracy
NUa 9 11 0 0 45.00%

OHb 0 36 0 0 100.00% 71.95%
LEDc 0 0 28 0 100.00%

HEDd 6 9 20 45 56.25%

Table 4.6: PSO-LSSVM without additional feature ξ = 2.5728 and C = 4.2486

Class NU OH LED HED Accuracy Overall Accuracy
NU 20 0 0 0 100.00%
OH 0 36 0 0 100.00% 49.39%
LED 28 0 0 0 0.00%
HED 33 16 6 25 31.25%

is from 0.38 to 328000. Even for the same gas ratio, the distribution of different fault

type is large. For instance, µ is from 0.25 to 26856 in C2H6/C2H2. Thus, it indicates

the gas data are sufficiently complicate to carry out experiment using bootstrap.

4.5.2 Classification Results

ξ and C among Table. 4.5 to 4.10 are obtained through PSO training. All swarm

particles start at random positions for each dimension. The velocity of each particle

is randomised to a small value to provide initial random impetus to the swarm

particles. The swarm size is 30 particles as well as 50 maximum iterations. The

values of c1 and c2 are both given as 2.0. The initialisation particle space for

searching is located between 0 and 100. PSO is applied for searching the best

combinations of ξ andC with different classifiers. The confusion matrix is a specific

table layout that allows visualisation of the performance for different classification

algorithms. All matrixes for the classifiers are also illustrated in Tables 4.5 to

Table 4.7: PSO-SVDD without additional feature ξ = 0.6139 and C = 0.2839

Class NU OH LED HED Outlier Accuracy Overall Accuracy
NU 0 0 20 0 0 0.00%
OH 14 15 1 6 0 41.67% 56.71%
LED 0 0 28 0 0 100%
HED 30 0 0 50 0 62.50%
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Table 4.8: PSO-SVM with additional features ξ = 0.0452 and C = 71.7022

Class NU OH LED HED Accuracy Overall Accuracy
NU 9 11 0 0 45.00%
OH 1 29 0 6 80.56% 68.90%
LED 28 0 0 0 0.00%
HED 0 0 5 75 93.75%

Table 4.9: PSO-LSSVM with additional features ξ = 2.3820 and C = 7.7891

Class NU OH LED HED Accuracy Overall Accuracy
NU 20 0 0 0 100%
OH 0 29 1 6 80.56% 90.85%
LED 0 0 28 0 100%
HED 0 4 4 72 90%

4.10. Each column of the matrix represents the instances in a predicted class, while

each row represents the instances in an actual class. The overall accuracy in each

matrix is obtained by dividing the sum of the matrix diagonal values of overall data

numbers, e.g. the overall accuracy is 71.95% (118/164) in Table 4.5. And the

classification for each class is also given, for instance, the classification accuracy of

NU is 100%(20/20) in Table 4.5. In the classification situation without additional

features, PSO-SVM shows the highest accuracy of 71.95% while the PSO-LSSVM

demonstrates the lowest accuracy is 49.39%. When the input vectors comprise

the additional features, the accuracy of PSO-LSSVM rises to the highest accuracy

90.85% in Table 4.9 while it decreases to 53.05% in PSO-SVDD as shown in Table

4.10. Compared with the classification accuracy of 49.39% without using additional

features, the PSO-LSSVM has the highest accuracy of 90.85%. Compared with the

all results, the PSO-LSSVM classification accuracy 90.85%, which are obtained by

using the five ratios features together with the logarithmic transformation additional

features, is the highest value. A comparison between Table 4.5 and Table 4.8 shows

that the penalty parameter C is increased after PSO learning. The reason of this

change is that a “soft” margin SVM with a big C is comparable to a “hard” margin

SVM with small C in high-dimensional data classification. Furthermore, the LED

classification accuracy decreases to 0 as shown in Table 4.8 when the input vectors

contain the additional features, which also reduce the overall accuracy. Compared
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Table 4.10: PSO-SVDD with additional features ξ = 0.4562 and C = 0.1918

Class NU OH LED HED Outlier Accuracy Overall Accuracy
NU 9 0 0 11 0 45.00%
OH 15 0 21 0 0 0.00% 53.05%
LED 0 0 28 0 0 100%
HED 0 0 30 50 0 62.50%

with the results of Table 4.6 and Table 4.10, PSO-LSSVM has a great improvement

in both HED and LED classification accuracies, which leads to a significant rise

of the overall accuracy. Even though results in Table 4.7 and Table 4.10 present

low alteration in overall accuracies, the classification confusion matrix of SVDD

manifests significant variation even with the same optimized parameters during

calculation. Meanwhile, it has an outlier feature in the confusion matrix under the

multi-classification situation, which is due to the spherically shaped boundary. As

SVDD is developed based on target classes well sampled and outlier undersampled,

it is not appropriate for separating data after bootstrap. All these reasons lead to low

overall accuracy for SVDD.

The four selected additional gas concentrations are quite sensitive to different types

of faults. More specifically, low intensity discharges are always accompanied by

small quantities of CH4 and acetylene C2H2. But the concentrations of C2H2 and

C2H4 rise significantly as the intensity of the discharge increases. Moreover, when

the intensity of electrical discharge reaches arcing, it produces overheating and the

quantity of C2H2 becomes the dominant gas. In other words, HED data have similar

fault features with LED data and OH data. The main reason is that the HED data

are sometimes diagnosed as LED and OH fault.

4.5.3 Classification Decision Boundary

The following figures are drawn for displaying the classification boundaries with

reasonable approximation. SVM support vectors are obtained from both negative

and positive classes after training. The bend curve is calculated by applying

polynomial regression surface fitting with these selected support vectors. Although

all the input data are support vectors for LS-SVM, those located at a range from

85



4.5 Results and Discussion 86

e+0.5 to e−0.5, which dominate the hyperplane, are used for polynomial regression

surface curve fitting. The curve of SVDD is obtained by fitting the smallest

ellipsoid function, which contains as many chosen support vectors as possible.

Though this ellipsoid function is not from SVDD, the fitting surface is provided

according to the same rules for visualisation. In order to present clear visualisation

for these multi-classification problems, which consist of many bi-classifiers at

different classification levels, different decision boundaries are obtained by these

bi-classifiers. Certain decision boundaries are illustrated in this paper. More

specifically, each classification method is given two decision boundaries. The first

one is classification boundary between normal unit and faulty (FT) conditions, while

the second one is classification boundary between normal unit and overheating

(OH).

Figure 4.3: SVM classification using conventional features

As shown in Figure. 4.3 , the data are intensively distributed in the coordinate

space and the approximate fitting curve surface cannot separate the data very

effectively. Most of the data appear closely at the right-bottom corner, which also

leads to a corresponding low classification accuracy 45.00%. For rescaled data

classification, the corresponding decision boundaries are illustrated in Figure. 4.4 to

Figure. 4.9. All the data are homogeneously dispersed in space after the logarithm
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Figure 4.4: SVM classification using additional features

Figure 4.5: SVM classification using additional features
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Figure 4.6: LS-SVM classification using additional features

Figure 4.7: LS-SVM classification using additional features
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Figure 4.8: SVDD classification using additional features

Figure 4.9: SVDD classification using additional features
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transformation and the decision boundaries divide the data very well. The decision

boundaries of LS-SVM in Figure. 4.6 and Figure. 4.7 present its strong capability

in classification data, which leads to a high overall accuracy. However, Figure. 4.8

and Figure. 4.9 indicate that as the data become distributed the boundary curve of

SVDD includes more outlier data, which illustrates SVDD is not suitable for highly

distributed data classification.

4.6 Conclusions

In this chapter, three support vector based classifiers are developed to improve the

classification accuracy. Two methods are applied for DGA data preprocessing. One

is the resample tool bootstrap for overcoming the shortage of faulty data numbers

while the other one is the logarithmic transformation of DGA concentrations, which

rescale the gas ratio to generate additional features. PSO presents strong capability

of searching the optimised combination of preset parameters for classifiers within a

short convergence time. After final results of comparisons, PSO-LSSVM presents

a significantly high classification accuracy among all the discussed methods,

while fluctuation accuracy of PSO-SVDD indicates that it is not appropriate for

multi-classification after the bootstrap processing. Comparisons of the decision

boundaries with data in 3D figures indicate that additional features can enhance

LS-SVM classification performance.
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Chapter 5

A Dissolved Gas Analysis Method

Based on New Feature Prioritisation

and Different Classifiers

This chapter presents a novel approach to DGA feature prioritisation and classi-

fication, which considers not only the relations between a fault type and specific

gas ratios but also their statistical characteristics based on data derived from

onsite inspections. Firstly, new gas features are acquired based on the analysis

of current international gas interpretation standards. Combined with conventional

gas ratios, all features are then prioritised by using the Kolmogorov-Smirnov (K-

S) test. The rankings are obtained by using their values of maximum statistical

distance. The first three features in ranking are employed as input vectors

to a multi-layer support vector machine (SVM), whose tuning parameters are

acquired by particle swarm optimisation (PSO). In the experiment, a bootstrap

technique is implemented to approximately equalise sample numbers of different

fault cases. A common 10-fold cross validation technique is employed for

performance assessment. Typical artificial intelligence classifiers with gas features

extracted from genetic programming (GP) are evaluated for comparison purposes.

The comparison of classification results indicates that the proposed method has

superiority over other artificial intelligence classifiers with GP features.
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5.1 Introduction

In general, feature extraction and preprocessing of DGA data are the two key

procedures for achieving high fault diagnosis accuracy. In the precede chapter ,

three ratio additional features, which are %C2H4, %C2H6 and %C2H2, are applied

with support vector based classifiers in all situation. They are equal to C2H4/TGV,

C2H6/TGV and C2H2/TGV, where TGV is the sum of H2, CH4, C2H2, C2H4 and

C2H6. However, some of them may be redundant and comparison of the results

obtained from other artificial intelligence classifiers is also needed to be provided.

In previous research, a combined artificial neural network (ANN) and expert system

tool is developed for transformer fault diagnosis using dissolved gas analysis [21].

A classification accuracy around 90% was achieved by using an essentially complex

ANN structure. The diagnostic accuracy from 87% to 91% was obtained with regard

to different ratio criteria. But it takes over 50000 iterations for reaching a preset

mean error in ANN training [65]. Furthermore, different combined techniques were

extensively applied to improve DGA classification accuracies. A hybrid multi-

level decision model, which combined SVM with K-nearest neighbour (KNN),

was proposed in [66]. With PSO optimised tunning parameters, SVM has also

been applied to forecast the trend of dissolved gases [67]. A combination of

fuzzy logic and ANN was presented in [68] , and around 80% out of 212 gas

samples were classified correctly. Recently, the presence of furanic derivatives

was estimate by using artificial neural network (ANN) and ultra-violet-visible light

absorbance property [69]. In addition, evolutionary programming has been applied

to fault-section estimation in power systems [70]. Genetic programming (GP) were

implemented to preprocess DGA data before applying different classifiers in [71].

Feature can be generated by analysising the characteristic of gas generation

procedure. More specifically, new gas features need to be selected for particular

classification situation, which can lead to a high overall classification accuracy.

These features can be obtained based on the in-depth analysis of well-known DGA

interpretation standards, which has been reveilles in chapter 1. Meanwhile, a

fault feature prioritisation technique needs to be developed to verify selected new

features. A statistical analysis of the corresponding data can be employed for this
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purpose. The K-S test is a non-parametric method to measure the goodness of fit.

In a two-sample K-S test, the basic procedure involves computing the empirical

cumulative distribution function (ECDF) of given datasets, and comparing with each

other. It has been applied to fast spectrum sensing [72] [73] and feature selection in

emotional speech recognition [74]. In this chapter, it has been applied as a tool of

new feature prioritisation.

In this chapter, new DGA features are first derived for discriminating different faults

using the analysis of well-known fault interpretation standards. The maximum

distance values of all the data in the feature set are calculated using the K-S test

for feature prioritisation. The first three highly ranked features are applied as input

vectors for fault classification. The bootstrap technique is also utilised to approxi-

mately overcome the lack of fault class samples as the precede chapter. Based on

the analysis of the previous chapter, a basic multi-layer network SVM is applied

as a classifier, whose tuning parameters are obtained by PSO. For comparison,

KNN, ANN and SVM is applied with GP selection features. In the experiments,

a 10-fold cross-validation procedure is applied in classification. Finally, a detailed

comparison between the classification accuracy using the proposed method and that

using KNN, ANN with GP selected features is presented.

5.2 New Feature Extraction and Data Preprocessing

As we discussed in the precede chapter 1, the two main reasons causing transformer

faults are overheating and electrical stresses. For thermal faults, the relations be-

tween gas concentration abnormality and fault types are discussed in the Halstead’s

thermal equilibrium theory. The decomposition of mineral oil from 150 ◦C to 500
◦C produces relatively large quantities of low molecular weight gases (H2 and CH4)

and small trace quantities of higher molecular weight gases such as C2H4. The

concentration of H2 exceeds that of CH4 when the temperature in oil increased. It

also produces significant quantities of C2H4 and C4H6. At the upper end of the

thermal fault range, increasing quantities of H2 and C2H4 and traces of C2H2 may

be produced. Compared with the thermal decomposition of oil, the decomposition
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of cellulose releases large quantities of carbon monoxide (CO) and carbon dioxide

(CO2).

In the situation under electrical stresses, low energy discharge faults, such as partial

discharges and very low intermittent arcing, generate mainly H2 and trace quantities

of C2H2. The C2H2 and C2H4 concentrations rise significantly when the intensity

of discharge increases. As the intensity of electrical discharge reaches arcing, the

quantity of C2H2 becomes predominant.

5.2.1 New Features Between Normal and Fault Cases

Regardless of variation of each gas during a fault, the total amount of combustible

gases (TCG) increases under any fault conditions. Hence, an important feature,

which can be used for separating the abnormal data from DGA data, is the total

volume of combustible gases. In the Doernenburg method, if one of the four gas

concentrations (H2, CH4, C2H2 and C2H4) exceeds twice the value of its threshold

and one of the other two gases (C2H6 and CO) surpasses the preset limits, the unit

is then considered as a faulty unit. Two values are adopted for identifying abnormal

cases in this chapter. One is the total concentration of the four gases against its total

threshold value 542 ppm (200 ppm + 240 ppm + 2 ppm +100 ppm) , which has been

given in [1], for example, 200 ppm is the threshold of H2. The other one is the C2H6

concentration over the threshold value 65 ppm.

Table 5.1: Rogers ratio for key gases

C2H2/C2H4 CH4/H2 C2H4/C2H6 Fault diagnosis

< 0.1 >0.1 to < 1.0 < 1.0 Unit normal

< 0.1 < 0.1 < 1.0 Low energy discharge

0.1 to 3.0 0.1 to 1.0 >3.0 High energy discharge

< 0.1 0.1 to 1.0 1.0 to 3.0 Low temperature thermal

< 0.1 >1.0 1.0 to 3.0 Thermal < 700 ◦C

< 0.1 >1.0 >3.0 Thermal > 700 ◦C
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5.2.2 New Features Between Thermal and Discharge Cases

A new gas feature is obtained through the analysis of the Rogers ratio method, which

can be applied for the classification between discharge and thermal faults. Referring

to Table 5.1, the range values of C2H2/C2H4 are the same in low energy partial

discharge and thermal faults, which are both smaller than 0.1. In comparison, it falls

into the range between 0.1 and 3 for high energy partial discharge faults. Although

C2H2/C2H4 has overlap range values between discharge faults and thermal faults,

it denotes a relatively clear separation line between the two fault types, while there

is no such distinct separation line for CH4/H2 and C2H4/C2H6. The threshold for

C2H2/C2H4 is set to 0.1 in [75], which gain an accuracy of 96% in the classification

between overheating faults and discharging faults. However, the overall accuracy of

classification using C2H2/C2H4 is relatively low, especially in classification between

faulty cases and normal cases. CH4/H2 falls into the 0.1-1 range in both low

temperature thermal faults and high energy discharge faults, but it has a different

value range in other faults. Compared with the previous two ratios, C2H4/C2H6

overlaps in high energy discharge faults and thermal faults over 700◦ C, whose value

for both cases are over 3.0. Hence, (C2H2/C2H4)/0.1 is selected as a new feature in

this study.

Additional features are obtained by analysis of the Duval Triangle. The Duval’s

triangle form for DGA is represented in Figure. 5.1 [4], and the area is separated

by decision edges, which are mainly defined by %C2H2, %CH4 and %C2H4. The

codes in the form are: PD = partial discharge, D1 = low energy discharge, D2 =

high energy discharge, T1 = thermal faults of temperature < 150 ◦C, T2 = thermal

faults of temperature 300 ◦C < T < 700 ◦C, T3 = thermal faults of temperature >

700 ◦C. There is a Discharge-Thermal (DT) zone covering both thermal faults and

discharge faults. The two threshold values of %C2H2 are 29% and 13%, which are

used for separating the discharge fault area against the DT zone. In this study, a

threshold value 21% of C2H2, which has an equal gap between 29% and 13%, is

applied for the classification between overheating faults and discharge faults, which

is calculated by (13% + 29%)/2 as a trade-off value. The percentage value of C2H2

above this value is viewed as thermal faults. On the contrary, values lower than this

95



5.2 New Feature Extraction and Data Preprocessing 96

20

40

60

80

%
C
H
4

20406080

40

60

80

20

%C2H2

%
C
2
H
4

98

2
3

4
0

5
0

2
9 1
5

1
3

4

D2D1

DT
T3

T2

T1

PD

Figure 5.1: Triangle graphical form

percentage is regarded as discharge faults.

5.2.3 New Feature Between Low and High Energy Discharge

Cases

Unlike the precede chapter, a base 2 logarithm transformation is applied due to a

relative large curvature value. As shown in Figure.5.2, a clear and unique decision

edge between low energy discharge and high energy discharge is defined by %C2H4

as 23% . As a result, (%C2H4/0.23) is selected as a feature for the classification

between low energy discharge faults and high energy discharge faults.

5.2.4 DGA Data Preprocessing

In this study, the logarithm transformations with base 2 are adopted for three newly

derived features: (C2H2/C2H4) /0.1, %C2H2/0.21 and %C2H4/0.23. Because the

percentage values fall into a very narrow range between 0 and 1, a pre-process

procedure is required to enlarge the distance of the centralised data. For instance,
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the value of %C2H2/0.21 is between 0 and 1 if %C2H2 is lower than the threshold

0.21%, otherwise it is over 1. A logarithm function can map a data value to a

negative value when its original value is between 0 and 1. But the value of logarithm

transformation is a positive value if the original value is over 1. As a result, the

logarithm transformation can be employed for enlarging the distance of the newly

selected feature data. As shown in Figure. 5.2 (b), all the values of %C2H2 are

originally located in between 0 and 1, but the distance between the values of the two

fault categories is enlarged after logarithm transformation in Figure. 5.2 (a).

Bootstrap was a computer intensive resampling technique, which can draw a large

number of resamples from initial data repeatedly [76]. This is designed to obtain

reliable standard errors, confidence intervals, and other measures of uncertainty in

cases when the initial sample number is not sufficient for accurate analysis by other

statistical techniques. Because resampling is conducted in a random order, bootstrap

assumes no particular distribution of processed data, which gives more applicability

with respect to other classical statistical methods. This technique, which illustrates

a well capability in improving the diagnostic accuracy of power transformer fault

classification with highly versatile or noise corrupted DGA data [71], is applied for
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equalise the sample numbers of different fault class.

In summary, the ratios of TCG/542 and C2H6/65 are selected for the classification

between normal and fault cases. In the classification between overheating and

discharge faults, log2((
C2H2

C2H4
)/0.1) and log2(%C2H2/0.21) are proposed. The final

selected feature for classification between high energy discharge and low energy

discharge faults is log2(%C2H4/0.23).

5.3 Computational method for feature selection

5.3.1 Kolmogorov-Smirnov Test

The K-S test is a nonparametric test, which attempts to determine if two datasets

differ significantly. Compared with other statistical methods, its main advantage is

the independence from a particular statistical model, whose test performance is well

only if the data adopts certain statistic distribution [77] [78]. For instance, the feature

selection based on the Pearson correlation coefficient method is only effective when

a linear relationship exists between two datasets. Otherwise, its accuracy drops. It is

often difficult to obtain a correct statistical model of the given data especially based

on DGA data. If the underlying statistical characterisation of the data is unknown,

the K-S test can be used as a method for feature extraction. It has been used in

different applications such as the differences in location, dispersion or changes,

occurred between two samples from images [79]. There are two main types of K-S

tests, i.e. one-sample K-S test and two-sample K-S test. In the one-sample K-S test,

the probability distribution of a sample is compared with a reference probability

distribution, while in two-sample K-S test the probability distributions of the two

samples are compared with each other. Suppose that the first sample of X1, ...,

Xm has a distribution with a cumulative distribution function (CDF) F (x) and the

sample of Y1, ..., Yn has a distribution with CDF G(x). If F (x) and G(x) are the

corresponding empirical CDF, the maximum difference between samples is defined

by Dmn as follows:

Dmn =

√
mn

m+ n
max |Fm (x)− Gn(x)| ,−∞ < x <∞, (5.3.1)
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where m and n are the numbers of two class samples. An example of CDF for the

C2H2 percentage in normal cases is given in Figure. 5.3 (a). The maximum distance

d of C2H2 percentage CDF between normal cases and overheating cases is shown in

Figure. 5.3 (b). The maximum difference Dmn between them is equal to
√

mn
m+n

d,

where m and n are the number of samples of normal cases and overheating cases.

In this research, the K-S statistical test is applied to all available features at different

classification layers independently. For example, in the classification between

normal cases and fault cases, all the maximum distances of selected features are

calculated firstly. By ranking their maximum difference D values from big to small,

the corresponding ranking orders of all features are obtained subsequently in this

level. Then, the first three most important features are adopted for classification.

Similar procedures are applied to the other two classification conditions.
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Figure 5.3: (a) CDF of %C2H2 in the normal case. (b) The K-S test of %C2H2

between normal and overheating.

5.3.2 K-Nearest Neighbors Algorithm

K-nearest neighbor (KNN) probably is one of those algorithms that are very simple

to understand but works very well in practice [80] [81]. Also it is surprisingly
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versatile and its applications range from vision to proteins to computational

geometry to graphs and so on. The algorithm has been successful applied in may

different research areas. It also might surprise current researchers to know that KNN

is one of the top data mining algorithms.

Generally, in KNN classification, the output is a class membership. An object is

classified by a majority vote of its neighbors, with the object being assigned to

the class most common among its K nearest neighbors [82]. KNN is an example

of instance-based learning, in which the training data set is stored, so that a

classification for a new unclassified record may be found simply by comparing it

to the most similar records in the training set.

Therefore, two main issues involved in building a classifier using the k-nearest

neighbor algorithm are: The definition of numbers of K neighbors should be

applied. In other words, how to define K?; The measurement of similarity between

records and the trained ones. These two questions are answered in the following

contents.

Distance Measurement

Data analysts define distance metrics to measure similarity. A distance metric

or distance function is a real-valued function d, such that for any coordinates

x, y, and z:

1. d(x, y)>=0, and d(x, y)=0 only if x = y.

2. d(x, y) = d(y, x)

3. d(x, z)<=d(x, y) + d(x, z)

Condition 1 assures us that distance is always nonnegative, and the only way

for distance to be zero is for the coordinates to be the same. Condition 2

indicates commutativity, which means the distance from point x to point y

is the same as the distance from point y to point x. Finally, Condition 3

represents the triangle inequality, which illustrates that introducing a third
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point can never shorten the distance between two other points.

The most common distance function is Euclidean distance, which represents

the usual manner in which humans think of distance in the real world:

dEuclidean(x, y) =

√∑
i

(xi − yi)
2 (5.3.2)

where x = [x1, x2, . . . , xi], and y = [y1, y2, . . . , yi] represent i attribute values

of the records.

When measuring distance, however, certain attributes that have large values,

such as income, can overwhelm the influence of other attributes which are

measured on a smaller scale, such as years of service. To avoid this,

the data analyst should make sure to normalize the attribute values. For

continuous variables, the min-max normalization or Z-score standardization

can be applied: X∗ = X−min(X)
range(X)

= X−min(X)
Max(X)−Min(X)

and X∗ = X−min(X)
SD(X)

.

Determination of K for KNN

A small value of k means that noise will have a higher influence on the

result, which a large K value make it computationally expensive, which may

calculate all the point in feature space. Typical a range of K is manually

selected by the user. Normally, the value of K is from 10 to 50.

5.4 Experimental Results

In this research, 174 DGA samples and their matching diagnosis are taken IEC10

DGA database. The DGA data contain seven types of key gases and the correspond-

ing diagnosis results from on-site inspections. The DGA samples are composed

of four types, which are normal units (33 samples), overheating (68 samples), low

energy discharge (25 samples) and high energy discharge (48 samples). The data

are first preprocessed by using bootstrap to equalise the amount of data in each

fault case. Subsequently, newly selected features and the conventional features are

ranked by applying the K-S test. Then, the first three highly ranked features are

applied as input vectors for a multi-layer SVM classifier, whose tuning parameters

are obtained by using PSO. Eventually, the performance of this classifier with
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the selected features is evaluated. Meanwhile, classifiers analysing various GP-

extracted features are also provided for comparison purposes.

5.4.1 Feature Prioritisation using K-S Test

A publicly available bootstrap toolbox is used in this research for solving the

shortage of numbers of gas samples. Gas samples of certain fault, such as, high

energy discharge fault, are hard to collect during transformer operation. Meanwhile,

the gas sample acquisition process from insulation oil may exist measurement errors.

By using bootstrap preprocessing, the noise corruption is overcome and the amount

of data of each fault type are almost equalised, where the final value of Ntr and Nts

are set to 100 and 10 respectively. Finally, the amount of newly obtained training and

testing samples with regarded to different classes are enlarged as follows: normal

(99 training samples — 13 testing samples ), overheating (136 training samples

— 15 testing samples), low energy discharge (85 training samples — 10 testing

samples), high energy discharge (96 training samples — 11 testing samples).

Based on an in-depth analysis of current DGA standards, the five specifically

selected features are: FS1 = TCG/542, FS2 = C2H6/65, FS3=log2((
C2H2

C2H4
)/0.1),

FS4 = log2(%C2H2/0.21), FS5 = log2(%C2H4/0.23). In the above features,

TCG is the volume summation of H2, CH4, C2H2 and C2H4. The relative

proportions of gases are %C2H2, %C2H4, which can be calculated as follows:

%C2H2=100x/(x+y+z), %C2H4=100y/(x+y+z), where x=C2H2, y=C2H4, z=CH4.

Apart from the above selected features, five conventional gas ratios employed in

the feature prioritisation are: FC1=CH4/H2, FC2=C2H2/C2H4, FC3=C2H2/CH4,

FC4=C2H6/C2H2 and FC5=C2H4/C2H6. The ranking orders are obtained from the

analysis of maximum distance values by using the K-S test.

Table 5.2: Maximum D values for features without bootstrapping

Level FS1 FS2 FS3 FS4 FS5 FC1 FC2 FC3 FC4 FC5

1 3.33 1.87 1.78 1.27 1.65 1.53 1.78 1.41 1.97 3.34

2 1.10 2.69 5.85 5.84 4.99 5.25 5.77 5.76 5.75 2.77

3 0.75 1.09 2.67 2.17 3.48 2.18 2.67 1.27 1.26 1.25

102



5.4 Experimental Results 103

Table 5.3: Feature ranking using K-S test results without bootstrapping

Level FS1 FS2 FS3 FS4 FS5 FC1 FC2 FC3 FC4 FC5

1 2 4 5 10 7 8 6 9 3 1

2 10 9 1 2 7 6 3 4 5 8

3 10 9 3 4 1 5 2 8 6 7

Table 5.2 lists the maximum D values of all different features using the K-S

test at each classification level without applying bootstrap. Level one indicates

the separation of abnormal cases from normal cases. Level two represents the

classification between thermal fault cases and electrical discharge fault cases. Level

three denotes the separation between high energy discharge cases and low energy

discharge cases. As an input vector for SVM in the corresponding level, a feature

with a larger D value is more suitable than the feature with small ones. Table 5.3

shows the corresponding ranking orders based on their maximum D values in Table

5.2. The ranking scales are from one to ten. One indicates that the feature is the

most significant feature while ten indicates that the feature is the least significant

feature.

Table 5.4 and Table 5.5 provide the maximum D values for features using bootstrap.

The corresponding feature ranking orders are given in Table 5.5. Compared with

feature values in Table 5.2, all the values in Table 5.4 are larger due to increased

sample numbers after bootstrap. However, there is no noticeable variation in the

orders of the first five features as shown in Table 5.5 and Table 5.3.

Table 5.4: Maximum D values for features with bootstrapping

Level FS1 FS2 FS3 FS4 FS5 FC1 FC2 FC3 FC4 FC5

1 5.77 3.75 3.36 3.07 2.83 2.18 3.36 1.83 4.23 5.84

2 1.91 4.28 8.45 8.44 7.45 7.91 8.44 8.44 8.44 4.61

3 2.14 2.74 4.78 3.56 5.82 3.17 4.78 2.03 2.07 2.34

Among the ranking values in Table. 5.5, FC5, FS1 and FC4 are the first three features

in level one for separating between normal and fault cases. The two manually

selected features FS1, FS2 are ranked at the second position and the fourth position.
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Table 5.5: Features ranking using K-S test results with bootstrapping

Level FS1 FS2 FS3 FS4 FS5 FC1 FC2 FC3 FC4 FC5

1 2 4 5 7 8 9 6 10 3 1

2 10 9 1 2 7 6 3 4 5 8

3 8 6 3 4 1 5 2 10 9 7

It also indicates that the total amount of combustible gases increases under any

fault conditions. It is noticed the maximum D values of FS1 and FC5 are almost

equal. Among the ranking orders of level two for discriminating between thermal

and discharge fault, FS3, FS4 and FC2 are the three most important features. Their

maximum D values are almost equal with each other. Based on the results, it

shows that C2H2/C2H4 and C2H2% are very important for the classification between

overheating and discharge faults. Among the ranking orders of level three for the

classification between low and high discharge faults, FS5, FC2 and FS3 are the

three highly ranked features. In Duval’s triangle, a clear boundary using C2H4%

is provided for classification of these two faults. The ranking results also shows that

the selected features are all related to C2H4. In summary, the results illustrate that

the newly selected features have a clear physical meaning.

5.4.2 Configuration of Intelligent classifiers

In this part, a briefly describes the configuration of The three AI data classification

techniques, SVM, ANN and KNN classifiers. The first method has method has been

introduce in the precede chapter while the last two is presented earlier in this chapter.

Artificial Neural Networks

As it has been discussed before, the most common structure of ANN for

classification is multilayer perception (MLP) with a exappropriation learning

algorithm. Therefore, in this research, a simple three-layer MLP structure

with input, hidden and output layers is employed, where each neuron model

of the hidden layer has a hyperbolic tangent activation function and a logistic
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activation function is implemented for generation outputs.

Support Vector Machine

The procedure of transformer fault diagnosis based on a multi-layer SVM

classifier is illustrated in Fig. 5.4. Three layer SVMs are applied to identify

the four classes: normal, overheating, low energy discharge and high energy

discharge. It contains three procedures at each level, which are SVM training,

SVM validation and SVM testing. The data used for the each level are

corresponding to the selected features. The optimised parameters of SVM

are obtained by PSO. The output label of SVM-1 is set to +1 if it belongs to

the normal case; otherwise -1. All fault cases are classified into thermal faults

and discharge faults by the second layer SVM-2. The output label of SVM-

2 is set to +1 if it belongs to the thermal fault case; otherwise -1. SVM-3

is applied for the classification between low energy discharge data and high

energy discharge data. The output label of SVM-3 is set to +1 if it is the low

energy discharge case; otherwise -1.
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Figure 5.4: Diagnostic model using multi-layer SVM classifier
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K Nearest Neighbor

The value of K in KNN classifier is selected not to be a too small in order to

minimise the noise effect in training data. On the other hand , a large value of

K will increase the computing time as mentioned before. In this research, the value

is selected between 10 to 60.

5.4.3 Classification Results using the K-S Features

In this research, the ten-fold cross-validation has been employed to randomly

separate DGA samples. Eight folds data are applied for the training purpose. One

fold data is used for validation in PSO-SVM while the other data is applied for

testing. By applying the division of the total accuracy by ten, which is repeating

iterations, the classification accuracy is obtained. The two tuning parameters ξ and

C of SVM are acquired through PSO training and validation. The swarm particle

size is set as 30. The maximum iterations are 50. The values of c1 and c2 are

both given as 2.0. The initialisation particle space for searching is between 0 and

100. Table 5.6 shows the average classification accuracy of each layer and the

total average classification accuracy using the multi-layer PSO-SVM with different

features. Five commonly used ratios as well as the Rogers ratios are also included

for comparison purposes. As it can be seen from Table 5.6, the newly selected

features achieve the highest overall classification accuracy 96.50%. Compared with

the new features, the performances of multi-layer PSO-SVM are not satisfactory in

both five common ratio features and the Rogers ratio features (86.71% and 87.09%).

For separating abnormal cases from normal cases, the selected features FC5, FS1 and

FC4 gain a very high classification accuracy 97.42%, which leads to an overall high

total accuracy 96.50%. Comparatively, the first level classification accuracies using

conventional features are lower values 90.82% and 89.32% respectively. This is the

main reason that their total average accuracies are low. In the other two classification

levels, the classification accuracies using conventional features are also lower than

the accuracy applying selected features.

106



5.4 Experimental Results 107

Table 5.6: Classification accuracy (%) using multi-layer PSO-SVM with different
features

Features Layer ξ C Accuracy Total average accuracy

FC5 FS1 FC4 SVM-1 0.65 8.13 97.42

FS3 FC2 FS4 SVM-2 0.04 27.40 99.37 96.50

FS5 FC2 FS3 SVM-3 0.83 14.60 98.50

FC1 FC2 FC3 FC4 FC5 SVM-1 0.92 9.70 90.82

FC1 FC2 FC3 FC4 FC5 SVM-2 0.68 5.65 92.27 86.71

FC1 FC2 FC3 FC4 FC5 SVM-3 0.85 15.06 91.88

FC1 FC2 FC5 SVM-1 0.17 20.69 89.32

FC1 FC2 FC5 SVM-2 0.66 2.32 94.32 87.09

FC1 FC2 FC5 SVM-3 0.39 10.09 92.70

5.4.4 Classification Results using GP Features

Table 5.7: Test classification accuracy(%) of GP-ANN with different neuron
numbers

4 GP Features 6 GP Features 8 GP Features

ANN mean st.dev best mean st.dev best mean st.dev best

3 neurons 71.78 1.42 74.60 76.75 7.67 85.96 75.09 1.89 77.63

4 neurons 72.13 2.89 75.44 71.94 2.45 75.44 74.47 6.80 80.26

5 neurons 71.88 2.71 74.75 75.09 2.60 78.51 69.56 2.30 71.50

6 neurons 69.21 5.22 76.32 73.34 5.65 81.15 71.48 4.08 78.07

10 neurons 63.25 5.22 68.42 66.41 3.18 70.18 60.89 3.43 63.56

For comparison purposes, ANN, KNN and SVM are applied to analyse the features

extracted by genetic programming (GP). Table 5.7 shows the fault classification

accuracy of the multilayered perception (MLP) with a backpropagation learning

algorithm using different numbers (varying from 3 to 10) of neurons in the hidden

layer. A 76.32% accuracy is obtained with four GP-extracted features, whereas
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Table 5.8: Test classification accuracy (%) of PSO-SVM using GP features

4 GP Features 6 GP Features 8 GP Features

SVM ξ C A1 A2 ξ C A1 A2 ξ C A1 A2

SVM-1 0.029 1.58 84.85

81.85

0.23 7.44 92.42

88.16

0.12 1.24 88.71

83.77SVM-2 0.79 2.48 87.51 0.014 10.25 90.36 0.021 5.31 86.65

SVM-3 0.39 8.41 90.13 1.21 1.37 89.01 0.003 4.17 87.12

Table 5.9: Test classification accuracy (%) of GP-KNN with different neighbor
number

KNN 4 GP Features 6 GP Features 8 GP Features

10 70.81 71.96 74.56

20 68.43 85.84 81.15

40 73.76 89.90 92.11

45 73.67 92.12 92.12

50 73.68 92.12 92.12

60 73.65 92.12 92.12
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an application of the six GP-extracted features indicates an improved accuracy of

85.96%. In Table 5.8 , A1 indicates the classification accuracy of each level while

A2 represents the overall accuracy, the maximum SVM classification performance

at 88.16% is obtained with the six GP-extracted features. Its accuracy is higher

than accuracy of conventional gas (86.71% and 87.09%). However, it is much lower

than the classification accuracy using the proposed feature 96.50% in Table 5.6. It

can be seen from Table 5.9, the KNN classification results are listed with respect

to the neighbour number and the number of GP-extracted features. Six and eight

GP-extracted features allows KNN to achieve the maximum value 92.12%, whereas

the neighbour numbers equal to 45 and 50. The final results using GP feature

Table 5.10: Best test classification accuracy(%) of different classifiers

GP features ANN SVM KNN

4 GP features 76.32 81.85 73.68

6 GP features 85.96 88.16 92.12

8 GP features 80.26 83.77 92.12

extraction method are illustrated in Table 5.10. The maximum SVM classification

performance at 88.16% is obtained with six GP-extracted features. The highest

ANN accuracy of 85.96% is reached using six GP-extracted features. However, one

of ANN drawbacks is that overfitting makes the network tend to adopt particular

details of specific training dataset, which may lead to a high training accuracy but a

low test accuracy. The unitisation of the six and eight GP-extracted features allows

KNN to achieve the maximum classification accuracy of 92.11%. Compared with

application of GP features, the proposed features increase the classification accuracy

of PSO-SVM from 88.16% to 96.50%. Moreover, it also has a higher value than the

maximum classification accuracy 92.11% with KNN. The feature selection using

GP only focuses on the mathematical characteristics of datasets. Unlike GP, the

proposed feature extraction method not only considers the physical meaning of

gases but also takes into account their statistical characteristics. The comparison

of classification accuracy indicates that the proposed method can be applied for the
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improvement of DGA accuracy.

5.5 Conclusion

In this chapter, both the physical meaning of fault gases and their statistical char-

acteristics are considered for feature extraction. Firstly, five novel gas features are

manually selected based on the in-depth analysis of well-known DGA international

standards. Combined with conventional gas features, prioritisation of all features

are obtained by using the K-S test. The features in the first three rankings are

applied as input vectors for a multi-layer SVM classifier, whose tuning parameters

are optimised by utilising PSO. Among all classification accuracies using different

features, the proposed new features gain the highest accuracy. Moreover, a

comparison of results illustrates that the proposed method has superiority over other

artificial intelligence classifiers dealing with features extracted from GP.
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Chapter 6

Conclusion and Future work

Literatures of DGA techniques have been successfully reviewed in Chapter 2,

including the theory of fault gas evolution and a variety of conventional gas

interpretation schemes. The advantages of DGA are : identifying the improper use

of units; advanced warning of developing faults; convenient scheduling of repairs;

status checks on new and repaired units and monitoring of units under overload.

Based on different interpretation methods of DGA, the correlations among gas

types, gas concentrations and fault types are summarised. Then, conventional DGA

evaluation procedures are presented and a combined DGA criterion is introduced

involving the Key gas method, the Rogers ratio method, the gassing rate method

and the Duval triangle method.

In Chapter 3, DGA dataset cases, including lab simulated cases and fault cases

identified by inspection of the equipments, are applied as testing dataset. A ±5%

variation is calculated and all these values are added to the original faulty gas

value. The ±10% variation is computed and all these values are added to those fault

cases identified by the inspection of the equipment. Two important DGA methods,

Duval triangle and IEC ratio method, are applied as classification methods. All the

fault diagnosis results are obtained by using the variations. The corresponded final

decisions are achieved by calculating the number of correct fault diagnosis result of

each variation. Based on the analysis of the results, three zones are concluded in

the original Duval triangle graphic for improving the performance of its application.

The first one indicates a zone has a high possibility of misclassification of discharge
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faults. The bushing related arcing faults and all tracking related faults have high

tendency to be classified as high energy discharge. Arcing in low voltage windings

and flash-over fault appear in the zone as a low energy discharge. The second zone

represents a zone has a possible misclassification of overheating faults. In this zone,

the case can be misclassified as a fault either greater than 700 ◦C or smaller than

700 ◦C. The third zone decreases the threshold value of %C2H4 from 98% to 96%

by carefully considering the partial discharge cases and their variations. All these

cases are then classified by the IEC ratio method for comparison. Each diagnosis

value obtained from the IEC ratio method is lower than the Duval triangle method

and unknown cases are generated due to the lack of codes.

In chapter 4, three support vector based classifiers are developed to improve the

classification accuracy. Two methods are applied for DGA data preprocessing.

One is the resample tool bootstrap for overcoming the shortage of faulty data

while the other one is the logarithmic transformation of DGA concentrations,

which rescale the gas ratio to generate additional features. PSO presents a

strong capability of searching the optimised combination of preset parameters for

classifiers within a short convergence time. After the comparisons of final results,

PSO-LSSVM presents a significantly high classification accuracy among all the

discussed methods, while accuracy fluctuation of PSO-SVDD indicates that it is

not appropriate for multi-classification after the bootstrap processing. Comparisons

of the decision boundaries with data in 3D figures indicate that additional features

can enhance LS-SVM classification performance.

In Chapter 5, both the physical meaning and the statistical characteristics of fault

gases are considered for feature extraction. Firstly, five novel gas features are

manually selected based on the in-depth analysis of well-known DGA international

standards. Prioritisation of all features is obtained by using the K-S test. The

features in the first three rankings are applied as input vectors for a multi-layer

SVM classifier, whose tuning parameters are optimised by utilising PSO. Among

all classification accuracies using different features, the proposed new features

gain the highest accuracy. Moreover, a comparison of results illustrates that the

proposed method has superiority over other artificial intelligence classifiers dealing
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with features extracted from GP.

The fixed 5% and 10% variations are applied as sampling error rates in this research,

which are based on the analysis of CIGRE accuracy surveys. Recent research

shows the deviation between laboratory results and online monitoring DGA results

is within 30%. So, other percentage values can be used to represent sampling

error rates with regard to different gas concentration levels. On the other hand, a

polygonal uncertainty region can be obtained around the gas data point in Duval

Triangle graphic, if the estimate sampling error rate is considered. By treating the

uncertainty region as a zone containing equal distribution data, a probability value

can be generated to every diagnostic outcome.
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Appendix A

An approach for the detection of broken bars in an induction motor is introduced.

The stator and rotor can be represented by a number of coupled electrical circuits

using a multiple coupled circuit model. All self-inductance and mutual inductance

are calculated based on winding function theory. By applying genetic algorithm

(GA), optimized parameters are obtained by minimizing the errors between exper-

imental results and simulation results. The experimental results are obtained from

a published paper. The comparison result of speed and current illustrates a good

agreement between the model and the induction motor in a healthy condition. Based

on the optimized model, the simulation results of the machine with one broken

bar and two adjacent broken bars are provided for fault diagnosis. By analyzing

the power spectrum density of the stator current, the broken bars are detected by

the clear and strong side frequency components. For the purpose of maintenance

cost reduction of induction motor, researchers attempt to find efficient and reliable

methods for the detection of faults. Broken rotor bar fault is one of typical rotor

faults in an induction motor. It can bend out of the rotor slots by the effect of

electromagnetic forces and rub the inner face of the stator, which may cause a

mixed stator and rotor fault. In the past few decades, various techniques have been

developed to detect rotor faults. One of the well-known methods for the detection

of broken bar is the motor current signature analysis (MCSA), which is based on

the monitoring of the stator phase current to detect sidebands around the supply

frequency [1] [2]. More specifically, broken rotor bars result in current components

being induced in the stator winding at the frequencies of 2(1±ks)fs, where fs is the

supply frequency, s is the slip rate and k is an integer (k = 1, 2, 3...).

Calculation of the slip rate depends mainly on the mathematical model of the

induction motor and its parameters during simulation. The classical d-q model

assumes that both stator and rotor windings are symmetric and the magnetomotive

force (MMF) is sinusoidally distributed [3]. However, it cannot provide any

information about rotor bars and end rings currents. And, it also requires a

modification in the model structure for each fault case. Other methods are employed

in the simulation based on the model of individual conductors in the rotor cage
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using R-L series circuits. The current loops are defined by two adjacent rotor bars

connected by portions of the end ring. For a squirrel cage machine with n bars,

the model leads to a transient model with a total of n + 3 coupled simultaneous

differential equations [4]. However, there are always errors between simulation

results of model and experimental results of motor. These errors are due to the

assumptions, e.g., saturation is neglected and air gap is uniform. On the other

hand, the task of acquiring machine design data is very difficult and the values of

parameters may vary because of temperature variations and the nonlinearities caused

by the skin effect and saturation.

Parameter determination of induction motor with the deep bar effect was discussed

in [5]. An approach to identifying the parameters of an induction machine from

standstill time-domain test data was proposed in [6]. A standstill frequency

test was utilized in [7] for motor parameter estimation. Another method [8]

employed single-phase test results as a base test for calculating the equivalent

circuit parameters. However, the conventional techniques applied to electrical

machines require the measurement of full state variables and probing signals to

excite dynamic modes of the machine for the identification purpose. Recently,

evolutionary computation techniques provide more powerful means to resolve the

problem. Effective identification of induction motor based on GA was proposed

in [9] and [10]. But the research is based on the per-unit system with only limited

parameters.

This study is to provide a solution based on a GA algorithm to acquire the best

possible set of parameter values for the multiple circuit model, by means of

minimizing the errors between the model’s simulated results and the measured

ones. The inductances of the proposed model are calculated by the winding function

method. The parameters of this model, e.g., rotor bar resistance, end ring segment

resistance are optimized using GA. Based on the accurate model, the simulations

of machine with one broken bar and two broken bars are provided. The broken

bar is detected by analyzing spectrum side components of the stator current in the

frequency domain. The adverse effect of broken bars on the performance of motor

are also discussed.
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In this part, multiple coupled circuit modeling is presented at first. Then, winding

function theory is discussed for the calculation of applied inductance. Finally, a

brief introduction is given to genetic algorithms. The parameters of this model, for

instance rotor bar resistance, end ring segment resistance are optimized by using

the proposed GA. The motor current signature analysis (MCSA) is applied and the

broken bar is determined by analyzing spectrum side frequency components of the

stator current in the simulation.

Appendix A.1 Multiple Coupled Circuit Modeling

The rotor and the stator can be represented by multiple inductive circuits using the

coupled magnetic-circuit theory [11]. The current of each circuit is considered as

an independent variable. Current and voltage relationships between stator and rotor

can be described in a vector-matrix form as following equations:

Vs = RsIs +
dψs

dt
(Appendix A.1)

Vr = RrIr +
dψr

dt
(Appendix A.2)

ψs = LssIs + LsrIr (Appendix A.3)

ψr = LrsIr + LrrIr (Appendix A.4)

where Vs, Vr, Is and Ir are the stator voltage vector, rotor loop voltage vector,

stator current vector and rotor loop current vector, which are given by equation

(Appendix A.5), equation (Appendix A.6), equation (Appendix A.7) and equation

(Appendix A.8) respectively. In equation (Appendix A.3) and equation (Ap-

pendix A.4), ψs, ψr are the stator flux linkage vector and rotor flux linkage vector,

which are given by equation (Appendix A.10) and equation (Appendix A.11).

Because n identical and equally spaced bars are combined together by an end ring,

the rotor flux linkage vector contains n flux linkage vectors and an end ring flux

linkage vector. The current distribution of each rotor loop is illustrated by Figure.

A.1, where Lb, Le, Rb and Re are the rotor bar leakage inductance, end-ring leakage

inductance, rotor bar resistance and end-ring leakage resistance respectively. Each

loop shares two rotor bars with two adjacent loops, where irn is the nth rotor-loop
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Figure A.1: Multiple coupled circuit rotor model

current. Among the following equations, ve is the end-ring loop voltage, ie is the end

ring circulating current, Rs is stator resistance matrix and T indicates the transpose

operation of a vector respectively.

Vs = [vsa vsb vsc ]
T (Appendix A.5)

Vr =
[
vr1 vr2 · · · vrn ve

]T
(Appendix A.6)

Is =
[
isa isb isc

]T
(Appendix A.7)

Ir =
[
ir1 ir2 · · · irn ie

]T
(Appendix A.8)

Rs =


Raa 0 0

0 Rbb 0

0 0 Rcc

 (Appendix A.9)

ψs = [ ψs
a ψs

b ψs
c ] (Appendix A.10)

ψr = [ ψr
1 ψr

2 ψr
3 · · · ψr

n ψe ] (Appendix A.11)

Ideally, the resistances of the stator are equal with respect to each other. By

comparing with the stator resistance matrix Rs, the complex rotor matrix Rr is a
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matrix, whose size is equal to the numbers of bars.

Rr =



Rm · · · −Rb Re

−Rb · · · 0 Re

...
...

...
...

0 Rm −Rb Re

−Rb −Rb Rm Re

Re · · · · · · nRe


(Appendix A.12)

Rb is the rotor bar resistance, Re is the end-ring-segment resistance and Rm is equal

to 2(Rb + Re). In equation (Appendix A.3) and equation (Appendix A.4), Lss, Lrr

and Lsr are the inductance matrix of stator, rotor loop mutual inductance matrix and

mutual inductance matrix between the stator and the rotor loop respectively. The

matrix Lrs, which is the mutual inductance between the rotor loop and the stator, is

equal to the transpose value of Lsr as shown in equation (Appendix A.14). Lan
sr

is the mutual inductance between phase A and the nth rotor loop, while Lae
sr is

the mutual inductance between phase A and an end ring. The mutual inductances

between phase B and rotor loops are also defined in the same way.

Lss =


Ls
m Ls

ab Ls
ac

Ls
ba Ls

m Ls
bc

Ls
ca Ls

cb Ls
m

 (Appendix A.13)

Lsr =


La1

sr La2
sr · · · Lan

sr Lae
sr

Lb1
sr Lb2

sr · · · Lbn
sr Lbe

sr

Lc1
sr Lc2

sr · · · Lcn
sr Lce

sr

 (Appendix A.14)

Lrr =



Lmlp
r · · · Lr1rn

r Le

Lr2r1
r · · · Lr1rn

r Le

...
...

...
...

Lrn−1r1
r · · · Lrn−1rn

r Le

Lrnr1
r · · · Lmlp

r Le

Le · · · · · · nLe


(Appendix A.15)

The rotor loop mutual inductance matrix Lrr is very complex, where Lrn−1rn
r

indicates the mutual inductance between the (n − 1)th rotor loop and the nth rotor
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loop. It equals to the result ofMrr−Lb. Mrr is the magnetizing inductance between

two rotor loops and Lb is the bar linkage inductance. Lr
mlp is the total inductance

of each loop. It equals to the result of Lrm + 2(Lb + Le). Lrm is the magnetizing

inductance of each rotor loop. Mrr and Lrm are calculated by the winding function

method. The mechanical-motion equation depends on the characteristics of load

conditions. The torque, which opposes that produced by the machine, consists of an

inertial torque, an internal-friction torque and an external load torque.

Te =
dω

dθ
(Appendix A.16)

Te − TL = J
dω

dt
(Appendix A.17)

ω =
dθ

dt
(Appendix A.18)

Wc =
1

2
IT
dL

dθ
I (Appendix A.19)

Te is the electromagnetic torque of machine, θ is the mechanical angle, TL is the load

torque, J is inertia of the rotor and ω is the mechanical angle speed respectively. Wc

is magnetic co-energy. I is a combination vector, which includes Ir and Is. L is

composed by Lsr, Lrs, Lrr and Lss matrixes.

Appendix A.2 Winding Function Method

The inductances in equation (Appendix A.13), equation (Appendix A.14) and

equation (Appendix A.15) can be calculated by the winding function method. The

mutual inductance of two circuits describes the voltage induced in one electrical

circuit by the rate of change of current in the other circuit. The general expression

for mutual inductance between any two circuits is given by the following equation

[12]:

Lmn(θ) = µ0l

∫ 2π

0

r(ϕ, θ)Nm(ϕ, θ)Nn(ϕ, θ)

g(ϕ, θ)
dϕ (Appendix A.20)

θ is the angular position of rotor with respect to some stator reference, ϕ is a

particular angular position along the stator inner surface, l is the length of the stack,

r(ϕ, θ) is the average radius of air-gap, g(ϕ, θ) is the air gap function and µ0 is the
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permeability constant. The stator winding distribution of phase A can be denoted

by a cosine function. Taking as a reference the magnetic axis of the first phase, the

normalized stator winding function for this phase is:

Nsa = Ns/2 cos(ϕ) (Appendix A.21)

where Ns is the effective number of turns. The other two phases are also in the

similar formula only with a phase shift.

Nb(ϕ) = (
Ns

2
) cos(ϕ− 2π

3
) (Appendix A.22)

Nc(ϕ) = (
Ns

2
) cos(ϕ+

2π

3
) (Appendix A.23)

Substituting equation (Appendix A.21) into equation (Appendix A.20), the magne-

tizing inductance for each stator coil is:

Lsm = µolrNs
2
π/4g (Appendix A.24)

The total inductance of stator coil is the sum of magnetizing inductance Lsm and

leakage inductance Ll.

Ls
m = Lsm + Ll (Appendix A.25)

The mutual inductances between different phases are:

Ls
ba = Ls

ab = Ls
ac = Ls

ca = Ls
bc = Ls

cb = −1/2Lsm (Appendix A.26)

The winding function for the rotor loop is shown in Figure. A.2. The following

piecewise function indicates the winding function value in a given rotor angle.

Nrk(θr, ϕ) =


−(ar/2π), 0 < ϕ < θi

1− (ar/2π), θi < ϕ < θi+1

−(ar/2π), θi+1 < ϕ < 2π

(Appendix A.27)
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Figure A.2: Winding distribution of a rotor loop

Nrk is the kth loop winding function and ar is the radius of each rotor loop. It is

equal to 2π/N , where N is the total number of bars in a rotor. By substituting equa-

tion (Appendix A.27) into equation (Appendix A.20), the magnetizing inductance

of each rotor loop Lrm and the mutual inductance Mrr between them are obtained

respectively.

Lrm =
µ0lrar
g

(1− ar
2π

) (Appendix A.28)

The mutual inductance between different loops is:

Mrr =
µ0lr

g
(−ar

2

2π
) (Appendix A.29)

The mutual inductance between the mth stator coil and the nth loop are denoted as:

Msnrm = µ0lr
g
Ns cos(θr +

(2n−1)ar
2

− (m− 1)2π
3
) sin(ar

2
) (Appendix A.30)

The inductances in equation (Appendix A.14) are:

Ms1rn = Lan
sr;Ms2rn = Lbn

sr;Ms3rn = Lcn
sr (Appendix A.31)

The calculation of inductance under broken bar faults can be also achieved by using

this method. Consider a motor with Nb adjacent rotor bars, the gap between θi and
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θi+1 in Figure. A.2 is enlarged. For this loop, the self-inductance can be calculated

by the following expression:

Lrb =
µ0lrar

g
((Nb + 1)− (2Nb + 1) ar

2π
) (Appendix A.32)

The mutual inductance between this broken bar loop and all other healthy loops can

be calculated by:

Mrb =
µ0lr

g
(−ar

2

2π
)(Nb + 1) (Appendix A.33)

The mutual inductance between the mth stator coil and the broken rotor loop are

defined as:

Msmrb =
µ0lr
g
Ns cos(θr +

(2n+Nb−1)ar
2

−
(m− 1)2π

3
) sin((Nb + 1)ar

2
)

(Appendix A.34)

Appendix A.3 Genetic Algorithms

GA is an optimization method inspired by natural genetics and biological evolution,

which has been applied for dynamic model identification in multi-machine power

systems [13]. For searching optimized solutions, it evaluates the objective function

at problem solution domain iteratively. The strength of solution points is measured

using fitness values, which depends only on the value of the objective function.

The better points are retained in the population and recombined with other good

performance to produce offspring. Gradually the points in the population approach

the global extremum. Genetic algorithms can be applied when no information

is available about the gradient of the objective function at selected points. The

optimized function does not need to be continuous or differentiable. It can still

achieve good results even in the cases that the function has several local minima

values. Compared to the pure local optimization methods, e.g., gradient descent

method, GA has the advantage that it does not remain trapped in a sub-optimal

local maximum or minimum values. Because the optimization information of

many different regions are applied, it can move away from a local maximum or

minimum value if the population finds better function values in other areas of
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the definition domain. The typical procedure of GA includes initial population,

evaluation of candidate solutions, reproduction, crossover operation and mutation

operation. After mutation is completed, the children population is created and the

previous population is replaced by the new generation. Children are evaluated and

the fitness function for each individual is calculated. The procedure is repeated

until the termination criterion are reached. In this research, the fitness value is the

difference between the simulation results and experimental results, which ideally

tends to be zero. The optimized objects in this study are the parameters of an

induction motor.

Appendix A.4 Simulation Results

A 4 KW induction motor, whose parameters are given in Table A.1 [3] , is

investigated in this research. The connection type of stator windings is Y-

connection. Simulation results are obtained by applying a balanced three phases,

220 V and 50 Hz power source. The GA is applied for searching the optimized

parameters. A typical flow chart of GA is provided by Figure A.3. Genetic algorithm

generates solutions to optimization problems by selection, crossover and mutation.

The GA toolbox of MATLAB is applied for optimisation. The fitness function is

given by the following equation, which indicates the difference between the steady-

state experimental results and the steady-state simulation results. More specifically,

the values of f(x) are composed of 40% difference value of the current and 60%

difference value of the speed.

f(x) =
1

N

N∑
i=1

(0.4× (Iexp − I(x))2 + 0.6× (Sexp − S(x))2) (Appendix A.35)

where x is the vector of optimized parameters, N is the sample numbers, Iexp is

the steady-state experimental current, Sexp indicates the steady-state experimental

speed [3]. I(x) and S(x) denote the simulation values of phase A steady-state

current and steady-state speed using selected parameters respectively. x vector

includes the stator winding resistance Rs, stator windings leakage inductance Ls,

rotor bar resistance Rb, end ring segment resistance Re, rotor bar self-inductance
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Table A.1: Induction motor parameters [3]

Input supply parameters

Input supply voltage 220 V

Input supply frequency 50 Hz

Stator parameters

Effective number of stator turns: Ns 156

Stator windings resistance: Rs 1.5 Ω

Stator windings leakage inductance: Ls 7 mH

Number of pole pairs 1

Rotor parameters

Number of rotor bars: n 28

Rotor bar resistance: Rb 96.940036 µΩ

End ring segment resistance: Re 5 µΩ

Rotor bar self inductance: Lb 0.28 µH

End ring segment self inductance: Le 0.036 µH

Air gap parameters

Air gap average radius: r 70 mm

Air gap length: g 0.28 mm

Rotor effective length: L 120 mm

Mechanical parameters

Inertia: J 0.002 N ·sec2

Friction coefficient: F 0.001 N ·sec2
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Figure A.3: GA flow chart
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Lb and end ring segment self-inductance Le respectively. The sample numbers N is

3000. The searching The low bound of each parameter is set to the fifty percent value

of its original value, while the high bound of each parameter is the result of adding

the given value to its fifty percent of each value. The optimization stop conditions

are either the object function equals to zero or the generation surpasses 50. The

population size is 50 for each objective parameter. The selection process is achieved

by using Roulette method, the mutation procedure applies Gaussian function and

the crossover function is heuristic function with default settings. Table A.4 shows

the results of GA and change rate of parameters. The value of objective function

decreases from 18.36 to 8.49, which achieves a 53.7% decline. Among the change

of all the parameters, the load value increases from 15.00 N·m to 17.33 N·m, which

has the highest change rate 14.73%. The stator windings leakage inductance Ls

has the smallest variation rate 2.33%. It decreases to 6.80e-3H. Other parameters

are increased by less than 10% from its original value except the stator winding

resistance Rs, which decreases to 1.36 Ω. Figure. A.4 shows a comparison of phase

Table A.2: Parameter results using GA

Ls(H) Lb(H) Le(H) Rs(Ω) Rb(Ω) Re(Ω) Load f(x)

Pra 7.00e-3 2.80e-7 3.60e-8 1.50 9.69e-5 5.00e-6 15.00 18.36

Prb 6.80e-3 2.86e-7 3.95e-8 1.36 1.04e-4 5.46e-6 17.33 8.49

Crc 2.33% 2.34% 9.83% 8.81% 8.04% 9.20% 14.73% 53.7%

a Original parameters b Parameters obtained by GA
c Change rate

A currents using different parameter sets. Compared with the simulation current

using the original parameters in Table. A.1, the red dash line, which indicates the

simulation current using GA parameters, is closer to the experimental steady-state

current between 0.1s and 0.3s. Figure. A.5 illustrates the comparison of speed

values. Compared with the black solid line obtained by original parameters, the

red dash line, which represents the simulation speed using GA parameters, has a

smaller peak value before it reaches steady state. Moreover, the red dash line has a

small fluctuation compared with the black solid line in steady-state condition. These

results can prove that GA parameters can improve performance of the proposed

135



Appendix A 136

model in steady-state condition, whose outcomes are much closer to the measured

results. Furthermore, the model based on GA parameters is accurate for further

fault diagnosis. In order to implement fault detection of broken bars in induction
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Figure A.4: Comparison of measured current [3], simulation current using original
parameters and simulation current using GA parameters

Table A.3: Frequency Points

One Broken Bar Two Broken Bars

Fpa(Hz) 42.61 46.19 53.90 57.42 42.19 46.09 53.91 57.81

Fpb(Hz) 44.00 47.00 53.00 56.00 41.80 45.90 54.10 58.20
a Simulated frequency points b Calculated frequency points

motor with a load of 12 N·m, the power spectral density is applied to extract the

side frequency components at (1±2ks)fs frequency points. Figure. A.6 shows

the stator current power spectral density values of a healthy machine, a machine

with one broken bar and a machine with two broken bars. When broken bar faults

exist in an induction motor, the harmonic components appear at the right and left

sideband of fundamental frequency. The frequency points of all side bands are

given in Table A.3. At one broken bar condition, the slip rate is 0.030. It changes to

0.041 when the rotor has two broken bars. The corresponding side frequency points

are calculated by (1±2ks)fs, which are also illustrated in Table A.3. There are
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Figure A.5: Comparison of measured speed [3], simulation speed using original
parameters and simulation speed using GA parameters
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Table A.4: Speed and Torque

No load 12(N·m)

Fault type Speed (rad/s)Torque (N·m)Speed (rad/s)Torque (N·m)

Healthy 313.88 0.312 302.56 12.3

One broken bar 313.90±0.01 0.29±0.01 302.53±0.01 12.3±0.1

Two broken bars313.87±0.01 0.30±0.01 302.23±0.01 12.3±0.1

small difference between simulation values and calculation values in one broken

bar condition. However, the gap between these two values in two broken bars

condition is smaller. Meanwhile, the fault-related spectral components grow with

the extent of the numbers of adjacent broken bars in Figure. A.6. The second

order frequency component can be used to recognize the number of broken bars

due to clear difference between their amplitudes. As shown in Table A.4, both

the speed and the torque are not greatly affected by broken bar faults at no load

condition, because only small amount current exists in stator and the asymmetries

can be neglected. When the load increases to 12 N·m, the ripples of speed and load

tend to increase as the growth of rotor asymmetry current.

Appendix A.5 Summary

An induction motor model based on multi-coupled circuits has been developed.

The inductances are calculated based on the winding function theory. In addition,

the best possible set of parameters is obtained by GA, which can reduce the

errors between measured values and simulation values. The comparison result of

current and speed illustrates a good agreement between the model using optimised

parameters and the actual parameters of a motor. It proves that the model can be used

to simulate transient-state and steady-state response of a healthy induction motor.

Based on the accurate model optimised by GA, simulations for a machine with one

broken bar and a machine with two broken bars are undertaken. The power spectral

density has been performed to extract fault features. The amplitudes of fault-related

spectral components increase with the growth of the numbers of adjacent broken

bars. But, speed and torque ripple levels are not greatly affected by rotor broken bars
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faults in the light load condition. Because the first order amplitude of one broken

bar and two broken bars are very close to each other, the second order frequency

components can be used to recognize the number of broken bars. An advanced

signal processing technique is required for the detection of second order frequency

components in our future study.
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