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Abstract—Recent research has shown that tests generated
without taking process variation into account may lead to loss
of test quality. At present, there is no efficient device-level
modeling technique that models the effect of process variation on
resistive bridge defects. This paper presents a fast and accurate
technique to achieve this, including modeling the effect of voltage
and temperature variation using the BSIM4 transistor model.
To speed up the computation time and without compromising
simulation accuracy (achieved through BSIM4), two efficient
voltage approximation algorithms are proposed for calculating
logic threshold of driven gates and voltages on bridged lines of a
fault-site to calculate bridge critical resistance. Experiments are
conducted on a 65 nm gate library (for illustration purposes), and
results show that on average the proposed modeling technique is
more than 53 times faster and in the worst case, error in bridge
critical resistance is 2.64% when compared with HSPICE.

Index Terms—Fault model, manufacturing test, process varia-
tion, resistive bridge fault.

I. Introduction

R ESISTIVE bridge fault (RBF) represents a major class
of defects in deep-submicron (DSM) CMOS and has

received increased attention on modeling and simulation [1].
Manufacturing test employs fault models for testing digital
circuits, which are meant to emulate the physical behavior of
a defect at device level. Accurate fault models are important
for fault simulation, test generation, and fault diagnosis. The
resistance of a bridge (Rsh, Fig. 1) is a continuous parameter
which is not known in advance. Resistive bridge changes the
voltage on the bridged lines (V1, V0, Fig. 1) from 0 V or
Vdd to some intermediate value, which varies with Rsh of the
bridge fault. A number of methods have been proposed in the
literature to determine the behavior of the bridge fault-site in
the presence of this unknown (Rsh) parameter. The first fault
model to take into account the intrinsic resistance of a bridge
is proposed in [2], which is based on the Shockley transistor
model. It uses curve fitting to match results with SPICE data to
achieve high accuracy. To account for DSM behavior, a more
advanced transistor model (BSIM4) is used to compute bridge
critical resistance [1]. These two RBF models [1], [2] are
intended for designs operating in nominal conditions, however
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due to continuous scaling of CMOS, DSM designs are affected
by process variation [3], [4]. Fabrication process variation
is mainly due to sub-wavelength lithography, random dopant
distribution, line edge roughness, and stress engineering [5],
[6]. In a recent study, it has been shown that more than 30%
error in the drive current of a transistor is observed on a
65 nm device due to process variation, when compared to a
transistor operating in nominal condition [6]. Process variation
also affects the behavior of a resistive bridge defect [7].
Using ISCAS’85, 89 benchmarks and a 45 nm gate library, it
was shown that tests generated for nominal scenario without
considering process variation can lead to as much as 10% test
escapes [7]. Two important parameters are affected by process
variation leading to additional logic faults and test escapes oc-
cur due to these additional logic faults. These two parameters
are drive current of driving gates (Fig. 1, D1 and D2) and
logic threshold voltage of the driven gates (Fig. 1, S1, S2, and
S3). Bridge defect critical resistance calculation through the
Shockley transistor model with curve fitting to match SPICE
data is accurate only in nominal operating conditions and it
loses accuracy under the influence of process variation [8].

The first attempt at modeling the impact of process variation
on bridge faults is reported in [7] using SPICE based Monte
Carlo simulation. For each bridge fault-site, it uses SPICE
simulation to determine the voltages (V1, V0, Fig. 1) at
discrete bridge resistance intervals and stores the outcome
in a database for subsequent use. The nominal values of V1

and V0 are then used to generate new set of variation-induced
logic faults by Monte Carlo simulation and for this purpose
four transistor parameters [threshold voltage (Vth), width (W),
length (L), and oxide thickness (Tox)] are varied through
500 permutations to generate a new set of variation-induced
logic faults. This method has two limitations. First, when
scaling from one technology node to another, the database
(with SPICE information) needs to be re-generated, since it
is technology-specific. Second, the database generation (per
technology node) requires long computation time. A recent
study has reported that it took nearly a week with eight
computers working in parallel to generate a database for
ISCAS’85, 89 benchmarks [9]. See [8] for more details on
limitations of available fault modeling techniques.

In this paper, we overcome these two limitations by develop-
ing a fast and accurate model of resistive bridge defects, while
incorporating the effect of process, voltage and temperature
(PVT) variation. The proposed modeling technique is accurate
because it uses the most recent transistor model (BSIM4,
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Fig. 1. Resistive bridge Rsh forming a potential circuit fault.

Berkeley Short-Channel IGFET Model) [10]. The proposed
modeling technique is fast because it employs highly effi-
cient voltage approximation algorithms for bridge resistance
calculation and to compute logic threshold voltages of the
driven gates (Fig. 1, I1, I2, and I3). The effect of process
variation is modeled by incorporating fluctuations in three
transistor parameters: gate length (L), threshold voltage (Vth),
and effective mobility (μeff )1 as reported in a recent study [6].
The effect of voltage variation is directly applied by changing
the supply voltage; finally, the effect of temperature variation
is incorporated by using temperature dependent transistor
models of threshold voltage, mobility and saturation velocity
using BSIM4 [10]. Experimental results verify that the pro-
posed modeling technique is accurate (worst-case deviation of
2.64%) and leads to significant speedup (on average 53 times)
in critical resistance calculation when compared with HSPICE.
To the best of our knowledge, this is the first modeling
technique for resistive bridge defects, that incorporates the
influence of PVT variation without using HSPICE.

This paper is organized as follows. The proposed variation-
aware bridge defect modeling technique is discussed in Sec-
tion II. Experimental setup and results are reported in Sec-
tion III, and finally Section IV concludes this paper.

II. Proposed Variation-Aware Bridge Fault

Modeling Technique

The modeling technique consists of three stages. The first
stage involves calculating the logic threshold voltage (Lth) of
driven gates (Fig. 1, S1, S2, and S3) of a bridge fault-site.
Logic threshold voltage is defined as the gate input voltage
at which the gate output voltage is equal to Vdd

2 , while all
other inputs of the gate are at non-controlling value(s) [11].
This calculation is necessary, since Lth is needed for critical
resistance calculation of a given fault-site and is calculated
using the BSIM4 transistor model. The second stage of the
proposed technique computes the voltages on the bridged lines
(Fig. 1, V0, V1) using the BSIM4 transistor model. Employing
the BSIM4 transistor model through HSPICE incurs high sim-
ulation time, which is reduced by using efficient approximation
algorithms (Sections II-A, II-B) for logic threshold calculation
and voltages on the bridged lines. The proposed technique is
faster than HSPICE because of the following two reasons.
First, critical resistance calculation through HSPICE requires
sweeping the resistance range from 0 � to (typically) 20 000

1Mobility varies due to variation in effective strain in a strained silicon
process [6].

� [12] to observe the point where faulty value changes to
fault-free value (Rcrit). This requires two hundred HSPICE
DC simulations, assuming a DC-sweep step size of 100 � [9],
[12]. The proposed technique uses the logic threshold voltages
of the driven gates and calculates Rcrit at these specific voltage
points, thereby reducing the number of iterations for calcu-
lating Rcrit. Second, in a DC sweep, HSPICE initializes and
calculates about 250 more variables than actually needed for
calculating Rcrit, the proposed technique achieves the speed up
by calculating only the necessary variables for calculating Rcrit

thereby achieving speedup without compromising accuracy.
The proposed technique is as accurate as HSPICE because it
also uses the BSIM4 transistor model as used in HSPICE for
critical resistance calculation. Through these approximation
algorithms (Sections II-A, II-B), high accuracy is achieved at
low computation cost as discussed in Section III. The voltage
approximation algorithm (stage-2 of the proposed technique)
is an improvement over the one described in [8]. These
two stages therefore determine the values of all parameters
needed to determine the logic behavior of a bridge fault-site in
nominal operating conditions. It is recently demonstrated that
bridge fault is negatively affected by process variation [7]. The
final stage of the proposed technique incorporates the effect
of PVT variation on the logic behavior of a bridge fault-site.

The logic threshold voltage of a fanout gate and the voltages
on bridged lines of a bridge fault-site are calculated by using
the BSIM4 transistor model, which accurately relates different
electrical parameters with transistor device structure and takes
into account various inter-dependencies between different tran-
sistor parameters. For example, scaling of the gate length
results in reducing Vth, while increasing subthreshold swing
and drain induced barrier lowering (DIBL). It is therefore well-
suited to model the effect of process, voltage and temperature
variations [10]. The following equation models the transistor
drain current of CMOS transistor:

Ids =
Ids0 · NF

1 +
Rds · Ids0

Vdseff

[
1 +

1

Cclm
ln

(
VA

VAsat

)]

·
(

1 +
Vds − Vdseff

VADIBL

)
·
(

1 +
Vds − Vdseff

VADITS

)

·
(

1 +
Vds − Vdseff

VASCBE

)
(1)

where Ids is the drain current equation for both linear and
saturation regions, Ids0 is the drain current valid from the
subthreshold to the strong inversion regime, NF is the number
of device fingers, Rds is the source/drain resistance, Vds is
the source/drain voltage, Vdseff is the effective Vds, Cclm is
the channel length modulation, VA is the early voltage, VAsat

is the early voltage at Vds = Vdsat, VADIBL is the early
voltage due to DIBL, VADITS is the early voltage due to
drain induced threshold shift (DITS), and VASCBE is the early
voltage due to substrate current induced body effect (SCBE).
The above equation is solved by using the device parameters
(per transistor) through a transistor model card [13] and other
parameters such as Ids0 are obtained from the BSIM4 tran-
sistor model equations [10]. Leakage current including gate
tunneling current, sub threshold channel current (calculated
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Fig. 2. General framework for logic threshold voltage calculation.

as part of Ids0) and gate-induced-drain-leakage current is also
included by using their respective current models from BSIM4.
Note that body effect is incorporated in the BSIM4 transistor
threshold voltage model, which is used in the Ids equation.
It has been validated by comparing the results with HSPICE
using the 65 nm PTM model card (Section III).

A. Logic Threshold Voltage Calculation Algorithm

Logic threshold voltage (Lth) of a gate can be calculated
using HSPICE, however that is a time consuming process and
negatively affects the computation time of critical resistance
calculation. Using 350 fault-sites, each with up to five driven
gates per bridged net, it was shown in [8] that the improvement
in critical resistance calculation time reduced to only 10%
when using HSPICE for Lth generation in comparison to
seven-times improvement with a pre-computed Lth database.
This motivates the need for an efficient logic threshold gener-
ation algorithm.

Fig. 3 shows the algorithm for calculating logic threshold
voltage of a gate, which is applicable to both simple and
compound gates (such as OR4, AND4, and AO22). Logic gates
(simple or compound) can be divided into a number of internal
stages, where each stage can be sub-divided into pull-up and
pull-down networks. This is illustrated in Fig. 2 that shows
a compound gate with k stages (1 ≤ i ≤ k) and each stage
has a pull-up and pull-down network. When calculating the
logic threshold voltage of such a gate, we start with the stage
connected to the gate output (Vout,1) and calculate its individual
logic threshold voltage. For the first stage, the voltages across
the pull-up and pull-down networks is set to Vdd

2 [11]. The
logic threshold of this stage acts as the output voltage of the
previous stage (Fig. 2) Vout,2 = Vin,1. This voltage (Vout,2) is
used to calculate the logic threshold voltage of the second
stage and this calculation continues until the logic threshold
voltage of the last stage (Vin,k) of the gate is determined.

Logic threshold of each stage is calculated by approximating
the input voltage (Vin,i) at which the currents through the pull-
up (Ip) and pull-down (In) networks are equal, where output

Fig. 3. Logic threshold voltage algorithm.

voltage (Vout,i) is known. The algorithm (Fig. 3) first converts
a (pull-up or pull-down) network into a number of series
connected transistors by calculating the effective W

L
of parallel

connected transistors (W
L

= W1
L1

+ · · · + Wn

Ln
). The algorithm

(Fig. 3) approximates the logic threshold voltage between the
two variables, VMax and VMin. It first assigns Vdd to VMax and 0
V to VMin, with each iteration it reduces the separation between
VMax and VMin by half. Vin is set to the midpoint between
VMax and VMin and by comparing the currents through the pull-
up and pull-down networks (calculated through the algorithm
shown in Fig. 4), each iteration reduces the separation between
VMax and VMin either by reducing VMax or increasing VMin

(step-17 to step-21 in Fig. 3). These steps are based on the
principle that for Vin ≥ Lth, In ≥ Ip and at Vin < Lth,
In < Ip. The algorithm terminates when the difference in In

and Ip is smaller than LIMIT . In this paper, LIMIT is set to
1 μA, which was found empirically to achieve high accuracy.
The algorithm converges using small (on average 15 or less)
number of iterations for all reported results in Section III.
The current through the series connected transistors in pull-up
and pull-down networks is calculated by using the algorithm
(Fig. 4), which can be used for up to three transistors in series
(m ≤ 3, where m is the number of transistors in series).
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Fig. 4. Logic threshold voltage approximation algorithm for NMOS transis-
tors in series.

Next, we explain how to approximate the current through
the pull-down network (In), for the second stage of a gate
shown in Fig. 2, with two NMOS transistors in series (m = 2).
The steps (Step-5 to Step-18) are shown in Fig. 4. In is
calculated by approximating the value of Vx across series
connected transistors and it is used to calculate the currents

Fig. 5. Bridge resistance examples. (a) Fault-site driven by two inverters.
(b) Fault-site driven by 2-input NOR and 2-input NAND.

through each of the two transistors in series (In1 and In2). The
algorithm first assigns the stage output voltage (Vout) to VMax

and 0 V to VMin. It then assigns Vx the mid-point voltage
of VMax and VMin. Through this value of Vx, it calculates
the currents through each of the two transistors In1 and In2,
using (1). It then compares In1 and In2, and reduces the
separation between VMax and VMin until the difference between
the currents In1 and In2 is less than LIMIT (1 μA). Once
the current through the pull-down network is calculated, it is
compared with Ip (current through the pull-up network of the
same stage), which is calculated using an algorithm for PMOS
transistors (similar to Fig. 4), where Ip will be calculated by
assigning (Vout − Vdd) to Vds and (Vin − Vdd) to Vgs (note as
shown in Fig. 2, the pull-up network of second stage has just
one transistor switched on). The currents through the pull-up
and pull-down networks are used to adjust the logic threshold
voltage of each stage Vin,i (step-17 to step-21 in Fig. 3),
until the difference is less than LIMIT and at that point the
algorithm returns the logic threshold voltage of the given gate.

B. Bridge Critical Resistance Calculation Algorithm

The critical resistance of a bridge is calculated through the
BSIM4 transistor model and voltage approximation algorithm
(Fig. 6). The algorithm approximates the voltage on bridged
lines (Fig. 1, V0, V1), while considering both NMOS and
PMOS transistors in gates driving the bridge (Fig. 1, D1, D2).
As an example Fig. 5(a) shows a fault-site, where two inverters
are driving a bridge (Rsh) and I0 is the current through the
resistor. The transistors drawn using dashed lines represent
switched off transistors. The value of Rsh is

Rsh =
(V1 − V0)

I0
. (2)

Using the logic threshold voltage (LthA, obtained through
the algorithm discussed in Section II-A) of the driven gate
“A” [Fig. 5(a)], V1 is LthA, which can be used to calculate I0
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Fig. 6. Approximation algorithm for calculating voltage on bridged lines.

through the I–Vds relationship shown in (1), i.e., I0 = Ip(Vds,p),
where Vds,p = LthA − Vdd . The only unknown variable left in
(2) is V0, which can be approximated by using the algorithm
shown in Fig. 6 [since I0 = In(V0), which implies V0 =
I−1
n (I0)]. The algorithm shown in Fig. 6 assigns Vdd to VMax

and 0 V to VMin, respectively. It then assigns the mid-point
voltage value (between VMax and VMin) to V0. This is used to
generate In (represented by Itmp). If In ≥ I0, that means the
value of V0 is between Vtmp and 0 V; otherwise it is between
Vdd and Vtmp (as ideally, In = Ip = I0). This process is repeated
until the relative difference between I0 and In is smaller than
the specified limit, as determined by step-14 of the algorithm.
In our experiments, LIMIT is 0.005, as it was determined em-
pirically that this value provides high accuracy when compared
with HSPICE. The algorithm converges quickly and requires
only small number (15 or less) of iterations. The value of
V0 is then used together with the other two variables (V1,
I0) to calculate Rsh using (2). The same procedure can be

TABLE I

Varied Process Parameters

Parameter Mean (μ) Std. Deviation (σ)
L 60 nm ±4% (2.4 nm)
Vthn 0.423 V ±5% (21.15 mV)
Vthp −0.365 V ±5% (18.25 mV)

μeffn 491 cm2/V·s ±21% (103.1 cm2/V·s)

μeffp 57.4 cm2/V·s ±21% (12.05 cm2/V·s)

repeated for PMOS transistor, starting with the value of V0 as
the logic threshold of gate “B,” i.e., LthB. In case of transistors
in parallel, the effective W

L
is calculated before starting the

algorithm. For transistors in series [Fig. 5(b)], the algorithm
shown in our earlier publication [8, Fig. 8] is used, which is not
shown due to space limitation. It should be noted that voltage
(Vds) approximation algorithm (Fig. 6) is an improvement over
the one presented in [8] and is on average 41-times faster,
while achieving the same accuracy.

C. Incorporation of PVT Variation

The first two stages of the proposed modeling technique
(Sections II-A, II-B) are used to calculate critical resistance
of a bridge fault-site in nominal operating conditions. Next,
we explain how the effect of PVT variation is incorporated
in the proposed modeling technique. The variation effects are
incorporated in transistor model, for example (1), and therefore
affect logic threshold voltage of the driven gates and voltages
on bridged lines, leading to change in logic fault behavior of
the bridge fault-site.

A recent study describes the parameter extraction technique
(for process variation) using a 65 nm CMOS library with a
PTM model [6], [13]. Three transistor parameters are rec-
ognized as the leading sources of process variation, which
include gate length (L), threshold voltage (Vth), and mobility
(μeff ). These parameters follow Gaussian distribution (±3σ

variation) with standard deviations of 4% for L, 5% for Vth,
and 21% for μeff . Negligible spatial correlation is found in
between these parameters, i.e., they can be treated as indepen-
dent random variables following Gaussian distribution. These
results are validated by comparing with the measured data
using a fabricated device. Note the parameter fluctuations (cor-
related or otherwise) do not imply that these parameters are
independent, for example as L decreases, Vth also decreases,
this effect is also known as Vth roll-off [10]. Our experiments
are based on a ST Microelectronics 65 nm gate library using
the same PTM model cards that are used in [6], which is
why we have also assumed the same parameter fluctuations.
The mean and standard deviation for both NMOS/PMOS
transistors are shown in Table I. Recent research has shown
that it is sufficient to consider ±3σ variation of process
parameters, when modeling process variation for logical part
of the design [7], [14], and higher variation effects (±6σ or
more) are considered for (SRAM and Flash) memories [5].
This paper also deals with the logical part of the design, which
is why we have also considered ±3σ variation effects.

Within-die variation is modeled by varying only the gate
length of different transistors using a spatial correlation
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model [15]. As pointed out by several publications, gate
length is a leading source of process variation and it has
shown correlated variation effects due to lithography [15]–
[17]. Experimental results in [8] show that 3σ variation of L,
Vth, and μeff has a much wider spread of critical resistance
than the gate length spatial correlation. That means the effect
of spatial correlation is covered by considering variations
due to three un-correlated parameters (L, Vth, and μeff ).
From test generation point of view, it means that considering
three un-correlated parameter variations are likely to cover
the complete logic fault domain due to within-die spatially
correlated parameter variation (see [8] for more details).

Temperature variation is incorporated in (1) by using tem-
perature dependent models of threshold voltage, mobility,
and saturation velocity, as described in the BSIM4 transistor
model [10]. The temperature dependent threshold voltage
model is given by

Vth(T ) = Vth(TNOM) +(
KT1 +

KT1L

Leff
+ KT2 · Vbseff

)
·

(
T

TNOM
− 1

)
(3)

where Vth(T ) is the temperature dependence of threshold volt-
age, Vth(TNOM) is the nominal transistor threshold voltage,
T is the circuit temperature, TNOM is the transistor model
reference temperature and its nominal value is 25 °C, KT1
is the temperature coefficient for threshold voltage, KT1L is
the channel length dependence of the temperature coefficient
for threshold voltage, KT2 is the body-bias coefficient of
threshold voltage temperature effect, and Vbseff is the effective
body bias voltage. The temperature dependent mobility model
is given by

U0 (T ) = U0 (TNOM) · (T/TNOM)UTE (4)

where U0(T ) is the temperature dependence of mobility,
U0(TNOM) is the nominal transistor mobility, UTE is the
mobility temperature exponent. The temperature dependent
model of saturation velocity is given by

VSAT (T ) = VSAT (TNOM) − AT · (T/TNOM − 1) (5)

where VSAT (T ) is the temperature dependence of satu-
ration velocity, VSAT (TNOM) is the nominal transistor
saturation velocity, AT is the temperature coefficient for
saturation velocity. The temperature dependent models mainly
rely on the ratio of circuit temperature (T ) to model reference
temperature (TNOM), for example as shown in (3). When
T �= TNOM, additional values are calculated according to
these equations and are used for calculating transistor drain
current using (1).

As discussed at the beginning of this section, for a given
fault-site, transistor drain current of the driving gate and logic
threshold voltage of the driven gates are the two important
parameters for calculating the bridge critical resistance. We
analyzed the effect of temperature variation on critical re-
sistance calculation by simulating the change in transistor
drain current and logic threshold voltage with the change in

Fig. 7. Temperature dependence of NMOS transistor drain current (Ids) in
65 nm technology.

temperature. Fig. 7 shows the effect of temperature variation
on drain current of 65 nm NMOS transistor, while keeping
Vds = Vdd = 1.2 V and increasing Vgs from 0 V to Vdd .
As can be seen, at lower values of Vgs ≤ 0.45 V, current
increases with temperature, however this trend reverses at
higher values of Vgs and current reduces with increase in
temperature. The crossing point (marked in Fig. 7) is also
called zero temperature coefficient and its effect is examined
in several publications (see [18] for more details). Similarly,
when considering logic threshold voltage of a gate, it was
found that it also reduces as temperature increases. For 65
nm ST Microelectronics gate library, average reduction in
logic threshold voltage is about 75 mV, when the temperature
increases from −40 °C to 125 °C, operating at 1.2 V Vdd .
Temperature also affects metal resistance as it increases with
temperature. To analyze the effect of temperature variation on
detectable resistance range, we conducted an experiment at
0.8 V Vdd using 350 fault-sites at −40 °C and 125 °C. It was
found that about 86% fault-sites show higher detectability at
125 °C and about 14% fault-sites show better detectability at
−40 °C. This means that at higher temperatures, reduction in
transistor current of driving gates and logic threshold voltages
of the driven gates increases the detectable resistance range
of majority of fault-sites. We also analyzed the behavior
of transistor drain current using 45 nm and 32 nm NMOS
transistors (PTM model cards) and found similar behavior
(Fig. 7), which means that this trend of detectable resistance
range will continue for these technologies as well.

The variation in supply voltage is modeled by (1) in a
straightforward manner because Vds and Vgs change with
supply voltage. Fig. 8 shows the drain current under different
supply voltages and temperatures using the proposed model
and HSPICE using 65 nm technology. The temperature varies
from −40 °C to 125 °C and the voltage varies from 0.8 V to
1.2 V, which are the operating temperatures and voltages for
65 nm ST Microelectronics gate library. As can be seen, it
shows excellent correlation with HSPICE results.

III. Experimental Results

All experiments are conducted using a 65 nm ST Micro-
electronics gate library and PTM transistor model card [13]
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Fig. 8. Drain current under different supply voltages and temperatures using
proposed model and HSPICE.

on Intel Xeon Quad Core 2.7 GHz processor with 12 GB
RAM. The gate library consists of a variety of gates including
simple (NAND, NOR, INV) and compound gates (AO22, OA22,
and so on), each with different drive strengths. For illustration
purposes 1.2 V and 25 °C are used as the nominal operating
voltage and temperature in all experiments. The proposed
modeling technique is based on the BSIM4 transistor model
that provides detailed sets of equations for calculating each
transistor parameter. The input value to each equation is
provided by the PTM transistor model card and the gate
library. The proposed model is compared with HSPICE and
to avoid any discrepancies, we used the same gate library
and transistor model card with both techniques (HSPICE and
proposed). HSPICE also uses the BSIM4 transistor model as
noted on the HSPICE data sheet [19]. The flow of the proposed
modeling technique is shown in Fig. 9. The flow inputs are gate
library and respective transistor models and the output is logic
fault values of the bridge fault-site in the presence of process,
voltage, and temperature variation. The flow has five main
blocks as shown in Fig. 9. The bridge fault-site is generated
by randomly selecting (driving and driven) gates from the gate
library, using n driven gates per fanout, where n ∈ [1, 5]
and only non-feedback bridges are generated by the bridge
fault-site generator. Each of the driving gates is assigned a
random input, while ensuring that the two nets are driven at
opposite logic values to activate the bridge fault. This setup
uses 350 fault-sites for each experiment because it was shown
in [7] that the average number of fault-sites per design is less
than 300 with coupling capacitance based layout extraction of
bridges using ISCAS’85, 89 benchmarks. The effect of process
variation is incorporated by the process variation permutation
generator. It varies three parameters (L, Vth, and μeff ) using
Gaussian distribution with mean and standard deviation as
shown in Table I. In total, 600 permutations per fault-site
are generated through Monte Carlo simulation. The number
of permutations are based on a recent study, which shows
that the probability of generating a unique logic fault follows
the law of diminishing returns, as it reduces significantly
after 500 permutations [9]. The effect of voltage variation is
incorporated by varying supply voltages from 0.8 V to 1.2
V with the step size of 0.1 V using the voltage variation
generator. The temperature variation generator generates three
temperature values −40 °C, 25 °C, and 125 °C, which are the
minimum, nominal, and maximum working temperatures for

Fig. 9. Proposed PVT variation-aware bridge defect modeling flow.

65 nm ST gate library. These voltage and temperature values
are used for demonstration purposes and the same flow can
also be used for other values just as well. The outputs of these
four blocks are fed to the main block which includes logic
threshold voltage generation algorithm and critical resistance
calculation algorithm. The logic threshold voltage generator
uses the BSIM4 transistor drain current model (1) and the
Lth approximation algorithm (Section II-A) to generate logic
threshold voltages of a given fault-site, while including the
effect of PVT variation. The outputs of these voltage values are
fed to the critical resistance calculator. The critical resistance
calculator also uses (1) and voltage approximation algorithm
(Section II-B) to generate all PVT variation induced logic
faults of bridge fault-site.

This flow is used to conduct three experiments for validating
the proposed modeling technique by comparing the results
with HSPICE. The first experiment (Section III-A) validates
the logic threshold voltage generation algorithm. The second
experiment (Section III-B) validates the critical resistance
calculation algorithm. These two algorithms are separately
validated to determine the loss of accuracy due to each approx-
imation algorithm. Finally, the last experiment (Section III-C)
validates the complete modeling technique (Fig. 9) including
the two approximation algorithms under the influence of PVT
variation.

A. Validation of Logic Threshold Voltage Calculation
Algorithm

The logic threshold voltage generation algorithm (Sec-
tion II-A) is validated by comparing the results with HSPICE
in nominal operating conditions (1.2 V, 25 °C) and in the
presence of PVT variation. When operating in nominal condi-
tion, the comparison (accuracy and speed) of various gates
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TABLE II

Logic Threshold Voltage Generator in Comparison with

HSPICE in Nominal Operating Conditions

Gate Node Lvth (V) Time

LG HSP Err (%) HSP
LG

INV 0.5393 0.54 0.1 2730
A 0.566 0.5738 1.4 5

NAND3 B 0.5976 0.6108 2.2 5
C 0.6222 0.6332 1.7 6
A 0.5648 0.5511 2.5 84

NAND4 B 0.6216 0.6417 3.1 251
C 0.5668 0.5514 2.8 196
D 0.6268 0.6465 3.0 135
A 0.5535 0.5441 1.7 14

NOR3 B 0.5343 0.5225 2.3 9
C 0.5121 0.5045 1.5 6
A 0.5343 0.5493 2.7 198

NOR4 B 0.4869 0.4726 3.0 288
C 0.5414 0.5495 1.5 188
D 0.5201 0.5345 2.7 251
A 0.5801 0.5708 1.6 8

AND3 B 0.6238 0.6403 2.6 7
C 0.6375 0.6513 2.1 16
A 0.5695 0.5652 0.8 215

AND4 B 0.6141 0.6318 2.8 133
C 0.5777 0.5677 1.8 138
D 0.6217 0.6373 2.4 165
A 0.5653 0.5534 2.2 8

OR3 B 0.546 0.5457 0.1 9
C 0.5261 0.5327 1.2 8
A 0.5414 0.5428 0.3 167

OR4 B 0.5121 0.523 2.1 142
C 0.5343 0.5426 1.5 161
D 0.505 0.5038 0.2 167

Avg. Speedup 197

*LG → proposed logic threshold voltage generation algorithm.

is shown in Table II. Due to space limitations, only gates
expected to cause higher approximation error are shown;
higher error is expected in gates with transistors in series and
compound gates. It can be seen that using the proposed logic
threshold calculation algorithm, the error varies from 0.1%
(INV “Inverter,” 0.7 mV error) to 3.1% (input-B of NAND4
“4-input NAND gate,” 20.1 mV error) when compared with
HSPICE. Error is highest in case of NAND4 gate (four-input
NAND) as it consists of 2 two-input NAND gates connected to
a two-input NOR gate followed by an INV, therefore the error
in logic threshold calculation is accumulated with each stage.
We also investigated the effect of leakage current, contributed
by transistors that are switched off. For all the gates shown
in Table II, error due to leakage current is less than 2.1 mV
(0.44%) and on average it is 0.7 mV (0.13%). To analyze
further, the deviation of calculated logic threshold voltages
from HSPICE results, we also investigated the impact of body
effect due to transistor stacking on threshold voltage, using
20 different transistor configurations. For all configurations,
using the proposed model, the difference is less than 0.98
mV (0.42%) with average difference of 0.86 mV (0.31%) in
comparison to HSPICE. The last column of Table II shows the
relative runtime improvement when comparing the proposed
logic threshold calculation algorithm and HSPICE (HSP

LG
). In

TABLE III

Error (%) in Logic Threshold Voltage Generation Under the

Influence of Process Variation in Comparison to HSPICE

Gate Node Lth Error (%)
Min Max Avg

INV 0.01 0.58 0.14
A 0.26 3.54 1.88

NAND3 B 0.59 4.97 2.27
C 0.64 4.66 2.11
A 0.01 5.18 2.60

NAND4 B 0.66 5.57 4.17
C 0.02 5.15 3.74
D 0.20 5.19 4.31
A 0.57 4.06 2.89

NOR3 B 0.47 3.45 2.37
C 0.50 3.76 1.81
A 0.01 5.74 3.88

NOR4 B 0.63 5.69 4.58
C 0.14 5.19 4.00
D 0.04 5.21 4.39
A 0.05 4.84 2.36

AND3 B 0.04 4.89 2.78
C 0.59 4.80 2.52
A 0.47 4.61 2.90

AND4 B 0.19 5.06 3.49
C 0.02 4.30 2.11
D 0.10 4.26 2.88
A 0.22 5.21 3.25

OR3 B 0.46 3.79 2.43
C 0.08 4.25 1.90
A 0.04 5.52 2.06

OR4 B 0.40 5.36 3.45
C 0.02 4.73 1.90
D 0.07 5.22 2.54

comparison to HSPICE, the maximum improvement is in
case of INV (2730 times), and least improvement is in case
of NAND3 gate (3-input NAND), which is five-times. This is
because NAND3 gate has three transistors in series in the pull-
down network and In approximation for each transistor is
needed to compute logic threshold voltage of each gate input.
When considering all the gates shown in Table II, average
improvement is 197-times in comparison to HSPICE and in
general considering all gates in the gate library, it was found
that average time improvement is 257-times.

Next, we examine the influence of process variation on the
accuracy of the proposed logic threshold voltage calculation
algorithm. This experiment uses process variation permutation
generator (Fig. 9) and the generated results are compared with
HSPICE to examine the relative accuracy. The results are
shown in Table III with minimum (Min), maximum (Max)
and average (Avg) error per gate-input per gate. The least
error is observed in case of the simplest gate (INV) with
0.14% average error over 600 permutations. Highest deviation
of 4.58% is observed in case of NOR4 gate (4-input NOR),
because it consists of two NOR2 gates, connected to NAND2
gate, followed by an INV and error is accumulated with each
stage. In any permutation over all gates, maximum observed
error is 5.69% as in case of input-B of NOR4 gate.

Finally, the logic threshold voltage generator is validated
under the effect of PVT variation by using the process varia-
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TABLE IV

Average Error (%) in Logic Threshold Voltage Generation

Under PVT Variation in Comparison to HSPICE

Voltage 0.8 V 0.9 V 1.0 V 1.1 V 1.2 V
Temperature
−40 °C 2.31% 2.23% 2.18% 2.13% 2.13%
25 °C 3.11% 2.77% 2.50% 2.36% 2.23%
125 °C 3.27% 3.08% 2.96% 2.82% 2.80%

tion permutation generator, voltage and temperature variation
generators (Fig. 9). The experiment is conducted by using
600 permutations of process variation at different voltage
and temperature settings, when considering each gate-input
per gate and average error is shown in Table IV. At a
given temperature, the average error in logic threshold voltage
calculation decreases as voltage increases. Similarly, at a given
voltage, average error in logic threshold calculation increases
as temperature increases from −40 °C to 125 °C. This is
because transistor drain current reduces with supply voltage,
and at a given voltage it reduces further with increase in tem-
perature as shown in Fig. 8. Since the algorithm (Section II-A)
terminates when the difference in currents through the pull-up
and pull-down networks of a gate is less than 1 μA, this 1 μA
difference in current becomes a bigger proportion of transistor
currents at lower voltage (higher temperature) setting leading
to higher accuracy error. A trivial change in termination
criteria, for example reducing it further from 1 μA can improve
the accuracy at lower voltage and higher temperature setting.

B. Validation of Bridge Critical Resistance Calculation Algo-
rithm

The critical resistance calculator uses the approximation
algorithm discussed in Section II-B. We first compare the gen-
erated results using the proposed critical resistance calculation
algorithm with HSPICE in nominal operating condition and
under the influence of PVT variation. This experiment uses
the flow shown in Fig. 9, where for a given bridge fault-
site, logic threshold voltage of the driven gates is calculated
by using HSPICE to examine the calculation error of the
proposed algorithm. Table V shows the results in nominal
operating condition and when considering the influence of
process variation on critical resistance calculation of bridge
fault-site. The fault-sites shown in Table V include a number
of cases where high approximation error is expected due to
gates with transistors in series. In nominal operating condition,
the difference in critical resistance varies from 0.18% (fault-
site driven by INV-INV with 3 � difference) to 0.73% (fault-
site driven by 3-input NOR and 3-input NAND gates with
11 � difference) when compared with HSPICE. Generally,
the difference in critical resistance calculation increases with
higher number of transistors in series in the pull-up and pull-
down networks as in case of fault-site driven by NOR3-NAND3
gates. This is because each transistor requires voltage (Vds)
approximation using the algorithm discussed in Section II-B
to calculate the critical resistance of the bridge. We also
analyzed the error contribution due to leakage current and for
all the fault-sites shown in Table V, max difference is 0.13%

TABLE V

HSPICE Results in Comparison with the Critical Resistance

Calculator in Nominal Operating Conditions and Under the

Influence of Process Variation

Driving Gates Nom ±3σ Variation Time Nom
(D1, D2) Tech. (�) L (�) H (�) (s) Err. %
INV (0) CRC 1658 95 7559 0.37
INV (1) HSP 1661 99 7574 301 0.18
IVN (0) CRC 1223 408 9758 0.74

NAND2 (1, 1) HSP 1232 406 9762 307 0.73
NAND2 (0, 0) CRC 3732 2550 14 001 0.82
NAND2 (1, 1) HSP 3752 2569 13 900 312 0.53
NOR2 (0, 0) CRC 2094 62 11 998 1.20

NAND2 (1, 1) HSP 2104 56 12 080 319 0.47
NOR2 (0, 0) CRC 1649 59 13 540 1.50

NAND3 (1, 1, 1) HSP 1655 67 13 440 317 0.36
NOR3 (0, 0, 0) CRC 1511 76 13 157 1.86

NAND3 (1, 1, 1) HSP 1500 73.6 13 090 316 0.73

*CRC → proposed critical resistance calculation algorithm,
HSP → HSPICE, L → low, H → high, Nom → nominal.

leading to 2 � difference in critical resistance calculation, as in
case of a fault-site driven by NOR3-NAND3 gates. This clearly
demonstrates the accuracy of the proposed critical resistance
calculation algorithm in nominal operating conditions.

Table V also shows the minimum (low) and maximum
(high) values of bridge critical resistance, as a result of process
variation across ±3σ range. The minimum and maximum
differences are 2 � (fault-site driven by INV-NAND2) and 101
� (fault-site driven by NAND2-NAND2) respectively, which is
also the maximum difference observed for all 350 fault-sites.
It should be noted that bridge fault is detected over a range
of resistance values and a test is not for a specific (discrete)
resistance, as shown in [12]. This means that the difference
in resistance values (Table V) between the proposed model
and HSPICE does not necessarily mean loss of test coverage.
The second last column of Table V shows the simulation time
using the two methods (proposed and HSPICE). The proposed
method is approximately 376-times faster than HSPICE and in
general, 287-times faster for 350 fault-sites. This is a signifi-
cant speedup in comparison to the algorithm proposed in [8],
which is on average 7-times faster than HSPICE. Note that the
simulation time of logic threshold generation is excluded to
examine the relative speedup, in comparison to HSPICE, using
the proposed algorithm for critical resistance calculation.

The combined effect of PVT variation using the proposed
bridge critical resistance calculation algorithm is considered
next and the results are shown in Table VI. This shows the
average error in bridge critical resistance calculation using the
proposed algorithm and HSPICE when considering 350 fault-
sites and it shows the same trend as observed from Table IV
and related discussion (in the last paragraph of Section III-A),
at a given temperature, the average error in bridge critical resis-
tance calculation decreases as voltage increases and at a given
voltage, the average error increases as temperature increases.

C. Validation of the Proposed Modeling Technique
We show experimental results to validate the complete

modeling flow (Fig. 9) using the two proposed algorithms for
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TABLE VI

Average Error (%) in Critical Resistance Calculations Under

PVT Variations in Comparison to HSPICE

Voltage 0.8 V 0.9 V 1.0 V 1.1 V 1.2 V
Temperature
−40 °C 0.65% 0.61% 0.59% 0.57% 0.56%
25 °C 0.69% 0.69% 0.66% 0.62% 0.60%
125 °C 1.73% 1.47% 1.31% 1.19% 1.11%

logic threshold voltage generation (Section II-A) and critical
resistance calculation (Section II-B) and compare the results
with HSPICE to examine the net effect on accuracy using
the proposed technique. In this experiment, the proposed
algorithm for logic threshold (Lth) voltage generation is used
for each fault-site and Lth is then used to calculate the critical
resistance of each of 350 different bridge fault-sites.

We first show the results in nominal operating condition (1.2
V, 25 °C) and then incorporate the effect of process variation.
The results are shown in Table VII for a selected number of
fault-sites for which high approximation error is expected due
to gates with transistors in series. For all fault-sites, Table VII
shows the comparison in nominal operating condition (marked
“Nom”), it can be seen that when compared with HSPICE, the
difference in critical resistance varies from 8 � (bridge driven
by INV-INV) to 31 � (bridge driven by NOR3-NAND3) leading
to calculation error of 0.48% to 2.07%, respectively. High error
(in case of NOR3-NAND3) is because three transistors are in
series in the pull-up and pull-down networks of the two gates
driving the bridge, and each transistor requires voltage (Vds)
approximation using the algorithm proposed in Section II-B,
for bridge critical resistance calculation. Error due to leakage
current for all the fault-sites shown in Table VII was also
analyzed and max difference is 0.2% leading to 3 � difference
in critical resistance calculation, as in case of a fault-site driven
by NOR3-NAND3 gates.

When considering the effect of process variation, Table VII
shows the minimum (low) and maximum (high) values of
bridge critical resistance (Rcrit). The minimum and maximum
differences are 3 � (fault-site driven by INV-NAND2) and
132 � (fault-site driven by NOR3-NAND3) respectively, which
is also the maximum difference observed for all 350 fault-
sites. Fig. 10 shows the effect of process variation on critical
resistance calculation of a bridge fault-site driven by two
NAND2 gates (with inputs [0, 0] and [1, 1]). It can be observed
from these results (Table VII, Fig. 10) that the proposed mod-
eling technique achieves high accuracy (worst case error of
2.07%) when compared with HSPICE. When considering the
combined effect of PVT variation over all (350) fault-sites, the
worst case error is 2.64% when operating at 0.8 V and 125 °C.

From the results presented in this section, we observe that
the following two observations can further improve the pro-
posed modeling technique. First, since the proposed technique
utilizes BSIM4, the upper bound in accuracy is that of the
BSIM4 transistor model. However, this technique (Section II)
does not depend on a specific transistor model and can be up-
dated using a more accurate transistor model to achieve higher
accuracy. Second, it is observed from the experimental results

TABLE VII

HSPICE Results in Comparison with the Proposed Technique in

Nominal Operating Conditions and Under the Influence of

Process Variation

Driving Gates Nom ±3σ Variation Nom
(D1, D2) Tech. (�) Low (�) High (�) Err. %
INV (0) PM 1653 92 7555
INV (1) HSPICE 1661 99 7574 0.48
IVN (0) PM 1223 409 9754

NAND2 (1, 1) HSPICE 1232 406 9762 0.73
NAND2 (0, 0) PM 3732 2551 14 022
NAND2 (1, 1) HSPICE 3752 2569 13 900 0.53
NOR2 (0, 0) PM 2080 63 11 991

NAND2 (1, 1) HSPICE 2104 56 12 080 1.14
NOR2 (0, 0) PM 1631 62 13 548

NAND3 (1, 1, 1) HSPICE 1655 67 13 440 1.45
NOR3 (0, 0, 0) PM 1531 79 13 222

NAND3 (1, 1, 1) HSPICE 1500 73.6 13 090 2.07

*PM → proposed modeling technique.

Fig. 10. Effect of process variation on the critical resistance of a bridge
driven by two NAND2 gates.

that in comparison to HSPICE, the accuracy of the proposed
technique reduces with higher number of transistors in series.
For example, the difference in critical resistance calculation
increases (compared to HSPICE) with higher number of
transistors in series in the pull-up and pull-down networks as in
case of fault-site driven by NOR3-NAND3 gates (the last row of
Table VII). The accuracy can be improved further by reducing
the value of the parameter LIMIT (Figs. 3, 4, 6), however that
will increase the computation time of the algorithm.

To demonstrate the runtime improvement of the proposed
modeling technique in comparison to HSPICE, Fig. 11 shows
the simulation time of the two modeling techniques (proposed
and HSPICE) using 50 randomly generated fault-sites. The
minimum and maximum times for the proposed technique are
5.2 s and 171.7 s, respectively. In case of maximum simulation
time (171.7 s) the fault-site comprises of three NAND3 (3-input
NAND) gates as the fanout gates, which requires longer logic
threshold calculation time. Table II shows that logic threshold
calculation is slowest in case of NAND3 gate when compared to
other gates and it is only five-times faster than using HSPICE.
However, using HSPICE the minimum and maximum times
for critical resistance calculation are 1743.9 s and 2853.5
s, respectively. In general, when considering 350 fault-sites,
the proposed technique is 53-times faster than HSPICE. A
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Fig. 11. Computation time improvement: proposed technique versus
HSPICE.

Fig. 12. Resistance range coverage for a fault-site driven by two inverters.
(a) Effect of voltage variation. (b) Effect of temperature variation.

recent study has reported that it took nearly a week with
eight computers working in parallel to generate a database
for ISCAS’85, 89 benchmarks [9]. Using the proposed tech-
nique, we were able to re-generate the database for the same
set of benchmarks in just over 3 h with approximately the
same accuracy. These results clearly show that the proposed
technique is fast and accurate when compared with HSPICE.
The proposed technique can be incorporated into an ATPG
process through database generation, for example as in [12].
However, instead of generating database through HSPICE,
the proposed technique can be used for efficient database
generation. The only downside of database generation is that
it is technology specific and a new database will be needed
for every technology node. Similarly, for fault simulation, the
proposed technique can be used instead of HSPICE for very
efficient fault simulation.

Next, we show the effect of PVT variations on resistance
range coverage of bridge defect. Fig. 12(a) shows the effect of
process and voltage variation on critical resistance of a bridge
driven by two inverters. It can be seen that higher resistance
range is detectable at lower voltage, which is in line with
results reported in recent publications, for example see [12]
and [20] for more details, note that temperature is constant
at both voltage settings. For the same fault-site, we used the
lowest voltage (0.8 V that covers highest resistance range) and
changed the temperature to observe the effect of temperature
variation. The simulation results are shown in Fig. 12(b),
which shows the effect of process and temperature variation
on critical resistance of a bridge. It can be seen that maximum
resistance is covered at highest temperature and lowest voltage
setting, which is in line with the discussion in Section II-C.

IV. Conclusion

This paper presented a fast and accurate technique to model
the effect of process, voltage and temperature variation on
resistive bridge defects by employing BSIM4 (I–Vds) transistor
model. The effect of process variation is modeled by using
three transistor parameters L, Vth, and μeff , using Gaussian
distribution. Variation in supply voltage is modeled by varying
the supply voltage and temperature dependent transistor mod-
els are used to model the effect of temperature variation. The
effect of voltage and temperature variation are incorporated by
varying their respective values within prescribed (gate library)
operating ranges. The proposed modeling technique employs
an approximation algorithm for logic threshold calculation of
gates’ inputs driven by the bridge fault-site and a voltage (Vds)
approximation algorithm for critical resistance calculation.
The proposed modeling technique is extensively validated
through comparison with HSPICE and it is shown that the
worst-case error for logic threshold generation algorithm is
3.1% and Vds (critical resistance) approximation algorithm is
0.73%, respectively, when operating in nominal (1.2 V, 25
°C) condition. Combining the two approximation algorithms
together for critical resistance calculation, under the influence
of PVT variation over 350 fault-sites, the worst-case error is
2.64%, when compared with HSPICE. In terms of run-time
improvement, it is shown that on average over 350 fault-
sites, the proposed modeling technique is 53-times faster than
HSPICE (Fig. 11). The proposed modeling technique has been
demonstrated on a 65 nm gate library, and it can be used
for evaluating the impact of PVT variation on bridge defect
using other technology nodes. The modeling flow (Fig. 9)
will require a gate library with respective transistor model
card, appropriate values of mean and standard deviation for
the three transistor parameters (Table I) and voltage and
temperature variation ranges through the gate library. This
paper represented the first step toward efficient test generation
and diagnosis of deep submicron bridge defects under the
influence of process variation.
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