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Abstract

A search for non-prompt photons in diphoton events with large missing transverse energy

at the ATLAS detector is presented in this thesis. This search was performed using data

collected from proton-proton collisions provided by the Large Hadron Collider at CERN

at two energies: 4.8 fb−1collected at a center of mass energy of 7 TeV in 2011 and

20.3 fb−1collected at a center of mass energy of 8 TeV in 2012.

The theoretical motivation for this search lies in the Gauge Mediated Symmetry Breaking

models in which the lightest neutralino can be long-lived and decay to a photon and

a gravitino, which is stable and the source of missing transverse momentum in these

models. The photons produced in these decays have two unique properties due to

the finite lifetime of the neutralino: they will not point back to the primary collision

vertex and they will arrive at the electromagnetic calorimeter delayed compared to

promptly produced photons. These two signatures were used to search for non-prompt

photons in a simplified model in which the only two free parameters are the lifetime

of the neutralino and the effective supersymmetry breaking scale, corresponding to the

mass of the neutralino. In the two datasets, no significant excess over the Standard

Model predictions was observed. These results were used to set exclusion limits on the

lifetime and mass of the lightest neutralinos at the 95% confidence level: neutralinos

with lifetimes varying from 250 ps to 50 ns in the mass range of 95 GeV to 240 GeV

were excluded by the 7 TeV analysis, neutralinos with lifetimes varying from 250 ps to

100 ns in the mass range of 120 GeV to 440 GeV were excluded by the 8 TeV analysis.
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Chapter 1

Introduction

The Standard Model of particle physics combines the theoretical framework of elec-

troweak interactions, Quantum Chromodynamics, and the Brout-Englert-Higgs mecha-

nism into a model that has been the foundation of particle physics since the experimental

confirmation of quarks in deep inelastic scattering experiments at the Stanford Linear

Accelerator in 1968 [3][4]. In the following decades, it successfully predicted the existence

of every known elementary particle and hundreds of composite particles. It has also been

remarkably successful at predicting the experimental results obtained at particle physics

experiments; the discovery that neutrinos are not massless is the only experimentally

confirmed [5, 6] result that disagrees with the SM prediction. There are, however, many

observations that suggest that the Standard Model is not a complete description of na-

ture but in fact a low energy approximation. These include: the lack of a dark matter

candidate (see section 2.1.2), the hierarchy problem (see section 2.1.2), the inability to

explain the extent of the matter anti-matter asymmetry in the Universe [7], and the

absence of gravity in the model.

An elegant solution to the limitations of the Standard Model are found in the Supersym-

metry (SUSY) models which predict the existence of a new family of particles that are

partners to the Standard Model particles. SUSY contains a number of parameters that

have yet to be constrained, leading to a number of different models. One such model

is Gauge Mediated Symmetry Breaking (GMSB) where the lightest neutralino can be

long lived and travel away from the primary vertex before decaying to a photon and a

gravitino, which is a dark matter candidate. The long lifetime of the neutralino leads to

1
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(non-prompt) photons having two unique properties that photons produced in prompt

decays would not be expected to have: the shower in the electromagnetic calorimeter

will not point back to the primary collision vertex (i.e. photons are non-pointing), and

a non-prompt photon will arrive at the electromagnetic delayed compared to a prompt

photon.

This thesis describes two analyses looking for evidence of GMSB with long-lived neu-

tralinos decaying to a photon and a gravitino. These searches were performed using

data from proton-proton (pp) collisions collected by the ATLAS collaboration at centre

of mass energies of
√
s = 7 TeV and

√
s = 8 TeV (hereafter referred to as the 7 TeV

analysis and the 8 TeV analysis). These analyses closely follow the strategy of a similar

search for GMSB in a signal region consisting of final states containing two photons and

a large amount of missing energy, where the neutralino decays promptly to a photon and

gravitino [8] (hereafter referred to as the prompt analysis). One complication in these

analyses is that it is not possible to estimate the number of background events in the

signal region. The analyses presented in this thesis exploit the fact that the non-pointing

and delayed timing distributions of non-prompt photons, from the decay of long-lived

neutralinos, are different to those expected for background events in the signal region

to extract limits on the number of observed signal events.

The structure of this thesis attempts to mirror the development of the analyses presented

within. The theoretical concepts and arguments that justify these searches for GMSB

in events with diphoton final states and a large amount of missing transverse energy are

presented in chapter 2. This includes: an overview of the Standard Model and some

of its limitations, an overview of SUSY and why it is an attractive theory, and details

of the simplified GMSB model used in these analyses. The data used in this thesis to

search for GMSB is collected by the ATLAS detector using pp collisions provided by

the Large Hadron Collider (LHC); the design of both of these machines is described

in chapter 3. In the ATLAS detector, the information from a number of different sub-

detectors needs to be combined so that particles can be reconstructed and identified:

this process is described in chapter 4. Signal Monte Carlo (MC) that has been produced

with the expected kinematic properties of GMSB events is introduced in chapter 5.

This MC allows the non-pointing and delayed timing nature of non-prompt photons

to be investigated, and the potential impact this has on identification of non-prompt

photons and the efficiency of events making it into the signal region to be studied. In
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chapter 6, the pp data that was used in this thesis is introduced. In addition to the data

in the signal region, it is separated into different control samples that are used to test the

non-pointing and delayed timing distributions of non-prompt photons and model these

in the expected background events. The method for fitting the signal and background

distributions to those observed in the signal region is described in chapter 7. This is

used to obtain the number of signal events and to set exclusion limits in the GMSB

parameter space. The systematic uncertainties that can affect the expected signal yield

or the shape of the pointing and timing distributions used to determine the number

of observed signal events are described in chapter 8. In chapter 9, the results in the

7 TeV and 8 TeV signal regions are unveiled and the interpretation of these results in

the GMSB parameter space used in these analyses is presented. In chapter 10, a study

looking at the prospects of a similar search for non-prompt photons during run 2 of

the LHC, which started in June 2015 with pp collisions at
√
s = 13 TeV, is presented.

Finally, chapter 11 presents a summary of everything that has been presented in this

thesis and the conclusions that can be drawn from it.

While the work presented in this thesis is a result of the collaborative effort of a small

team of researchers, the author made a number of significant contributions to each of the

analyses. In the 7 TeV analysis the author lead the efforts to understand how the shower

of particles, produced when a non-prompt photon interacts with the electromagnetic

calorimeter, develops as photons become more non-pointing and how this shower differs

from showers produced by promptly produced objects. The author was also responsible

for producing the 7 TeV limit plots which can be found in section 9.1.2. In the 8 TeV

analysis, the author lead all aspects of the analysis relating to the non-pointing nature

of photons, developed an independent cutflow which was used to produce all data and

Monte Carlo samples, developed a new lifetime reweighting method (see Appendix B),

and lead the efforts to estimate the systematic uncertainties that are present in this

analysis (see chapter 8).



Chapter 2

Theory

In this chapter, the theoretical models that are relevant to the search for non-prompt

photons are discussed. A brief introduction to the Standard Model (SM) of particle

physics is given in section 2.1, including a discussion of some of the evidence that suggests

that the SM is not a complete description of nature. In section 2.2 SUSY, a proposed

extension to the SM is introduced and the specifics of the Gauge Mediated Symmetry

Breaking (GMSB) model that will be used to interpret the results presented in this

thesis is discussed.

2.1 The Standard Model of Particle Physics

The SM of particle physics was developed in the 1960s in an attempt to make sense of,

and indeed prescribe order to, the vast array of new particles that were being discovered.

The structure of the theory can be found in a variety of sources such as the original

work [9, 10, 11, 12, 13, 14] (including the Brout-Englert-Higgs mechanism [15, 16, 17]),

dedicated reviews [18], and many articles, theses and textbooks. As such, this section

will only give a brief introduction to the particles and forces of the SM before discussing

the need for extensions to the SM.

4
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Quarks
Charge Mass

u + 2
3 < 2.3 MeV

d − 1
3 4.8 MeV

s + 2
3 95 MeV

c − 1
3 1.275 GeV

t + 2
3 173.21 GeV

b − 1
3 4.18 GeV

Table 2.1: Mass and charge of the three generations of quarks. Masses taken from
PDG group site where associated uncertainties can also be found [18].

2.1.1 Particles and Forces

In nature any conserved physical parameter is due to an underlying symmetry [19].

Symmetries therefore have played an important role in the development of many im-

portant theories and the SM is no exception. The SM is a relativistic quantum field

theory in which the Lagrangian must be invariant under local gauge transformations.

The symmetry of the SM is described by:

U(1)Y × SU(2)L × SU(3)C , (2.1)

where U(1)Y describes quantum electrodynamics (QED), SU(2)L describes the weak

interaction, and SU(3)C describes the strong interaction (quantum chromodynamics,

QCD). In this formalism particles are excited states of fields and it is the interaction

between fields that has been interpreted in classical mechanics as forces.

The fundamental constituents of matter are spin half particles called fermions which

can be subdivided into two families: quarks (q) and leptons (l). The two lightest quarks

are the up (u) and down (d) quarks which have fractional charges of +2
3e and −1

3e

respectively and are the basic building blocks of protons and neutrons (uud and udd).

The u and d are the first of three generations of quarks, with each generation consisting

of two quarks. In each generation, one quark has the same electric charge as the u

quark and the other the same as the d quark, as shown in table 2.1. Each quark has

an antiparticle (q) which is identical to the quark except that the sign of the electric

charge is inverted. Quarks are confined to composite particles known as hadrons, either

in baryons with two other quarks (qqq or qqq) or in mesons together with an antiquark

(qq).
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Leptons
Charge Mass

νe 0 < 0.002 MeV
e −1 0.511 MeV
νµ 0 < 0.19 MeV
µ −1 105.66 MeV
ντ 0 < 18.2 MeV
τ −1 1776.82 MeV

Table 2.2: Mass and charge of the three generations of leptons. Masses taken from
PDG group site where associated uncertainties can also be found [18].

Bosons
Symbol Force EM Charge Mass [GeV] Relative Strength

gluon g Strong (QCD) 0 0 1038

photon γ Electromagnetic (QED) 0 0 1036

W W± Weak ±1 80.385 1025

Z Z Weak 0 91.188 1025

graviton G Gravitational - - 1
Higgs H − 0 125.7 −

Table 2.3: Fundamental properties of SM Bosons. Information taken from PDG group
site [18] Note: gravitons are not included in the SM but are included here so that the

relative strength of the forces can be compared to gravity.

As with quarks, leptons also exist in three generations, the lightest of which contains

the electron (e) and a corresponding neutrino (νe). The second and third generations of

the leptons are populated by heavier versions of electrons called muons (µ) and taus (τ)

together with corresponding neutrinos (νµ and ντ ) as shown in table 2.2. Unlike quarks,

leptons have integer charge and can be found isolated in nature. By definition charged

leptons are negative and antileptons positive.

The interactions between these fundamental particles (fields) are mediated by the ex-

change of integer spin particles known as gauge bosons. The SM bosons, along with the

force they mediate, are shown in table 2.3.

There is one important caveat to add when discussing the gauge bosons in table 2.3:

the photon and Z bosons are not electroweak gauge eigenstates but arise due to the

electroweak symmetry being broken at low energies [16]. Before electroweak symmetry

breaking there are two neutral gauge eigenstates (W 0 and B0) which mix to form the

mass eigenstates (γ and Z) observed in nature.
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2.1.2 Limitations

To date, predictions made using the SM agree with experimental results from particle

colliders to a remarkable degree of accuracy [20]. However, there are known limitations

to the model and there are observations from other fields of study that the SM is unable

to account for. The mass of the Higgs boson and dark matter are two examples of these

problems that are discussed in more detail below.

The Hierarchy Problem

The discovery in 2012 by the ATLAS and CMS collaborations [21, 22] of a new boson

with properties consistent with that of a SM Higgs boson is an impressive example of

the predictive power of the SM. However, the mass (mH) it was discovered at highlights

an inconsistency in the theory known as the hierarchy problem. The hierarchy problem

arises due the vast difference in the strength of gravity relative to the other fundamental

forces (see table 2.3). More specifically, if the quantum corrections to the mass of the

Higgs boson are calculated they are on the order of the Planck mass which is many

orders of magnitude larger than the observed mass of 126 GeV. Full treatment of the

hierarchy problem can be found in the literature (e.g. [23]), however, the correction

(∆mH) due to a fermion f with Nf repetitions and coupling λf to the Higgs field can

be simplified to:

∆m2
H = Nf

λ2
f

8π2

[
−Λ2 + 6m2

f ln
(

Λ
mf

)
− 2m2

f

]
+O

(
1

Λ2

)
(2.2)

where Λ is the cutoff scale up to which the SM is a valid theory, λ2
f = 2mf/v

2 and

v is the vacuum expectation value of the Higgs boson. From equation 2.2 it can

be seen that ∆m2
H ∝ Λ2 which, assuming the SM is valid up to the Planck scale

(MP ∼ O
(
1019

)
GeV ), implies that ∆mH due to SM fermions should be many or-

ders of magnitude larger than mH . That corrections this large could be cancelled out

by chance seems unnatural and led many theorists to suggest that it hints at an undis-

covered symmetry in nature (see section 2.2). This symmetry suggests that there is a

family of undiscovered particles whose corrections to the Higgs mass naturally protect

it from these quadratic divergences. If we assume there are Ns scalar particles with

trilinear (vλs) and quadlinear (λs) couplings to the Higgs boson, then the corresponding

correction to mH is given by:
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∆m2
H =

λsNs

16π2

[
−Λ2 + 2m2

sln
(

Λ
ms

)]
− λ2

sNs

16π2
v2

[
−1 + 2ln

(
Λ
ms

)]
+O

(
1

Λ2

)
. (2.3)

If it is also assumed that the couplings to the Higgs boson of the SM fermions and

the new scalar particles are related in such a way that −λs = 2mf/v
2 = λ2

f and that

Ns = 2Nf , then equations 2.2 and 2.3 can be combined to give:

∆m2
H =

Nfλ
2
f

4π2

[
(m2

f −m2
s)ln

(
Λ
m2
s

)
+ 3m2

f ln
(
ms

mf

)]
+O

(
1

Λ2

)
. (2.4)

From this equation it can be seen that the Λ2 dependence has disappeared with only a

ln (Λ) term remaining. Therefore, even if Λ ∼MP the correction to the Higgs mass will

be relatively small. It can also be seen that if the symmetry is exact and mf = mS ,

then the correction disappears completely.

Dark Matter

Dark matter is a theoretical form of non-baryonic matter that does not interact via

the electromagnetic (EM) force. Evidence for the existence of dark matter originally

came from observations that galaxies rotate faster than general relativity allows [24]

and that the bending of light from stars and galaxies [25] can be explained by the

gravitational influence of matter that cannot be seen. This matter has also been shown to

be responsible for creating the large scale structure of the Universe [26], requiring a large

percentage of dark matter be non-relativistic. According to recent measurements of the

cosmic microwave background radiation by the Planck satellite [27] there is considerably

more dark matter in the universe than ordinary matter with dark matter accounting for

26.8% of the energy density of the universe compared to only 4.9% for ordinary matter.

The favoured theory to explain this dark matter is that non-relativistic particles that

interact very weakly with SM particles were produced in the early Universe. Neutrinos

are the only stable SM particles that interact weakly with baryonic matter, however the

relativistic nature of neutrinos mean that they cannot explain the large scale structure of

the Universe and can only be responsible for a small fraction of the dark matter content.

Therefore, the discovery of particles that are dark matter candidates would be a clear

sign of physics beyond the SM. Searches to discover dark matter particles indirectly, in
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collider experiments (see for example [28]), or directly, in dedicated experiments (see for

example [29]), have so far found no conclusive evidence.

2.2 Supersymmetry

Attempts to include the SM as part of a greater symmetry [30, 31, 32, 33] would develop

into the basis for a group of related theories known today as supersymmetry (SUSY).

A common feature of SUSY models is that they predict the existence of a whole family

of undiscovered particles that are the superpartners to the SM particles.

The analyses presented within this thesis have made every attempt to be as model

independent as possible. Therefore, a detailed handling of SUSY, while insightful, is

beyond the scope of this thesis. This section will provide: an introduction to SUSY,

why and how the symmetry could be broken, and an introduction to the simplified

SUSY model that will be used to interpret the results presented in this thesis. If a

more detailed handling of SUSY is required it can be found in dedicated reviews (e.g.

[34, 35, 36]) and the sources referenced in this section.

2.2.1 Basics of Supersymmetry

In SUSY models, the new symmetry is a space-time symmetry relating SM fermions and

bosons to their superpartners according to:

Q|fermion〉 = |boson〉

Q|boson〉 = |fermion〉 (2.5)

where the generator Q acting on fermions is responsible for the transformation of

fermions into bosons and vice-versa. If the symmetry is an exact symmetry, each SM

particle and its superpartner will have the same quantum numbers other than spin. The

underlying mathematics allows these partner particles to be arranged in a multiplet

(supermultiplet) provided the number of fermionic and bosonic degrees of freedom are
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equal. This requirement can be met if a supermultiplet contains a Weyl fermion [37]

with two helicity states and two real scalars.

The naming convention for the new particles predicted in SUSY has been developed to

highlight the connection between the SUSY particle and its SM partner. The superpart-

ner to SM fermions have the same name with an ‘s’ preceding it, so the superpartner to

an electron would be a selectron. For the superpartners of the SM bosons the names are

postfixed with an ‘ino’, i.e. the partner to a W is a wino and the partner to a gluon is a

gluino. The notation also highlights the connection between the SUSY and SM particles

with the SUSY particle having the same symbol as the SM particle with a˜added above.

2.2.2 The Minimal Supersymmetric Standard Model

The underlying theory of SUSY can be used to construct new theories with a large

number of new particles and interactions. A theory developed to contain the minimum

number of new particles and interactions required to reproduce the SM, as shown in table

2.4, is called the minimal supersymmetric standard model (MSSM). In order to avoid a

gauge anomaly in the electroweak gauge symmetry a separate supermultiplet giving mass

to up and down type quarks is needed, requiring there to be four Higgs boson gauge

eigenstates. After electroweak symmetry breaking, mixing of these gauge eigenstates

leads to there being 5 spin-0 Higgs boson mass eigenstates (only the lightest of which

has been discovered) as shown in table 2.5. This results in two different Higgs doublets,

one coupling to up type quarks and the other to down type quarks, requiring two separate

Higgs superfields. Including the two Higgs fields in the superpotential introduces the

Higgs mass parameter µ, the value and sign of which is currently unknown, which is

required to give Higgsinos mass. The ratio of the vacuum expectation values of the

Higgs fields (tanβ) is an important parameter in SUSY models.

In the same way that the Higgs boson gauge eigenstates mix after electroweak symme-

try breaking, the Higgsino and electroweak gauginos mix to form mass eigenstates. The

neutral wino and the bino mix with the neutral Higgsinos to form four mass eigenstates

called neutralinos (χ̃0). The charged winos mix with the charged Higgsinos to form two

positive and two negative charginos (χ̃±). The different mass eigenstates of the neutrali-

nos and charginos are denoted by the subscript i, running from i =1-4 for neutralinos

and i =1-2 for charginos, with i = 1 (χ̃0
1/χ̃

±
1 ) indicating the lightest mass eigenstate.
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Supermultiplets
Name spin-0 spin-1/2 spin-1

squarks and quarks (ũ, d̃)L (u, d)L
ũR ũ∗R
d̃R d̃∗R

sleptons and leptons (ν̃e, ẽ)L (νe, e)L
ẽR ẽ∗R

gluinos and gluons g̃ g

winos and W bosons W̃±W̃ 0 W±W 0

bino and B boson B̃0 B0

Higgs and Higgsino (H+
u , H

0
u) (H̃+

u , H̃
0
u)

(H−d , H
0
d) (H̃−d , H̃

0
d)

Table 2.4: Supermultiplet combinations of particles in the MSSM. The quark and
lepton supermultiplets are only shown for the first generation. The spin 0 squarks and
sleptons are complex scalars. The subscript L and R indicate that the particle is left

or right handed. Adapted from table in [34].

Eigenstates
Names Gauge Mass

Higgs Bosons H̃0
u, H̃

+
u , H̃

0
d , H̃

−
d h0, H0, A0, H±

neutralinos B̃0, W̃ 0, H̃0
u, H̃

0
d χ̃0

1, χ̃
0
2, χ̃

0
3, χ̃

0
4

charginos W̃±, H̃+
u , H̃

−
d χ̃±1 , χ̃

±
2

Table 2.5: Gauge and mass eigenstates of MSSM bosons. Taken from [34].

If SUSY is a local symmetry [38, 39] then general relativity is included automatically

(as supergravity [40]) requiring the existence of a supermultiplet containing a spin-2 SM

graviton (G, with 2 helicity states) and its the spin-3/2 superpartner the gravitino (G̃,

also with 2 helicity states).

2.2.3 R-Parity Violation

In the SM, every interaction that has been observed results in the total number of

leptons (L) or baryons (B) staying constant. An important consequence of this apparent

conservation law is that the proton, as the lightest baryon, is stable with a lifetime of

at least 1033 years [41]. In MSSM however, baryon and lepton violating interactions

are introduced that would result in the lifetime of the proton being much shorter than

observed [34, 42].
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To address the problem of proton decay in SUSY models a new symmetry is introduced,

called R-parity, as defined by:

PR = (−1)3(B−L)+2s (2.6)

where s is the spin of the particle. From this definition it is clear the all SM particles

will have PR = +1 and all SUSY particles PR = −1. If R-parity is a conserved quantity

then this leads to two important implications:

• A SM particle must decay to an even number of SUSY particles (e.g. 2). In

addition to ruling out proton decay mechanisms this will result in two SUSY

decay chains if SUSY particles are produced in a collider experiment.

• A SUSY particle must decay to an odd number of SUSY particles (e.g. one SUSY

particle and one SM particle). Therefore the lightest SUSY particle (LSP) in any

SUSY decay chain will be stable.

A consequence of stable LSPs is that if the LSP is neutral and only interacts via the

weak and gravitational forces then it will be a dark matter candidate.

2.2.4 Symmetry Breaking

If SUSY is an exact symmetry then the SUSY particles will have the same mass as

their SM partner particles. To date, no SUSY particles have been observed either at

the SM particle masses or at larger energies, with many searches at ATLAS and CMS

failing to see any evidence of SUSY particles at energies in excess of 1 TeV [43, 44].

It must then be concluded that SUSY is not an exact symmetry at low energies. If

SUSY is an exact symmetry at high energies but broken at some intermediate energy,

allowing the SUSY masses to be much larger than the SM masses, then the cancellation

of quantum corrections to the Higgs mass in equation 2.4 will be preserved. SUSY is

broken if supersymmetric transformations of the vacuum state are no longer invariant.

This results in the minimum potential energy of the vacuum having a non-zero value,

as shown in figure 2.1. Soft SUSY breaking [45] models are attractive since they retain

the MSSM structure with the addition of a SUSY breaking mechanism. However, when
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soft SUSY breaking is included in the MSSM there are 105 free parameters [46] (masses,

phases and mixing angles) that have no SM counterpart.

Figure 2.1: Various symmetry breaking scenarios: SUSY is broken, whenever the

minimum potential energy, V, is non-zero. Gauge symmetry is broken whenever the

potentials minimum is attained at a non-zero field configuration, φ, of a gauge non-

singlet [47].

There are many proposed mechanisms by which SUSY could be broken, details of which

can be found in the literature (e.g. [34, 35, 36]). This thesis focuses on GMSB models.

2.2.5 Gauge Mediated Symmetry Breaking

In GMSB models the SUSY breaking occurs in a hidden sector at high energies which

does not couple to the MSSM sector [48]. The hidden sector contains a set of new

supermultiplets and a new superpotential that leads to spontaneous supersymmetry

breaking via O’Raifeartaigh models [49]. There also exists additional messenger chiral

supermultiplets with Nm generations which couple to the hidden sector. The messenger

particles gain mass in the hidden sector, which can be characterised by an overall mass

scale (Mm) and mass splitting (
√
F ). The messenger field transforms under the ordinary

SM gauge interactions, mediating the symmetry breaking from the hidden sector to the

MSSM sector via loops containing the messenger particles. SUSY gauginos receive mass
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contributions in 1-loop interactions and MSSM scalars in 2-loop interactions. Due to

gauge invariance in the SM, the SM gauge bosons are protected from mass corrections

from the messenger particles. In minimal GMSB (mGMSB) models the soft masses of

the gauginos (M̃r) and scalars (m̃φi) are found to be defined by 3 parameters: αr, their

SM couplings; Λ = F/Mm, the effective SUSY breaking scale in the visible sector; and

Nm. The masses are found to be [34]:

M̃r =
αr
4π

Λ (2.7)

m̃2
φi

= 2Λ2

[(α3

4π

)2
C3(i) +

(α2

4π

)2
C2(i) +

(α1

4π

)2
C1(i)

]
(2.8)

where Ca(i) are quadratic Casimir invariants [34]. If these particles are to have masses

on the order of 1 TeV, and therefore accessible at the LHC, then Λ is required to be of

the order of 100 TeV.

SUSY breaking implies the existence of a goldstino fermion [50] which is absorbed by

the gravitino giving it a mass of [34]:

m eG =
F0√
3MP

, (2.9)

where MP is the Planck mass and F0 is the fundamental symmetry breaking scale,

related to symmetry breaking scale felt by the messenger sector by Cgrav = F0/F .

Given that MP >>
√
F0 the gravitino will be the LSP, and therefore the dark matter

candidate in any GMSB model. Having the gravitino as a dark matter candidate poses

some important cosmological questions given that gravitinos would be produced with a

large amount of kinetic energy and be classified as warm dark matter. While cold dark

matter offers the simplest solutions to reproduce the large scale structure seen in the

Universe, it has been shown that the gravitino as a warm dark matter can reproduce

the large scale structure seen in the Universe [51] and be compatible with a Higgs boson

with a mass of 125 GeV [52]. A warm dark matter candidate could also help explain

the deficiency in the number of observed dwarf galaxies [53] and potentially explain the

unidentified 3.5 keV x-ray line that has been observed in many galaxies [54].
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The mGMSB models which are explored in this thesis are completely defined by six

variables (sign(µ), tanβ, Mm, Nm, Λ, Cgrav) rather than the 105 required by MSSM. An

attractive feature of mGMSB models over other SUSY models with different mechanisms

for symmetry breaking is that flavour changing neutral currents are naturally suppressed

rather than requiring additional assumptions. This arises due to the fact that ordinary

gauge interactions are blind to flavour and squarks and sleptons with the same quantum

numbers are mass degenerate [55].

2.2.6 Signal Model

While mGMSB models reduce the number of free parameters that are yet to be con-

strained by experimental results to 6, this is still a large parameter space to explore

experimentally. The Snowmass Points and Slopes [56] are a set of benchmark scenarios

where either all (points) or all but one or two (slopes) of the free parameters are set at a

fixed value. For the analyses presented in this thesis the SPS8 slope, which is specific to

GMSB and reduces the number of free parameters to 2, is used as the signal model. All

of the Snowmass Points and Slopes were originally of interest to theorists, and therefore

merit experimental attention. However the SPS8 slope was chosen as the signal model

for these analyses since the two free parameters in the model, Λ and Cgrav, can result

in some unique experimental signatures that will be introduced in this section and ex-

plained in more detail in chapter 5. In SPS8, the remaining four parameters needed to

fully describe mGMSB set to:

sign(µ) >0, tanβ =15, Mm =2Λ, Nm =1.

The relative mass of all SUSY particles in SPS8 is therefore fixed, with Λ setting the

scale. This can be seen in figure 2.2 which shows the mass of SUSY particles for two

different Λ values.

The fixed parameters in SPS8 are such that the next to lightest supersymmetric particle

(NLSP) will always be the lightest neutralino. The Wino and Bino components of

the neutralino allow a neutralino to decay to either a photon or a Z boson, which are

mixtures of the SM partners to the W̃0 and B̃0, and a gravitino. The decay rate of a

sparticle to its SM counterpart and a Goldstino (i.e. the gravitino) is given by [34]:
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Figure 2.2: Spectrum of SUSY particle masses in the SPS8 GMSB model for
Λ = 120 TeV (left) and Λ = 180 TeV (right) [57].

Γ
(
X̃ → XG̃

)
=

κm5eX
16πF0

2

(
1−

m2
X

m2eX
)4

(2.10)

where κ is a mixing parameter. Which for χ̃0
1 → γG̃ decays simplifies to:

Γ
(
χ̃0

1 → γG̃
)

=
κm5fχ0

1

16πC2
gravF

2
(2.11)

where F0 = CgravF has been substituted. The same treatment as above can be applied to

the χ̃0
1 → Z0G̃ decay rate resulting in a suppression factor proportional to

(
1−

m2
Z0

m2f
χ0

1

)4

compared to the χ̃0
1 → γG̃ decay rate. Given the large suppression factor to the

χ̃0
1 → Z0G̃ decay, the χ̃0

1 → γG̃ decay is the dominant decay path accounting for

approximately 85% of the branching fraction in the Λ region of interest. Note that due

to the Higgsino content of the lightest neutralino, a decay to a gravitino and a neutral

Higgs boson is also possible but the corresponding suppression factor for this decay is

sufficiently large that the branching fraction can be safely ignored. For simplification, the

analyses presented in this thesis have assumed that the branching fraction of χ̃0
1 → γG̃

is 100%. Assuming R-parity conservation ensures that SUSY particles are produced in

pairs and every SUSY event will result in a final state containing two photons and two

gravitinos. A diagram of this decay chain is shown in figure 2.3.
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Figure 2.3: Diagram showing an SPS8 decay chain resulting in a final state containing
two photons and two gravitinos [58].

From equation 2.11 it is trivial to convert the decay rate of the neutralino into a lifetime:

τ
(
X̃0

1

)
=

16πF 2

κm5fX0
1

C2
grav. (2.12)

Noting that in SPS8 the mass of all sparticles and the value of F depends only on the

value of Λ it becomes apparent that the decay lifetime of the neutralino for a constant

Λ is determined by Cgrav. Since Cgrav is a free parameter in the model, equation 2.12

shows that the lifetime of the neutralino can instead be treated as the free parameter

and take any value desired. In collider experiments, if neutralinos have short lifetimes

they will decay promptly at the interaction vertex, while if the lifetime is very large

neutralinos will travel through a detector and escape before decaying. This work focuses

on the intermediate lifetime range where the decay is non-prompt but occurs within the

detector.

The cross-section of SUSY production is dependent on the value of Λ, with the cross-

section decreasing as Λ increases, as shown in figure 2.4 (left) and figure 2.5 (left) for

a center of mass energy (
√
s) of 7 TeV and 8 TeV respectively. Since the cross-section

is directly related to the number of SUSY events that will be produced, fewer SUSY

events will be expected for higher Λ values. Figure 2.5 (right) highlights the dependence

of the SUSY production cross-section on the
√
s of pp collisions, with the cross-section

increasing by approximately 50% across the Λ region of interest when
√
s is increased

from 7 TeV to 8 TeV. The relative number of SUSY events that are initiated by strong
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production of coloured particles (i.e. pairs of squarks or gluinos) or via electroweak

production (i.e. pairs of gauginos or sleptons) also changes as a function of Λ as shown

in 2.4 (right). The process by which SUSY proceeds determines the particles that are

expected to be found in the final state, with strongly produced events likely to contain

a large number of jets while electroweak events are expected to contain fewer jets but

with the possibility of charged leptons. By performing inclusive searches for final states

of two photons and a large amount of missing energy the method of production can be

ignored with only the total production cross-section affecting the predicted results.
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Figure 2.4: (Left) The total SUSY cross section (NLO) for the SPS8 GMSB model
as a function of Λ for center of mass energy of 7 TeV. The dependence of the cross
section on the masses of the lightest neutralino and chargino is shown on the interior
axes. (Right) The fraction of strongly produced SUSY events as a function of Λ. The
dependence of the fraction as a function of the gluino mass and typical squark mass is

shown on the interior axes [57].

As has previously been noted, the mass scale of the SUSY particles is determined by Λ,

with a larger value corresponding to the SUSY particles having larger masses. Figure 2.6

shows that as Λ increases the typical neutralino transverse momentum (pT) also increases

while the typical β value decreases, with important consequences for the detection of

non-prompt photons. For example, if a neutralino with β = 0.8 and a lifetime of 5 ns

decays inside a detector, the arrival time of the resulting photon would be delayed by

approximately 1 ns compared to that expected for a photon produced promptly at the

interaction point.

For non-prompt photons to be detected in a collider experiment, the neutralino must

decay before the sub-detector responsible for identifying photons. In the ATLAS detector

photon detection is performed by the electromagnetic calorimeter. Due to the spread

in important kinematic variables, such as β, different neutralinos will travel different

distances before decaying for a given neutralino lifetime and Λ. To estimate the expected
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Figure 2.5: (Top) The total SUSY cross section (NLO+NLL) for the SPS8 GMSB
model as a function of Λ for center of mass energy of 8 TeV (filled markers) and 7 TeV
(hollow markers). (Bottom) The ratio of the SPS8 production cross-section inn 8 TeV
and 7 TeV pp collisions, note that the ratio goes to 0 when there is no corresponding
7 TeV cross section. In both plots, the red points are for squark and gluino production,

blue are for gaugino and slepton production and black is the total Λ [59].
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Figure 2.6: Unit-normalised distributions of (left) the neutralino transverse momen-
tum and (right) the neutralino speed for several Λ values on the GMSB SPS8 model

line [57].

fraction of non-prompt neutralinos that would be detectable at the ATLAS detector, a

toy MC was produced using the kinematics expected in SPS8 events. Figure 2.7 shows

that as the lifetime of the neutralino increases, the fraction of neutralinos decaying before

the calorimeter decreases. It can also be seen that the fraction of neutralinos decaying

before the calorimeter for a given lifetime increases for higher Λ values, which is to be

expected when considering the trend of typical β values observed in figure 2.6. Searching

for final states containing two photons therefore requires both of the neutralinos in an

event to decay before the calorimeter. The corresponding probability of an event meeting

this requirement can be estimated by squaring the probability of a single neutralino

decaying. For a lifetime of 1 ns the probability of a neutralino decaying in the required

volume is approximately 95% giving a probability of ∼ 90% that both neutralinos will

decay. For a lifetime of 50 ns however, approximately 10% of neutralinos will decay

resulting in an estimate of ∼1% of SUSY events meeting the diphoton requirement.

Taking into account the decrease in the number of expected SUSY events as Λ increases,

due to a decreasing cross-section, and the decrease in the number of events observed as

the neutralino lifetime increases, due to the decreasing probability of both neutralinos

decaying before the calorimeter, it is expected that the SUSY discovery potential will

decrease as either the value of Λ or neutralino lifetime increases.

2.2.7 Models With Long Lived Particles

The decay of a long-lived neutralino to a photon and a gravitino is an interesting feature

of the SPS8 model of mGMSB, however it isn’t the only BSM theory which predicts the
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Figure 2.7: The fraction of neutralinos decaying before the calorimeter as a function
of the neutralino lifetime. Curves are shown for three different Λ values and illustrate
the dependence of the fraction on the speed of the neutralino. These distributions are

for 7 TeV proton-proton collisions and are very similar for 8 TeV collisions [57].

existence of undiscovered long-lived particles. Many interesting searches are currently

being performed looking for long-lived particles of varying lifetimes at the LHC [43, 44].

Therefore, while the discovery of long-lived neutral particles decaying to photons and

missing energy would be proof of BSM physics it would not necessarily be proof of

mGMSB. It would, however, provide impetus and direction to future searches for SUSY

and other BSM theories and no doubt spark a flurry of new theories attempting to

explain the exciting observations.



Chapter 3

The LHC and the ATLAS

Experiment

The analyses presented in this thesis were performed using pp data collected by the

ATLAS Collaboration using the ATLAS detector [60], one of the four main experiments

at the LHC. In section 3.1, the LHC and important features relating to its operation and

performance are described. Then in section 3.2, the various components of the ATLAS

detector that are designed to detect the vast array of particles that are produced in the

pp collisions are presented.

3.1 The Large Hadron Collider

The LHC [61] is a particle accelerator based at the European Organization for Nuclear

Research (CERN) and is the highest energy particle accelerator in history. The LHC

accelerates two beams of protons, in opposite directions, through vacuum evacuated

beampipes in a 27 km circumference tunnel 100 m below the French and Swiss coun-

tryside. The two beams are then made to cross at four points around the ring where

protons from opposite beams collide. At design energy, proton−proton (pp) interactions

will have a center of mass energy of
√
s = 14 TeV, however, due to technical problems

in 2008 [62] the center of mass of the pp collisions in 2011 (2012) was
√
s = 7 (8) TeV.

22
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3.1.1 CERN Accelerator Complex

Before the protons can be injected into the LHC, they must first pass through the

accelerator complex, a schematic of which is shown in figure 3.1. The first stage of

preparing the protons for these extremely high energy collisions is to take hydrogen

atoms from a bottle of hydrogen gas and apply a large electric field to separate the

protons and the electrons. Protons are then injected into the Linac 2 where they are

accelerated in 100 ms pulses to an energy of 50 MeV before being injected into the

Proton Synchrotron Booster (PSB). Once the protons have reached the desired energy

of 1.4 GeV they are then injected into the Proton Synchrotron (PS) and accelerated

around the 628 m circumference of the ring until they reach an energy of 25 GeV, which

allows them to be injected into the final accelerator before the LHC: the Super Proton

Synchrotron (SPS). With a circumference of almost 7 km the SPS (the accelerator used

to discover the W [63] and Z [64] bosons) is the second largest machine in the accelerator

complex and injects protons into the LHC at an energy of 450 GeV.

Figure 3.1: Schematic showing CERN accelerator complex, taken from [65].
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3.1.2 LHC Operation

The protons are inserted into the LHC in bunches which consist of approximately

1.1 × 1011 protons. The LHC is designed so that a maximum of 2808 bunches can

circulate in each beampipe with each bunch separated by a minimum of 25 ns. The

actual number of bunches and the bunch separation in each beam varied over the 2011

and 2012 data taking periods with a maximum of 1380 bunches and a minimum spacing

of 50 ns achieved in both periods. To direct protons around the LHC requires 1232

superconducting dipole magnets which can each supply a magnetic field of up to 8.6 T.

As the bunches travel around the ring they will begin to defocus: 392 superconducting

quadrupole magnets focus the bunches in the transverse plane.

To accelerate protons up to the desired collision energy radiofrequency (RF) cavities,

with an alternating frequency of 400 MHz, are used to transfer energy to protons in the

direction of the beampipe. Precise control over the trajectory of the proton bunches

around the LHC allows the same RF cavity to supply energy to the beam travelling

in the clockwise direction as well as the beam travelling in the anticlockwise direction.

However, to achieve this requires very precise timing to ensure that the centre of a bunch

travelling in the clockwise (anticlockwise) direction passes through the centre of the RF

cavity when the amplitude of the RF is positive (negative) to provide a boost in energy

in the direction of travel. The RF cavities are also able to focus proton bunches along

the direction of the beampipe. The centre of each bunch is timed to reach the centre of

the RF cavity as the amplitude is increasing, as shown in figure 3.2. Any proton that is

ahead (behind) of the bunch will then receive less (more) energy than a proton in the

centre of the bunch and return closer to the centre of the bunch, resulting in a smaller

spread. However, a proton that is too far ahead (behind) the centre of the bunch could

be accelerated by the RF cavity a full period or more before (after) the main bunch and

fall into a stable orbit ahead (behind) the main bunch. These bunches are said to have

fallen into a different RF bucket and are hereafter referred to as satellite bunches. Given

the RF period of 2.5 ns buckets are expected to be separated by multiples of 2.5 ns

The amount of data that can be used in physics analyses by the experiments that are

built around the LHC depends on the amount of instantaneous luminosity (L) that is

delivered. The instantaneous luminosity is a measurement of the rate of pp collisions, in
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Figure 3.2: Cartoon showing how the voltage felt by particles in a bunch changes
depending on the arrival time. Particle 1 which reaches the centre of the RF cavity
early will receive less energy than particle 2 in the centre of the bunch. Particle 3, which
reaches the centre of the RF cavity later than the centre of the bunch, will receive more
energy than particle 2. The effect that this has on the spread of the bunch is explained

in the text.

units of cm−2s−1, and can be calculated directly for a collider operating with a revolution

frequency of fr and nb bunch pairs colliding per revolution:

L =
nbfrn1n2

2πΣxΣy
(3.1)

where the number of protons in the bunch of beam 1 and beam 2 is given by n1 and

n2 respectively, and Σx/y characterises the horizontal/vertical profiles of the beams [66].

From this knowledge, the total integrated luminosity (L) for a given data taking period

can be calculated and is related to the expected number of events for a physics process

with cross-section (σ) by:

N = εσL = εσ

∫
Ldt, (3.2)

where ε is the detector efficiency and acceptance.
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3.1.3 LHC Performance

Run 1 (2009−2013) was a very successful period of operation for the LHC with over

28 fb−1 of integrated luminosity delivered to ATLAS and CMS. As can be seen from

figure 3.3 the majority of this was delivered in 2012, due to higher instantaneous lumi-

nosity used in the 8 TeV run. One way in which this increase in luminosity was achieved

was to increase the number of collisions per bunch crossing. As can be seen in figure 3.4

the mean number of interactions per crossings increased from 9.1 in the 7 TeV dataset to

20.7 in the 8 TeV dataset. This effect, known as pileup, can cause problems for physics

analyses because there will be multiple vertices in a single crossing producing a high flux

of particles that can have overlapping signals, as shown in figure 3.5.
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Figure 3.3: Breakdown of the total integrated luminosity delivered by the LHC and
recorded by the ATLAS detector as a function of time for the 7 TeV (left) and 8 TeV

(right) pp collisions[67].

Using the Longitudinal Density Monitor [69][70] it is possible to measure the distribution

of protons in the LHC. Figure 3.6 shows that, as expected, the majority of protons arrive

in the main bucket with a time centred on 0 seconds, albeit with a small spread. However,

it also shows that other buckets (and therefore satellite bunches) are indeed populated

by protons due clear peaks in the number of protons arriving at 5 ns intervals starting

from ±5 ns.

3.2 The ATLAS Experiment

The ATLAS (A Toroidal LHC ApparatuS) detector, shown in figure 3.7, is a multi-

purpose detector designed to discover the Higgs boson and search for signs of new physics
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Figure 3.4: Average number of proton-proton interactions per crossing recorded at
the ATLAS detector in 2011 and 2012 [67].

Figure 3.5: A candidate Z boson event in the dimuon decay with 25 reconstructed
vertices. For this display the all tracks are required to have pT of at least 0.4 GeV and

at least 3 Pixel and 6 SCT hits [68].
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Figure 3.6: Measurement of the normalised population of LHC bunches using the
Longitudinal Density Monitor for specified proton-proton fills in October 2011 with a
bunch separation of 50 ns. Fills 2261, 2266 and 2267 had enhanced satellites at 25 ns

[69].

beyond the Standard Model. Over 3000 scientists from over 100 countries work on

ATLAS which, with a length of 45 m and diameter of 25 m, is the largest particle

physics detector ever constructed.

Figure 3.7: The ATLAS detector [60].

The ATLAS detector was designed to have a number of systems and components that

provide complementary information to allow accurate reconstruction of all particles and

events. Many of the ATLAS components are subdivided into two sections: the central
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barrel region and the end-caps. The barrel provides 360o coverage of the beampipe in

the azimuthal direction for the volume that lies within |η| < 1.37 (see section 3.2.1 for

more information on this coordinate system). The barrel is closed off at both ends by the

end-caps, which are designed as disks, in order to maximise the region each sub detector

is sensitive to. There is a small section of the detector between the barrel and endcap,

see the next section for a more explicit definition, where not all of the sub-detectors

provide complete coverage and some information relating to particles will be lost. This

region will be referred to as the crack region and any particle detected in this region is

not used in the physics analyses presented in this thesis due to the potential that it may

not be correctly reconstructed.

This section gives an overview of the different components that combine to form the

ATLAS detector.

3.2.1 The ATLAS Coordinate System

In order to describe the trajectory of particles and the corresponding regions where

different parts of the ATLAS detector operate a coordinate system needs to be specified.

The coordinate system used in this thesis is the ATLAS coordinate system which is right

handed with the origin at the centre of the detector. The x-axis is in the direction of

the centre of the LHC and the z-axis is along the beam pipe meaning that the y-axis

is approximately 0.7o off vertical due to the tilt of the tunnel, as shown in figure 3.8.

The transverse direction (R) is the distance from the origin in the x-y plain defined as

R =
√
x2 + y2. The direction of collision by-products are often described by φ, the

angle from the x-axis in the x-y plane and the pseudorapidity η:

η = − log tan(
θ

2
), (3.3)

where θ is the polar angle from the z axis. These definitions can be used as a set of

geometric coordinates to identify different parts of the detector based on the η and φ a

neutral particle produced at the nominal interaction point would require to reach this

point. For example, the crack region between the barrel and end-cap is defined as the

1.37 < |η| < 1.52 region for all φ.
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Figure 3.8: Diagram showing the coordinate system used at ATLAS [60].

3.2.2 Magnet System

The ATLAS Magnet System utilises superconducting magnets to provide a magnetic field

throughout the detector. As shown in figure 3.9, it is composed of three sub-systems:

the Central Solenoid (CS), the Barrel Toroid (BT) and the two End-Cap Toroids (ECT).

The CS provides a 2 T axial magnetic field throughout the volume of the central tracking

region which is primarily used for determining the charge and momentum of particles.

Each of the toroidal magnets produce a 3.9 (4.1) T field in the barrel (endcap) which

equates to an average field strength of 0.5 − 1.0 T over the muon detector volume.

Figure 3.9: Layout of the ATLAS detector magnet system (taken from [71]).
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3.2.3 Inner Detector

The Inner Detector (ID) provides almost complete coverage around the beampipe with

an acceptance of |η| < 2.5 and contains a number of subsystems that provide comple-

mentary information used to help identify particles. By combining information from the

subsystems, which are described in more detail below, the ID can accurately measure

the position of charged particles as they pass through the detector. Due to the presence

of the magnetic field from the CS magnet, charged particles will feel the Lorentz force

causing the direction of travel to bend, allowing the charge and momentum to be cal-

culated. Figure 3.10 shows the layout of the ID and figure 3.11 shows the approximate

distance in R, from the nominal interaction point, of the ID sub-detectors in the bar-

rel. These different sub-detectors are described below, starting from the beampipe and

working out.

Figure 3.10: Image showing sub-detectors of the ATLAS Inner Detector [60].

3.2.3.1 Pixel Detector

Located 50.5 mm from the beampipe at its closest point the pixel detector is the closest

part of the ATLAS Detector to the interaction point. Wafers of silicon are used to

construct the pixel modules which each contain 47232 pixels, measuring 50 × 400 µm

in R− φ × z [72], arranged in three layers in both the barrel and either end-cap. Each
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Figure 3.11: The approximate distance in R of the different inner detector sub-
systems in the barrel [60].

module is read out individually by 16 front-end chips allowing the pixel detector to

operate in the high luminosity environment and results in there being approximately

80.4 million separate readout channels. The resolution of the pixels, which is on the

order of 10µm in the R − φ direction and 115 µm in the z (R) direction in the barrel

(end-cap), gives a good efficiency of identifying secondary vertices containing charged

particles. The pixel detector is also therefore very important for differentiating between

electrons from the conversion of a photon and electrons that originate from the primary

vertex.

3.2.3.2 Semiconductor Tracker

The Semiconductor Tracker (SCT) is the second silicon based detector that particles

from the collision point will traverse. Each SCT module is formed from two silicon

strips attached back to back to another pair of silicon strips, but with a relative stereo

angle of 40 mrad between them, providing one 3-dimensional measurement point. The

SCT modules are arranged in 4 layers in the barrel, spanning the 299 mm to 514 mm in
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the radial direction, and 9 layers in each of the end caps, in the region between 839 mm

and 2720 mm in the z direction.

3.2.3.3 Transition Radiation Tracker

The Transition Radiation Tracker (TRT) is the third sub-detector of the ID and is

different from the previous two due to not being silicon based. The TRT consists of

straw tubes that contain a xenon based gas mixture and a tungsten-rhenium wire with

a large potential difference through the centre. A charged particle that passes through

a tube will ionise the gas mixture causing the electron to drift towards a cathode at the

outer edge of the tube which, given the constant drift velocity of electrons, allows the

drift time to be used to determine a precise measurement of the point where the charged

particle entered the tube.

In addition to providing extra information about the track of charged particles, the

TRT is also designed to distinguish between electrons and heavier charged particles. To

achieve this polypropylene fibres (foils) are situated between drift tubes in the barrel

(end-cap) creating a region with a constantly changing refractive index. The probability

of a particle emitting transition radiation is inversely proportional to the mass of the

particle meaning that for a fixed momentum, electrons are hundreds of times more likely

to emit transition radiation than a charged hadron. The energy of transition radiation

photons is an order of magnitude larger than the energy a minimum ionising particle

deposits so the signals are easily distinguished.

In the barrel, the TRT tubes are arranged parallel to the z axis in three separate lay-

ers completely surrounding the beampipe and filling the volume between 554 mm and

1082 mm in the radial direction. In the end caps, the straws are arranged in layers per-

pendicular to the z axis in the region between 848 mm and 2710 mm in z and 617 mm

to 1106 m in R so as not to overlap with the SCT. This design means that particles

with pT > 0.5 GeV will be expected to cross over 30 tubes. However it is only sensitive

to particles with |η| < 2.
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3.2.4 Calorimetry

After particles have traversed the ID the aim is now to accurately measure their energy.

This job is performed by the ATLAS calorimeter system which is made up of many

different components, as shown in figure 3.12. These components are grouped into four

separate sub-detectors: the presampler, the Electromagnetic Calorimeter, the Hadronic

Calorimeter, and the Forward Calorimeter. The design and technologies employed in

the calorimeters are described in further detail in the following sections.

Figure 3.12: Layout of ATLAS calorimeter system [60].

3.2.4.1 Presampler

Before reaching the calorimeter system particles will have travelled through a large

amount of material, not just the active regions of the ID and the CS but also many

cables and support structures. During the design process the amount of material was

kept to a minimum and is well known. As particles pass through matter they interact

and lose energy via a number of processes [20], therefore no particle produced at the

PV will reach the calorimeter with the energy it was created with. It is also possible

for particles to induce a shower before the calorimeter; these particles will also interact

with matter in the detector and arrive at the calorimeter with less energy than they

were created with.
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If the particles or particle showers that reach the calorimeter do not have the total energy

they were created with then when the event is reconstructed the energy of that particle

will be underestimated. This is a problem for analyses that look for particles that escape

ATLAS undetected because badly reconstructed particle masses will introduce a source

of missing energy (see section 4.5). Information about how much energy is lost before

the is recovered by a thin layer of liquid argon called the presampler, located directly

before the electromagnetic calorimeter covering the range |η| < 1.8 with an ∆η × ∆φ

granularity of 0.025×0.1. The amount of energy collected by the pre-sampler is combined

with knowledge about the amount of material the particle will have travelled through

in the inner detector, as shown in figure 3.13, to correct the reconstructed energy (see

equation 4.1).

Figure 3.13: Material budget of ATLAS Inner Detector [73].

3.2.4.2 Electromagnetic Calorimeter

The Electromagnetic Calorimeter (EM calorimeter) is designed to accurately measure

the energy of electromagnetic objects, such as photons and electrons. Test beam results

using electrons have shown that, after electronic noise subtraction, the energy resolution

can be described by the following function [74]:
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Figure 3.14: Accordion structure used in the electromagnetic calorimeter (top)
zoomed in to show internal structure (bottom) [73].

σE/E =
a√
E
⊕ 1b, (3.4)

where a is the stochastic term, which takes into account the statistical fluctuations

relating to the detection of the shower, that has been measured to be 10.1 ± 0.1%·
√
GeV

and b is a constant term, that includes detector instabilities and mis-calibration, which

has been measured to be 0.2 ± 0.1.

The EM calorimeter consists of two half barrels that cover the central |η| < 1.475

region and two wheels, one at either end of the barrel calorimeter, that cover the

1.375 < |η| < 3.2 region. Lead absorber plates in the EM calorimeter induce parti-

cle showers which then ionise the liquid argon (LAr) that fills the space between plates.

The liquid argon between two lead plates also contains a copper electrode which provides
1This symbol means the terms are added in quadrature
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|η| range Cell η size
Layer 1 Layer 2

Barrel 0-1.4 0.025/8 0.025
1.4-1.475 0.025 0.075

end-cap 1.375-1.425 0.05 0.05
1.425-1.5 0.025 0.025
1.5-1.8 0.025/8 0.025
1.8-2.0 0.025/6 0.025
2.0-2.4 0.025/4 0.025
2.4-2.5 0.025 0.025

Table 3.1: Main parameters of the liquid argon electromagnetic calorimeter system,
taken from [60].

a large electric field that attracts electrons liberated during the ionisation and causes

the positive ion to drift towards the grounded absorber plate. The absorber plates and

electrodes are structured in an accordion geometry, as shown in figure 3.14, so that

the barrel component can completely encompass the beam pipe whilst maintaining an

almost uniform material density as a function of η.
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Figure 3.15: Schematic drawing highlighting the difference in granularity of the three
different layers of the EM calorimeter. The effective radiation length of each layer is

also shown [73].
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Figure 3.15 shows that the EM calorimeter is divided into three layers, with the cells

in each layer having different granularity. The η size of cells for different |η| ranges for

layers 1 and 2 can be seen in table 3.1. The φ size of the cells is 0.1 and 0.025 in layers

1 and 2 respectively. The primary role of layer 3 of the EM calorimeter is to estimate

energy leakage into the hadronic calorimeter and as such has a coarser granularity of

∆η × ∆φ = 0.05×0.025. A novel feature of the EM calorimeter is that the cells in

each layer are arranged so that each points back to the nominal interac point. This

allows the direction of travel of neutral particles, such as photons, to be determined

even though they don’t leave a track in the ID. To calculate this the cells at the centre

of the shower in layers 1 and 2 of the EM calorimeter are assumed to lie on the path the

photon would have travelled along, with the energy weighted barycentre of the shower

giving the η and φ of the photon. This assumption, however, requires that all photons

are produced at the nominal interaction point at the geometric centre of the detector

and pass through different layers at the same η and φ point. There is actually a large

spread in the position of the primary vertex along the z axis, even for a single fill (see

figure 4.2). If a photon is produced from a vertex displaced in the z axis, as would be

expected from the decay of long lived neutralinos in SPS8 events, then the η values of

the centre of the shower in the first and second layers will be different and neither will

give a reliable estimate for the η the photon was produced with (ηγ). Combining the

η values from the first (η1) and the second (η2) layers, however, does provide a good

estimate for ηγ :

ηγ = sinh−1

(
R2 sinh η2 −R1 sinh η1

R2 −R1

)
(3.5)

where R1 and R2 are the shower depths in layers 1 and two respectively. The angular

resolution of the calorimeter using this equation is approximately 60 mrad/
√
E [60],

where E is measured in GeV. The same variables can also be used to calculate the

position of the photon production vertex on the z axis:

zDCA =
R1R2

R2 −R1
(sinh η1 − sinh η2) (3.6)

which, for photons detected in the barrel with energy in the range of 50-100 GeV, gives

a resolution of approximately 20 mm. However, due to the geometry of the calorimeter
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the pointing resolution will be worse for photons detected in the end-caps. This point-

ing information is essential if the decay vertex of a long-lived neutral particle is to be

determined. However, it is also useful in SM analyses such as the H → γγ analysis

which utilises the pointing information to provide a more accurate estimate of the Higgs

production vertex and increase the accuracy of the Higgs mass calculation [75].
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Figure 3.16: Block diagram depicting the architecture of the overall LAr readout
electronics. The location of the different stages is given on the diagram, USA15 is the

name given to the cavern the ATLAS detector is situated in [60].

After a particle has produced a shower in the EM calorimeter, the resulting current

created from ionising the liquid argon layers are collected and need to be converted into

a digital signal. The electronics system used, depicted in figure 3.16, is designed to be

able to cope with energy deposits in the range of 20 MeV (noise) up to 3 TeV and has

modules that are able to provide an estimate of the energy in less than 2.5 µs for use

in the trigger system (see section 3.2.6). To achieve measurements at this rate requires
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placing some of the electronics in the cryostat with the EM calorimeter, or in other parts

of the detector, meaning that all components used in these areas need to be radiation

hard.

Figure 3.17: Amplitude versus time for triangular pulse of the current in a LAr
barrel electromagnetic cell and of the FEB output signal after bi-polar shaping. Also

indicated are the sampling points every 25 ns [60].

The signal that is read out by the electrodes in the calorimeter is a triangular pulse

which is sent to the Front-end board (FEB) before being digitised. The signal sent to

the FEB needs to be shaped to correct for the electron drift times, which are responsible

for the triangular shape, and to minimise the different sources of noise. The shape of

the signal before and after shaping can be seen in figure 3.17. Before shaping, the signal

is amplified so that any noise already present, which can be corrected for, will dominate

over any random noise introduced in the downstream electronics. The signal is split into

three parallel channels which apply gains of 0.8 (LOW gain), 8.4 (MEDIUM gain) and 82

(HIGH gain), only one of which will be read out for digitisation to reduce the amount of

information that needs to be stored. The gain that is kept is the one that has the highest

gain without saturating the components, so that the affect of any downstream noise will

be minimised. In practise, this means that cells with the highest energy (>400 GeV)

will be read out with LOW gain and the cells with the lowest energy (<40 GeV) with

HIGH gain.
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The shaped signal in the FEB is sampled once every 25 ns, corresponding to the LHC

bunch crossing frequency of 40 MHz, and sent to the Digital Signal Processor (DSP)

where the cell energy (Ecell, in MeV) is reconstructed using the optimal filtering tech-

nique [76]. This calculation relies on coefficients that are measured in test beams, cali-

bration runs where a known signal is injected into the electronics and with Monte Carlo

simulations. Using these coefficients the cell energy for sample i is given as:

Ecell = FµA→MeV ×
Mcal

Mphys
×R×

∑
i

ai (ADCi − Pi) (3.7)

where F is a coefficient that converts the measured current into energy, the ratio

Mcal/Mphys corrects for know differences in the shape of physics and calibration pulses,

R gives the electronic gain (ADC→ µA), ADCi is the digital reading for sample i, Pi is

the ADCi reading when there is no input (pedestal value), and ai is an optimal filtering

coefficient calculated from knowledge related to the shape of the pulse and the noise to

estimate the pulse amplitude. Using this information the DSP is able to calculate the

time of the peak of the pulse:

tcell =
1

Ecell
×
∑
i

bi (ADCi − P ) (3.8)

where bi is an optimal filtering coefficient calculated in a similar way to ai.

A third value returned by the DSP is the quality factor (Q-factor) [60] given by:

ΣclusterEcell(Q > 4000)
ΣclusterEcell

(3.9)

which quantifies the quality of the reconstructed pulse compared to that expected for a

physical signal. The higher the Q-factor of a cell the lower the quality of the pulse.

3.2.4.3 Hadronic Calorimeter

The hadronic calorimeter is located beyond, and surrounds, the EM calorimeter. Its

purpose is to measure the energy of particles with masses that are much larger than

electrons which interact hadronically and are able to penetrate the EM calorimeter
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without stopping. In the |η| < 1.6 region, the hadronic calorimeter uses scintillating

tiles as the active material and iron as the absorber of positive ions. This gives the

hadronic calorimeter in this region a higher interaction length per unit length than the

EM calorimeter, causing particles to stop in the calorimeter. The hadronic calorimeter

end-cap covers the eta region 1.5 < |η| < 3.2 which experiences a much higher flux of

particles. To be able to operate in this environment the active material is liquid argon

with copper plate absorbers for the positive ions.

3.2.4.4 Forward Calorimeter

The forward calorimeter (FCal) covers the 3.1 < |η| < 4.9 range and experiences a higher

flux of particles than any of the other calorimeter sub-systems. The FCal is separated

into electromagnetic and hadronic sections, both of which use liquid argon as the active

material, with the electromagnetic layer using copper as the absorber material and the

hadronic section utilising tungsten.

3.2.5 Muon Spectrometer

The furthest sub detector from the nominal interaction point, and by far the largest

in terms of volume occupied, is the Muon Spectrometer [77]. The Muon Spectrometer

consists of two parts: a system for quick identification of muons and a second system

for accurately measuring the momentum of muons. The quick identification of muons is

achieved using Resistive Plate Chambers (Thin Gap Chambers) in the barrel (end-cap)

arranged in three layers which are able to confirm the presence of a muon in ∼ 1 ns.

Muons are not stopped in ATLAS so the momentum is determined by accurately de-

termining the radius of curvature of the muon due to the presence of a magnetic field

from the toroidal magnets. To determine the radius of curvature the position of the

muon needs to be precisely known. This is achieved using monitored drift tubes in the

|η| < 2 region, with an individual resolution of 80 µm, that are arranged into chambers

consisting of 6 layers of tubes, with an effective resolution of 40 µm. The 2 < η < 2.7

range experiences a higher flux of particles so Cathode Strip Chambers were installed

which can provide an excellent position resolution of 60 µm and withstand the high level

of radiation present in this region.
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Stage Time per Event Rate of Information
L1 2.5 µs 75 kHz
L2 40 ms 3.5 kHz
EF 4 s 200 Hz

Table 3.2: Time each stage of the ATLAS trigger system spends analysing an event
and the effective data rate after each stage [60].

3.2.6 Trigger System

When the LHC is operating at the design bunch spacing of 25 ns bunch crossings will

occur with a frequency of 40 MHz. Combined with multiple interactions per crossing this

results in more data being produced than ATLAS can store and keep for analysis. The

amount of data that can be stored is determined by available technologies and resources

and works out at roughly 200 Hz. Reducing the data down to a rate that can be stored

whilst not losing information that is interesting for physics analyses is performed by the

ATLAS Trigger and Data Acquisition systems (TDAQ), detailed descriptions of which

can be found in [60] and [78].

The trigger system is divided into three different levels: Level 1 (L1), Level 2 (L2) and

Event Filter (EF). The amount of time each trigger level spends analysing an event and

the rate of data after the trigger is shown in table 3.2. To be able to make a decision in

2.5 µs, L1 triggers only use raw detector information from the calorimeter (with reduced

granularity) and from the muon spectrometer (Resistive Plate Chambers and Thin Gap

Chambers only) to search for events that contain high momentum objects or a large

amount of missing energy. If an event passes an L1 trigger, any region of the calorimeter

with transverse energy (ET) above pre-determined thresholds will be marked as a region

of interest and investigated in more detail using the full granularity of the calorimeter

and the full muon spectrometer information. By accurately reconstructing only the

particles in these regions of interest, the L2 trigger set reduces the amount of data to

below 3.5 kHz and allows photons or electrons to be distinguished from jets. The EF

triggers, the final stage of the trigger system, use information from every sub-detector

to fully reconstruct every particle, including track reconstruction to separate photons

and electrons, in the regions of interest in any event that passes an L2 trigger. Any

event that passes an EF trigger is then permanently stored and made available for data

analysis.
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Egamma Trigger

Events which contain high energy or multiple photons or electrons (egamma objects)

are useful for a number of different analyses. To ensure that these events are kept for

later analysis, the egamma triggers have been designed to quickly identify events with

single or multiple electrons or photons.

The basic unit of an egamma trigger [79] is the EM calorimeter trigger tower, as shown

in figure 3.18. The trigger algorithm uses the energy deposits in a 4 × 4 array of trigger

towers to assess whether they were caused by an egamma object. In the central 2 × 2

core of trigger towers the energy of any two adjacent towers is summed (i.e. 4 separate

calculations), at least one of which must be above a minimum value (threshold) to turn

on the trigger. Outside the central core of trigger towers the remaining 12 towers form an

isolation ring in which the sum of the ET is required to be below an isolation threshold.

This is used ensure that the energy deposit is not due to multiple objects or other objects

that are expected to deposit energy over a wider range of trigger towers, such as a jet.

In addition to using information from the EM calorimeter the egamma trigger algorithm

also uses the corresponding 16 towers in the hadronic calorimeter. The ET deposits in

the 2 × 2 core and the surrounding ring of 12 towers are summed independently and

required to be below pre-set thresholds, acting as two independent hadronic vetoes.

The trigger algorithm uses a 4×4 ‘overlapping, sliding window’ method where, as the

name suggests, the boundaries of the 4×4 window slides across all towers meaning each

tower is in 16 different window calculations.

The naming convention for egamma triggers is best described with the use of an example:

EF 2g20 loose. This trigger is used at the event filter stage and requires that there be

at least 2 photons in the event that each have a pT > 20 GeV and pass the Loose IsEM

menu (see section 4.2.2 for more information on the IsEM menu). If there was a similar

trigger that required at least two electrons in an event, then the g would be replaced by

an e and become EF 2e20 loose.
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Figure 3.18: Diagram highlighting the egamma trigger operation [80].
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Object Reconstruction

In this thesis, the final state that is being searched for contains two photons and a large

amount of missing energy from the two gravitinos. It is therefore important that these

objects can be reconstructed from the information collected in the ATLAS detector.

The reconstruction process for each event, which combines the information collected in

the various sub-detectors described in section 3.2 to identify what physics object (i.e.

particle) is responsible for the different energy deposits, is described in this chapter.

The first stage of this process is to identify the pp interaction vertices and the tracks left

by charged particles in the inner detector, as described in section 4.1. The process for

reconstructing the different particles that are relevant to these analyses are described

separately: electrons and photons in section 4.2, jets in section 4.3, and muons in section

4.4. A visualisation of how these particles are reconstructed is shown in figure 4.1 and

more detailed information on the different quality cuts that are applied to these objects,

so that they can be used in the 7 TeV and 8 TeV analyses, can be found in Appendix

A. Additionally, the method for determining if there is any missing momentum in an

event is described in section 4.5 and the method for ensuring that no single particle is

reconstructed as two different particles is described in section 4.6.

46
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Figure 4.1: The signal left by particles in the different ATLAS sub-detectors [81].

4.1 Tracks and Vertices

4.1.1 Track Reconstruction

When a charged particle travels through the ID, the hits it leaves in the different sub-

detectors are transformed into 3D SpacePoints [82] and used to reconstruct the path

(track) it must have taken. Due to the high luminosity environment there will be multiple

pileup interactions in a single beam crossing, see figure 3.4, resulting in a large number

of hits that need to be resolved into separate tracks. Two complementary algorithms

are used to reconstruct tracks: inside-out and outside-in track reconstruction [82].

The inside-out algorithm starts with SpacePoint pairs in the pixel or SCT detectors,

adding new hits that lie in the potential path of a particle moving out into the TRT

away from the interaction point. For each new point that could potentially lie on a track

candidate, the momentum required for a particle to reach that new point is compared

to the momentum required to produce the existing track and if they are compatible the

point is added to the track. This process is then repeated for all remaining hits.
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The outside-in algorithm starts by looking at track segments in the TRT and working

back to hits in the SCT and pixel detector using the same logic as the inside-out algo-

rithm. This is useful for finding secondary particles that may have few or no hits in the

SCT or pixel detectors, such as from the conversion of a photon to two electrons. If no

hits in SCT or pixel detectors are found to be consistent with a TRT track using this

algorithm then a TRT only track is formed.

Given the large number of hits that are produced after every beam crossing many “fake”

tracks that don’t represent the path of a particle are identified using the two algorithms

outlined above. This could be due to different tracks sharing hits or the algorithms

extrapolating tracks beyond layers where no hits were observed, but would be expected

if the track was produced by a particle, to unrelated hits further from the interaction

point. The process of deciding which tracks likely represent a true particle is called

ambiguity resolution and is described in a number of sources [82][83].

4.1.2 Primary Vertex Reconstruction

Once all of the tracks have been reconstructed, primary vertices where the initial inter-

actions occurred are identified using the vertex finding algorithm [84]. This algorithm

first requires that all tracks have a minimum pT of 400 MeV, then identifies all tracks

that are compatible with originating from the same vertex, and finally determines the

best position for the vertex. Once all tracks have been associated with a vertex, all of

the primary vertices are then ranked in terms of the sum of the p2
T of all the tracks

associated with that vertex. In the 7 TeV and 8 TeV analyses, the primary vertex in

any event is the one with the highest Σtrackp
2
T that also has a minimum of 5 tracks

associated with it.

Throughout the course of data taking the radial position of the primary vertex changes

very little due to very precise control of bunch spread by the LHC superconducting

magnets. However, as can be seen in figure 4.2, there is a relatively large spread in the z

position of the primary vertex with a number of collisions taking place with |z| > 150 mm.

This spread in z can be explained by considering the spread in time of arrival of protons

in the main bunch observed in figure 3.6; a spread in the arrival times of the protons

is equivalent to the protons being spread along the z-axis and proton collisions can

therefore occur away from the centre of the detector.
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Figure 4.2: Primary vertex position in the x-z (left) and y-z (right) planes for a
single fill. Per event, only the vertex which has the highest Σtrackp2

T which also has 5
or more tracks is shown [85].

4.1.3 Secondary Conversion Vertex Reconstruction

When photons pass through matter there is a chance, proportional to the amount of

material, that the photon will undergo a conversion and create an electron pair. The

amount of material a photon passes through not only increases with the radius but is

dependent on the η of the particle, with a peak at around |η| = 1.7, as shown in figure

3.13. This η dependence on the amount of material particles encounter results in the

probability of a photon converting before the calorimeter system as a function of radius

also being η dependent, as shown in figure 4.3.

4.2 Electrons and Photons

In the ATLAS detector, electrons and photons both produce electromagnetic showers

in the EM calorimeter; discrimination between the two objects is primarily achieved by

the success or failure of attempts to match a track in the inner detector to the shower.

The process by which electrons and photons are reconstructed is described below.

4.2.1 Classifying Electrons and Photons

The first stage of identifying photons or electrons starts with an algorithm that searches

every 5×5 (in η × φ) cluster of towers, using a sliding window algorithm [86], in the

second layer of the EM calorimeter searching for cells with a local maximum energy. If a
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Figure 4.3: Probability of a photon to have converted as a function of radius for
different values of pseudorapidity. All photons were required to have pT > 1 GeV [78].

maximum is found with ET greater than 2.5 GeV then the energy from the other layers

of the calorimeter in the same window are combined to create a seed cluster. The total

energy of the cluster is combined using:

Erec = λ(b+ ωPSEPS + E1 + E2 + ω3E3), (4.1)

where Ei is the energy in the ith layer of the calorimeter with i = PS corresponding to

the energy in the presampler layer. The parameters λ, b, ωPS and ω3 are calculated by

comparing the true and reconstructed energies of particles in Monte Carlo samples [87]

with b correcting for energy lost before the presampler (see 3.2.4.1).

In addition to the energy of the particle it is also important to know the position in

η and φ of the cluster so tracks can be matched to it. Initially, the energy-weighted

barycentre of the cluster is calculated in each layer of the EM calorimeter separately

and corrected for any biases which are known [87] to affect the position measurement.

Once these corrections have been applied the measurements from the first and second

layers are combined to give the position of the cluster.
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Once a seed cluster has been identified and the position corrected the next task is to

attempt to match a track from the ID to it. Tracks are extrapolated from the last hit in

the ID into the EM calorimeter and must be within 0.05 in η and 0.10 in φ of the cluster.

The momentum of the track and energy of the cluster are also required to be compatible

with a maximum p/E ratio of 10. If more than one track passes these requirements then

the tracks are ranked in order of the quality of the track and how close the track is to

the cluster position as measured by R =
√

(∆η)2 + (∆φ)2.

After the final track matching process has been completed the egamma object can now

be classified as a photon or an electron:

• If a good quality track with hits in the pixel detector is matched to a seed cluster

then the egamma object is an electron,

• If a good quality track that comes from a conversion vertex is matched to a seed

cluster than the egamma object is a converted photon,

• If a good quality track cannot be matched to a seed cluster then the egamma

object is a photon.

After the egamma object has been classified a final calibration is applied to the energy

of the cluster. The number of towers in η × φ in the window used to calculate the

energy cluster in the EM calorimeter is optimised for clusters in the barrel, with a 3×7

window used for electrons or converted photons and a 3×5 window used for unconverted

photons. This calibration is not applied to clusters in the end-cap because the effect of

the magnetic field is smaller [86].

4.2.2 IsEM Menu

The photon identification algorithms are efficient at classifying prompt photons as pho-

tons, however, a lot of other objects can also be classified as photons and are referred to

as fake photons. These objects can be broadly separated into two categories: electrons

with badly reconstructed tracks, and jets (e.g. π0 → γγ) which deposit a large fraction

of their total energy in the EM calorimeter. A series of variables which describe how

the EM shower produced by egamma objects develops (i.e. shower shaper) in the EM
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Category Description Name Loose Tight
Acceptance |η| < 2.37, 1.37 < |η| < 1.52 excluded - 4 4
Hadronic Ratio of ET in the first sampling of the hadronic
leakage calorimeter to ET of the EM cluster (used over the

range |η| < 0.8 and |η| > 1.37) Rhad1 4 4
Ratio of ET in all the hadronic calorimeter to ET of
the EM cluster (used over the range 0.8 < |η| < 1.37) Rhad 4 4

EM Middle Ratio in η of cell energies in 3× 7 versus 7× 7 cells Rη 4 4
layer Lateral width of the shower wη2 4 4

Ratio in φ of cell energies in 3× 3 and 3× 7 cells Rφ 4
EM Strip Shower width for three strips around maximum strip ws3 4
layer Total lateral shower width wstot 4

Fraction of energy outside core of three central strips
but within seven strips Fside 4
Difference between the energy associated with the
second maximum in the strip layer, and the energy re-
constructed in the strip with the minimal value found
between the first and second maxima ∆E 4
Ratio of the energy difference associated with the
largest and second largest energy deposits over the
sum of these energies Eratio 4

Table 4.1: Shower shape variables used for the Loose and Tight photon definitions
[88].

calorimeter have been identified to help separate true photons from this background.

These shower shape variables (SSV) are described in table 4.1 and by comparing the

distributions of these SSVs for jets and photons, as shown in figures 4.4 and 4.5, the

IsEM cuts were developed to reduce the background in photon samples. For photons

these cuts are separated into two menus, Loose IsEM and Tight IsEM, with the SSVs

used in each menu highlighted in table 4.1. Any photon that passes the Tight IsEM

cuts is labelled a Tight photon, while any photon that fails Tight but passes the Loose

IsEM cuts is labelled a Loose photon.

The Loose IsEM set of cuts makes use the SSVs that measure energy leakage into the

hadronic calorimeter and the SSVs in the second layer of the EM calorimeter. Figure 4.6

shows that, for both converted and unconverted photons, the efficiency of passing the

Loose IsEM remains high for photons with ET > 50 GeV. The Tight IsEM cuts use the

same discriminating variables used in the Loose cuts, with stricter cuts, combined with

discriminating variables based on the EM shower in the first layer of the EM calorimeter.

The higher granularity of the first layer of the EM calorimeter allows for cuts which are

more optimised to true photons and remove as much background as possible. This can

be seen in seen in table 4.2, which shows that the total rejection of jets in an MC sample

increases by approximately an order of magnitude when going from Loose to Tight.
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Figure 4.4: Normalised distribution of the shower shape variables for true and fake
unconverted photons before selections have taken place. Photons have ET > 20 GeV

and are in the range 0 < |η| < 0.6 [89].
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Figure 4.5: Normalised distribution of the shower shape variables for true and fake
converted photons before selections have taken place. Photons have ET > 20 GeV and

are in the range 0 < |η| < 0.6 [89].
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Loose IsEM Tight IsEM
all jets quark jets gluon jets all jets quark jets gluon jets

940 ± 10 368 ± 6 2210 ± 60 5100 ± 200 1680 ± 60 20100 ± 1500

Table 4.2: Expected jet background rejection count, using the photon IsEM menu,
for jets with ET > 40 GeV based on 0.1 pb−1 of MC produced at

√
s = 10 TeV. Quoted

errors are statistical only [89].

This large increase in background rejection comes at the cost of small reduction in the

efficiency of prompt photons passing the IsEM cuts, as can be seen in figure 4.6.
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Figure 4.6: Expected efficiency of simulated unconverted (a) and converted (b)
photons passing the Loose and Tight IsEM cuts [89].

Due to the similarities in how the shower of photons and electrons develop, the IsEM

cuts used to identify Loose photons are also used to identify Loose electrons. How-

ever, converted photons are expected to have showers that are wider than unconverted

photons and the shower produced by electrons is expected to be wider still. These dif-

ferences should be apparent in the first layer of the EM calorimeter, due to the fine

granularity. Therefore, three separate Tight IsEM cut menus have been developed. The

electron IsEM menu also contains an additional quality level, Medium, between Loose

and Tight [90].

4.2.3 Electron and Photon Corrections

After photons have been reconstructed and identified in data and MC there are correc-

tions that need to be made to correct for known issues in the reconstruction process.

Firstly, the energy reconstructed in the EM calorimeter is not the true energy of a photon
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as energy can be lost in a number of ways: to material upstream of the EM calorimeter,

see section 3.2.4.1; beyond the EM calorimeter; and laterally due to the finite size of

the cluster towers. Due to the design of the EM calorimeter, which has cells that point

back to the nominal interaction point, the amount of energy lost will not only depend

on the η and φ of a particle, but also the z position of the primary vertex. Studies using

electrons from Z → ee decays [91] determined the corrections [92] that need to be made

to the energy scale and resolution of electrons and photons to recover the lost energy.

In early data taking [93], it was apparent that the distributions of several of the shower

shape variables used in the IsEM menus were different in data and MC. To ensure that

the efficiency of electrons and photons passing the IsEM cuts menu is correctly modelled

in MC, a procedure was introduced to shift the value of each shower shape variable in

MC so that the data and MC distributions match [94].

4.3 Jets

The first step in reconstructing jets in the topological cluster algorithm [86] method is

to identify the cells in the EM calorimeter with the highest energy as jet candidates.

If the energy of one of these candidate cells is above the expected noise level in cells

(σcell,noise) with a significance of Γ = Ecell/σcell, noise > 4 then that cell becomes a jet

seed. The algorithm starts with the highest energy seed, adds all adjacent cells to the

jet cluster, and then compares the energy of the cells that are adjacent to the expanded

cluster to σcell, noise. If |Γ| > 2 for any of the adjacent cells they are added to the cluster.

This process is repeated for any new cells that are added to the cluster until no cell has

a neighbour with |Γ| > 2 that isn’t already included in the cluster. The algorithm then

starts again with the highest energy seed that isn’t already in a cluster and iterates until

all seeds are included in a cluster.

After topological clusters have been built around the jet seed cells, the anti-kt jet clus-

tering algorithm [95] is used to determine if clusters contain more than one jet and to

calculate the energy of each unique jet. An energy cone with R =0.4 is built around each

jet seed with any cell in the topological cluster in this cone contributing to the energy of

that jet. If one jet seed lies within ∆R <0.4 of another then the two jets are combined

into one single jet with the position being an energy weighted combination of the two.
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If two jets are separated by ∆R >0.4 but the cones overlap then the shared cells are

assigned to the jet with the highest energy seed to avoid double counting. This results

in the majority of the reconstructed jets being conical and having a regular shape which

is not always the case in some jet reconstruction algorithms, as shown in figure 4.7.

Figure 4.7: The results of four different jet algorithms with the same inputs [95].

4.4 Muons

Muons are not stopped by the ATLAS detector: they leave a track in the ID, calorimeter

system, and muon spectrometer before escaping into the surrounding rocks. Several

algorithms have been designed to attempt to match signals in the muon spectrometer

with tracks in the ID and the calorimeter[96][97]. Different classes of muons are defined

[98][99] based on which of the signals can be combined and are consistent with a single

particle track. For the analysis work presented in this thesis only two categories of

muons will be considered:

• Combined Staco muons are reconstructed by creating tracks from hits in the

muon spectrometer and extrapolating this back to the ID where they are matched

with a track. This is performed using using the staco [96] family of algorithms.
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• Stand alone muons use the same method as the combined staco muons but no

track in the ID can be matched. These are important for removing background

sources of secondary muons such as the decay of pions or cosmic muons that don’t

pass through the centre of the detector.

Since they can pass through a large amount of material without stopping it is also pos-

sible for muons to reach ATLAS from the outside environment. Accurate reconstruction

of muons is therefore essential to ensure this source of background (cosmic muons) is

identified. Any event containing a cosmic muon is excluded from physics analyses.

4.5 Missing Transverse Momentum

Inferring the presence of a gravitino relies on the basic concept that protons in the

LHC only have momentum in the z direction when they reach ATLAS. Therefore, the

momentum in the transverse direction of all particles in any interaction must sum up to

zero to conserve momentum. If a particle doesn’t interact with the ATLAS detector then

it will carry momentum away with it. When the pT of all the remaining particles in this

event is summed up it will not equal zero due to missing transverse momentum (Emiss
T ).

The Emiss
T for a given event is calculated using a different method for the 7 TeV and

8 TeV analyses. For the 7 TeV analysis the Emiss
T in the calorimeter [100] is calculated

using equation 4.2:

Emiss
T (x)Cal ≡ −

Ncell∑
i=1

Ei sin θi cosφi

Emiss
T (y)Cal ≡ −

Ncell∑
i=1

Ei sin θi sinφi

Emiss
T ≡

√(
Emiss

T (x)Cal
)2 +

(
Emiss

T (y)Cal
)2 (4.2)

where Ei is the energy in any calorimeter cell that has been associated to any recon-

structed object in the event with |η| < 4.9. These energies are calibrated using the

Local Hadron Calibration [101] method, as described in section 4.3, which includes cor-

rections for energy loss upstream of the calorimeter (METLocHadTopo). The energies
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also need to be corrected due to the presence of muons, which deposit a fraction of their

energy in the calorimeter. The total energy as calculated from the muon spectrome-

ter (METMuonBoy) needs to be corrected for the energy deposited in the calorimeter

(METRefMuonTrack), which is already included in the original Emiss
T calculation,

before being applied as a correction to the Emiss
T components from equation 4.2:

Emiss
T (x) ≡ Emiss

T (x)Cal +METLocHadTopo(x) +METMuonBoy(x)

−METRefMuonTrack(x) (4.3)

In the 8 TeV analysis the Emiss
T calculation [102] is also performed using equation 4.2,

however the sum is over objects in the event that have been reconstructed with any

calibrations to the energy already applied.

A problem common to both the 7 TeV and 8 TeV analyses that affects the resolution

of the Emiss
T calculation is the contribution from pileup in the detector. Assigning a

particle to the wrong primary vertex introduces momentum that won’t be balanced by

other particles in the event and will be a source of fake Emiss
T . The potential impact on

the Emiss
T has been studied [100][102] and is included in these analyses as part of the

pileup systematic uncertainties in section 8.1.8.

4.6 Overlap

After all energy deposits and hits have been assigned to objects, it is possible for an

object to be pass all of the cuts for more than one type of particle and be present in the

final object samples more than once. The following overlap removal process prevents

double counting of objects:

• If the clusters of a photon and an electron are found within ∆R < 0.01, the object

is classified as an electron and the overlapping photon is removed from the photon

sample.

• If a photon (electron) and a jet are found within ∆R < 0.2, the object is classified

as a photon (electron) and the overlapping jet is removed from the jet sample
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• If a photon (electron) and a jet are found within 0.2 ∆R < 0.4, the object is

classified as a jet and the overlapping photon (electron) is removed from the photon

(electron) sample.

• If a muon and a jet are found within ∆R < 0.4, the object is classified as a jet and

the overlapping muon is removed from the muon sample



Chapter 5

Signal Monte Carlo Samples and

Studies

In this chapter, the signal Monte Carlo (MC) that is produced to model SPS8 events

is introduced and studies performed with this MC are presented. The procedure used

to generate the MC and the cross section for different signal samples is given in section

5.1. As previously stated, non-prompt photons from the decay of long-lived neutralinos

will leave two distinctive signatures in the ATLAS detector: they will arrive delayed

compared to prompt photons, primarily due to the β distribution of the neutralinos; and

the shower produced in the EM calorimeter does not point back (i.e. it is non-pointing)

to the PV. These variables and how they are measured are described in section 5.2.

Many of the predictions made for SPS8 events cannot be verified in data since there is

no data sample with events that cover the same expected pointing and timing ranges

of signal photons. Therefore, it is not possible to test the detector response to very

non-pointing or delayed photons. This is particularly important for the non-pointing

photons since changes in the shower shape could affect the efficiency of photons passing

the IsEM cuts. Investigations into the reliability of the Monte Carlo predictions for

non-pointing photons are presented in section 5.3. In section 5.4, the efficiency of SPS8

events making it into the signal region and the expected signal yields are given for a

range of Λ values and neutrino lifetimes.

61
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5.1 Signal Monte Carlo

5.1.1 Generation and Theoretical Cross-sections

All of the MC used in this thesis was produced centrally using the ATLAS simulation

infrastructure [103], where events in a GEANT4 [104] based simulation of the ATLAS

detector are reconstructed with the same algorithms used to reconstruct the data. The

detector pileup in the 7 TeV and 8 TeV signal samples was designed to replicate the

pileup observed in data (see figure 3.4) as closely as possible. However, pileup conditions

changed over the different data taking periods and the signal MC samples need to be

reweighted [105] so that the pileup distribution exactly matches the distribution observed

in the diphoton data.

All of the signal MC was generated using the HERWIG++ generator, version 2.4.2 [106],

with MRST 2007 LO [107] parton density distributions. The samples were generated as

mGMSB events with 4 of the model parameters fixed to the values stated in section 2.2.6

(sign(µ) >0, tanβ =15, Mm =2Λ, Nm =1) for a range of Λ and neutralino lifetime (τ)

values. As has previously been stated in section 2.2.6, in these analyses the branching

ratio of χ̃0
1 → γG̃ is set to 100 % even though the theoretical value is closer to 85 %.

Putting these parameters into ISAJET [108] (version 7.80) the full SPS8 mass spectrum,

branching ratios, and cross-sections can be calculated.

For the 7 TeV analysis, MC signal samples were generated containing between 10000 and

40000 events for 15 different Λ values from 70 TeV to 210 TeV, with at least 1 τ value

for each Λ. To be able to explore SPS8 models with different τ values a reweighting

procedure was applied, as described in Appendix B, to produce a 2D signal grid in Λ

and τ . The samples that were generated are shown in table 5.1 along with the LO and

NLO + NLL cross sections and the associated uncertainty.

For the 8 TeV analysis all MC signal samples were generated containing 40000 events

and were generated for 28 different Λ values from 70 TeV to 400 TeV. Samples with

lower Λ values were generated with τ = 6 ns while samples with larger Λ values were

generated with τ = 2 ns. As in the 7 TeV analysis, a reweighting procedure described

in Appendix B was applied so that models with different τ values can be explored. The

samples that were generated are shown in 5.2 along with the NLO + NLL cross section

and the associated uncertainty.
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Λ[TeV] τ [ns] σ(LO)[pb] σ(NLO + NLL)[pb] Uncert.(%) Events
70 2 1.71 2.69 6.3 40000
80 2 0.794 1.23 6.4 20000
90 1

0.403 0.609 6.3

20000
90 2 40000
90 4 20000
90 6 40000
100 1

0.221 0.324 6.1

20000
100 2 40000
100 4 20000
100 6 40000
110 1

0.129 0.184 5.8

20000
110 2 40000
110 4 20000
110 6 40000
120 0

79.5 ×10−2 0.110 5.5

10000
120 1 20000
120 2 40000
120 4 20000
120 6 40000
120 10 40000
130 1

51.2 ×10−2 68.4 ×10−2 5.2

20000
130 2 40000
130 4 20000
130 6 40000
140 2 34.0 ×10−2 44.2 ×10−2 4.9 20000
150 2 23.2 ×10−2 29.4 ×10−2 4.7 20000
160 2 16.2 ×10−2 20.2 ×10−2 4.7 20000
170 2 11.5 ×10−2 14.1 ×10−2 4.7 20000
180 2 8.30 ×10−3 9.98 ×10−3 4.8 20000
190 2 6.06 ×10−3 7.17 ×10−3 4.7 20000
200 2 4.44 ×10−3 5.12 ×10−3 4.9 20000
210 2 3.30 ×10−3 3.78 ×10−3 5.0 20000

Table 5.1: The total LO and NLO cross sections for the 7 TeV SPS8 signal points
generated for this analysis, together with their PDF and scale uncertainties (see Ap-

pendix C) [57] .
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Λ[TeV] τ [ns] σ(NLO + NLL)[pb] Uncert.(%)
70 6 4.25 12.3
80 6 1.98 12.6
90 6 0.993 13.1
100 6 0.535 13.3
110 6 0.304 13.4
120 6 0.182 13.2
130 6 0.114 13.0
140 6 7.38 ×10−2 12.8
150 6 4.93 ×10−2 12.2
160 6 3.38 ×10−2 11.7
150 2 4.93 ×10−2 12.2
160 2 3.38 ×10−2 11.7
170 2 2.38 ×10−2 11.3
180 2 1.71 ×10−2 10.9
190 2 1.25 ×10−2 10.5
200 2 9.20 ×10−3 10.2
210 2 6.87 ×10−3 10.1
220 2 5.18 ×10−3 9.70
230 2 3.94 ×10−3 9.81
240 2 3.02 ×10−3 9.91
250 2 2.32 ×10−3 9.47
260 2 1.80 ×10−3 9.75
270 2 1.40 ×10−3 9.75
280 2 1.09 ×10−3 9.84
290 2 8.55 ×10−4 9.92
300 2 6.71 ×10−4 9.89
310 2 5.29 ×10−4 10.1
320 2 4.19 ×10−4 10.5
350 2 2.10 ×10−4 11.3
400 2 6.87 ×10−5 14.1

Table 5.2: The total NLO+NLL cross sections for the 8 TeV SPS8 signal points gener-
ated for this analysis, together with their PDF and scale uncertainties (see Appendix C)

[59].

5.1.2 SPS8 Signal Kinematics

The SPS8 MC samples were used to study the properties of the final state in signal events

and how this is expected to change for different Λ and τ values. This is essential for

developing an analysis strategy that is able to distinguish between signal and background

events. For these analyses, part of this strategy is determining a minimum value for the

pT of photons that removes as many background events as possible while still having a

good efficiency for signal events. A similar trade off between background suppression

and signal efficiency is involved in the selection of the Emiss
T cut for the signal region.



Chapter 5. SPS8 Signal MC Samples and Studies 65

To avoid biasing the analysis by optimising for specific lifetimes, only the kinematics of

prompt SPS8 signal samples, as shown in figure 5.1, were considered during the selection

of the signal region.
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Figure 5.1: Unit-normalised distributions of several kinematic variables for several Λ
values on the GMSB SPS8 model line. The variables plotted are (upper left) pT of the
leading photon, and (upper right) pT of the sub-leading photon, (lower left) η spectra

of the two photons, and (lower right) Emiss
T . [57]

5.1.3 Signal Region

SPS8 events are expected to contain at least two photons and a large amount of Emiss
T

in the final state, however there are many SM processes that can result in a similar

final state. In the 7 TeV analysis a signal region was constructed requiring one photon

to be Tight, to reduce the number of events containing fake photons, and the other to

be at least Loose and detected in the barrel, to increase the sensitivity to non-pointing

photons (see section 5.3.1), in what is called a Tight-Loose (TL) selection. As will be

explained in section 7.1, only the information from the Loose photon will be used in

the limit setting procedure. Therefore, if both photons pass the Tight cuts one photon

will be assigned the Loose tag: if only one is detected in the barrel this will be given

the Loose tag, if both are detected in the barrel then the Loose tag will be assigned to
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Figure 5.2: The Emiss
T distribution for events in the selected diphoton sample using

the full 2011 dataset. The predicted SPS8 signal contributions are shown for three
reference grid points with a neutralino lifetime of 10 ns. The right-most bin contains

all events with values of Emiss
T beyond 300 GeV [57].

the photon with the lowest energy. Figure 5.2 shows that a large Emiss
T cut can greatly

reduce the number of diphoton events relative to the expected number of signal events.

Analysing data from period K (see section 6.1) showed that an Emiss
T cut of 75 GeV

reduces the number of background diphoton events by over 99.8% with a much smaller

impact on the various signal models. This Emiss
T cut was found to be efficient across the

entire signal grid, allowing a single signal region to be constructed for the entire analysis.

In the 8 TeV analysis, better understanding of the signal and background samples allowed

the loosening of the photon identification requirements to a Loose-Loose (LL) selection

to further increase the sensitivity to non-prompt photons. The Emiss
T cut of the signal

region was kept at 75 GeV as it was found to still be an efficient cut across the signal

grid.

5.2 Non-Prompt Photons

In this section the non-pointing and delayed timing measurements that will be used

to increase the sensitivity to SPS8 events in the signal region are introduced. The
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relationship between the two variables for signal and background events is also discussed

in section 5.2.3.

5.2.1 Non-Pointing Measurement

As figure 5.3 highlights, when a long-lived neutralino decays to a photon the resulting

shower produced in the EM calorimeter will point back to the decay vertex of the

neutralino, and therefore a different point on the z axis (zDCA), rather than the primary

vertex (zPV) where the neutralino was produced. Using equation 3.6, zDCA can be

calculated for a non-prompt photon, with neutralinos that decay further away from

the primary vertex expected to produce photons with larger zDCA values. However,

since both zDCA and zPV are measured relative to the nominal interaction point, a large

displacement in the primary vertex will also result in a large zDCA value even for prompt

photons. Figure 4.2 shows that during data taking the primary vertex can be displaced

from the nominal interaction point by up to 250 mm. To remove the contribution to

the pointing measurement from the primary vertex position a new pointing variable, zγ ,

defined as:

zγ = zDCA − zPV (5.1)

is used to quantify how non-pointing a photon is.

To be able to use zγ as the pointing variable, the resolution of the calorimeter needs to

be determined for the range of zDCA that will be used in the analyses. However, no data

sample exists with zDCA values that are as large as those predicted for SPS8 events.

Instead, electrons from Z → ee data and MC samples are used to model the resolution

of the calorimeter, over the range where there is enough statistics, and compared to

the resolution predicted by the signal MC. If the resolutions agree, this suggests that

the MC is correctly modelling how the shower develops as photons become more non-

pointing and the signal MC can be used to estimate the resolution at larger zDCA values.

The reasons why the Z → ee sample can be used to model photons, including a basic

description of the tag and probe method used in this study, are given in section 6.2.3.

For this study, zPV from the electrons is used to model zDCA, rather than the zDCA

measurement from the electron shower, due to it being more accurate. The calorimeter
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Figure 5.3: Cartoon showing how the decay of a long-lived neutralino to a photon can
result in the shower in the EM calorimeter pointing back to the neutralino decay vertex
and a point on the z axis (zDCA) different to the primary vertex (zPV). As explained

in the text, the difference between zPV and zDCA is the pointing variable zγ .

resolution is estimated using the Z → ee samples by taking the difference between the

zPV and zDCA values for electrons over different zPV ranges and then fitting a Gaussian

function to the distributions. For the SPS8 signal MC, the calorimeter resolution for

photons is calculated by taking the difference between the zDCA value that is used as

an input to produce the MC and the zDCA value after the MC has been reconstructed,

over different zDCA ranges and then fitting a Gaussian function to the distributions.

Figure 5.4 (left) compares the calorimeter resolution for two prompt diphoton MC sam-

ples and a di-electron sample and it can be seen that they are in good agreement. Figure

5.4 (right) compares the calorimeter resolution for two different Z → ee data samples

with a Z → ee MC sample and shows that they are in good agreement. Taking figure 5.4

as a whole shows that, over the zPV range where data exists, the calorimeter response

to photons and electrons in MC is similar and that the electron MC agrees with the

data collected at 7 TeV. Therefore, since SPS8 signal MC is found to agree with Z → ee

MC and data at small and intermediate zDCA values, as shown in figure 5.5, it can be

used to estimate the calorimeter resolution for large zDCA values. A similar method to

estimate the calorimeter resolution was performed for the 8 TeV data which also found

the Z → ee MC and data to be in good agreement with the photon samples, as shown

in figure 5.6.
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Figure 5.4: Pointing resolution, as a function of zDCA, for prompt diphoton and
di-electron samples at 7 TeV detected in the barrel. (Left) resolutions for a 25 GeV di-
electron and 25 GeV & 50 GeV diphoton MC samples. (Right) resolution for electrons
from Z0 → ee data and MC samples. In both figures, the electron resolution is the
difference between zPV and zDCA while the photon resolution is the difference between
zDCA value used as an input for the MC and the zDCA value after the MC has been

produced and the photon reconstructed.
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Figure 5.6: The pointing resolution, as a function of |zDCA|, is compared for non-
prompt photons and electrons, from Z → ee data and MC events, detected in the barrel
of the EM calorimeter. For the Z → ee samples, |zpv| is used to model |zDCA|. Both
plots show the same data, except that the right hand plot shows an expanded |zDCA|

range.
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5.2.2 Delayed Timing Measurement

As has previously been stated, non-prompt photons from the decay of long-lived neu-

tralinos will be expected to arrive at the EM calorimeter delayed compared to promptly

produced photons, mostly due to the β distribution of the neutralino (figure 2.6). The

arrival time of photons (tγ) can be calculated from the energy deposits left in cells in the

EM calorimeter using equation 3.8, with a resolution of approximately 1 ns. This reso-

lution, however, can be improved by calibrating the timing measurement using Z → ee

and W → eν samples [109]. The calibration process involves applying a number of

corrections, including but not limited to: correcting the flight path so that it originates

from the primary vertex, not the centre of the detector; corrections to various offsets

for different channels; and corrections to the timing relating to energy dependence. The

resulting timing resolution in the 7 TeV data is shown in figure 5.7 for showers where

the cell with the maximum energy is in the HIGH gain region (see section 3.2.4.2 for a

definition of the different gain regions) and found to be approximately 300 ps, including

a contribution of 220 ps from the spread in the arrival time of proton bunches observed

in figure 3.6. Improvements made to the calibration process for the 8 TeV data result in

a resolution of 256 ps (299 ps) for HIGH (MEDIUM) gain cells, as shown in figure 5.8,

with a contribution of approximately 220 ps from the spread in the arrival time of proton

bunches still present. The worse resolution observed in MEDIUM gain is attributed to

the smaller statistics available in this channel in the W → eν sample, details of which

and the improvements made in the calibration method can be found in [110]. In both

the 7 TeV and 8 TeV datasets there are too few events with max Ecell energies large

enough to make it into the LOW gain category, so it was not possible to calibrate the

timing measurement for these events. Due to the poor tγ resolution, LOW gain photons

are rejected in the 8 TeV analysis. For the SPS8 signal MC samples, this results in a

negligible decrease in the efficiency of events making it into the signal region of less than

1%.

The methods used to calibrate the timing measurement to obtain the resolutions ob-

served in figures 5.7 and 5.8 can be applied to any electron or photon sample to obtain

the same resolution. However, MC samples do not contain a spread in the arrival time

of proton bunches or many of the other features that produce the resolution observed

in data. Therefore, a procedure was developed to smear the timing distribution in MC
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samples, allowing the underlying resolution observed in data to be reproduced in any

MC sample. In figure 5.9, a 7 TeV (left) and 8 TeV (right) Z → ee MC sample has

been smeared using this method and both can be seen to agree with the timing dis-

tribution observed in the corresponding Z → ee data samples. Also shown in figure

5.9 are SPS8 MC signal samples, with different neutralino lifetimes, that have had this

smearing contribution added to the delay due to the neutralino speed, to highlight the

expected difference in the timing distribution of prompt and non-prompt photons.
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Figure 5.9: (Left) 7 TeV timing distribution for Z → ee data events (green points),
prompt Z → ee MC sample (red) and a prompt SPS8 sample after applying smearing
method (black). Also shown are two SPS8 signal samples (magenta and dark blue)
with finite neutralino lifetimes [57]. (Right) 8 TeV timing distribution for Z → ee data
events (green) and Z → ee MC before (red) and after (black) smearing has been applied

with associated errors shown.

During the calibration of the timing measurement, secondary peaks in the timing dis-

tribution were observed at ±5 ns, as can be seen in figure 5.10. It was determined that

these events are due to collisions between protons that populate the satellite bunches,

visible in figure 3.6, that arrive at the centre of the detector within ±5 ns of the main

bunch. To ensure that particles produced in these satellite collisions do not interfere

with the results of the 8 TeV analysis, a timing cut requiring |tγ | < 4 ns was placed on

all photons in the analysis.

5.2.3 Relationship between tγ and zγ

As previously described, tγ is calculated by measuring how much energy is deposited

in the calorimeter as a function of time (see equation 3.8) while zγ is calculated by

determining the barycentre, in η, of the shower in the first and second layers of the EM

calorimeter (see equation 3.6). Therefore, since the time of arrival of objects does not
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Figure 5.10: Measured time distributions for electrons in W → eν and Z → ee
events, detected in the EM calorimeter barrel (left) and end-cap (right). The presence of
‘shoulders’ at±5 ns have consequences for searches for non-prompt photons as explained

in the text. [111]

determine how the shower develops in the calorimeter, the two variables are independent

for Standard Model events, as can be seen in figure 5.11. The correlation factor between

tγ and |zγ | for diphoton events in the 8 TeV data is 0.037, confirming that the two

variables can be treated as independent. Figure 5.11 also shows that photons from

SPS8 signal events tend to have larger positive tγ and |zγ | values than photons from

diphoton events in the 8 TeV data, as expected due to the non-prompt decay of the

neutralino, with a correlation factor of 0.33 for this signal sample. Due to the obvious

differences between the tγ and zγ distributions of photons produced in Standard Model

events and SPS8 signal events, these distributions will be used to distinguish between

signal events and background events, as explained in chapter 7.
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Figure 5.11: Plot showing the relationship between tγ and zγ for diphoton events
collected at 8 TeV center of mass energy with Emiss

T < 20 GeV (left) and for diphoton
events with Emiss

T > 75 GeV in an SPS8 signal MC with Λ = 300 TeV and τ = 2 ns
(right). Every event is required to contain at least two Loose photons that both have

pT > 50 GeV and one of which must be detected with |η| < 1.37.
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5.3 Non-Pointing Photon Studies

Due to the pointing geometry of the EM calorimeter, the shower from a non-pointing

photon is likely to deposit energy over more cells in η than a prompt photon, making

it appear ‘wider’. Many of the variables used during photon identification to determine

the quality of a photon candidate (section 4.2.2) use the spread of the shower in η to

determine if an object is a photon or a different object, such as a jet, faking a photon.

As such it is expected that as non-prompt photons become more non-pointing they will

fail one or more of the shower shape variable (SSV) cuts. The impact this has on the

IsEM efficiencies is studied for signal MC in section 5.3.1. A data driven method using

the Z → ee tag and probe samples (described in section 6.2.3) is then used in section

5.3.2 to provide confidence that the MC is correctly predicting how these efficiencies

change as photons become more non-pointing. In section 5.3.3, the changes in the

SSVs for very non-pointing photons, that are beyond the zγ range available in data,

are studied and the potential impacts of mis-modelling these variables on the IsEM

efficiencies are estimated. In section 5.3.4, the efficiency of non-prompt photons passing

the photon trigger is studied to determine if there is any dependence on how non-pointing

a photon is.

5.3.1 Impact on Photon Quality

Using the SPS8 signal MC samples, the efficiency of non-prompt photons passing the

different IsEM menus is shown in figure 5.12. It can be seen that the efficiency of non-

prompt photons passing the Loose cuts remains almost flat at approximately 95% until

zγ is greater than 200 mm, at which point the efficiency begins to fall as zγ increases

further. When zγ reaches 400 mm the efficiency of non-prompt photons passing the

Loose cuts remains high, having fallen to approximately 80 %, however it continues to

decrease as zγ increases, falling to less than 40% when zγ is greater than 800 mm. The

decrease in the efficiency of non-prompt photons passing the Tight cuts as a function of

zγ is much steeper than for the Loose cuts. The efficiency starts at approximately 85%,

however this falls to approximately 60% when zγ reaches 200 mm and below 40% when

zγ is in excess of 400 mm.
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Figure 5.12: The photon container, Loose and Tight photon efficiencies as a function
of zγ for photons from the 7 TeV SPS8 signal MC samples.

5.3.2 IsEM Efficiency Studies

The Loose IsEM cuts applied to the shower shape of photons are identical to those

that are applied to electrons. Given the similarities of the showers produced in the EM

calorimeter by an electron and a photon, it is expected that the efficiencies of photons

and electrons passing the Loose IsEM cuts should be similar. Figure 5.13 shows the

efficiencies of the electron and photon samples passing the Loose IsEM cuts with zPV

modelling zγ for the electron samples. As expected, the samples do agree fairly well over

the zγ range where Z → ee data and MC exist, although it should be noted that due to

the low statistics for events with large zPV in the Z → ee samples the associated error

bars become large.

While the efficiency of electrons and photons passing the Loose IsEM cuts shows good

agreement over the range where Z → ee events exist, figure 5.12 shows that the efficiency

is expected to be flat over this region. In the same region the efficiency of signal MC

photons passing Tight IsEM cuts is expected to decrease rapidly. If the efficiency of

electrons and photons passing the Tight IsEM cuts shows good agreement in this region

then it will be provide confidence that the changes in shower shape are being correctly

handled in MC and that the expected Loose IsEM efficiency at large zγ values can be
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Figure 5.13: The efficiency of the probe electron, from Data and MC Z → ee Tag
and Probe samples, passing the Loose IsEM shower shape variable cuts is plotted on
the same graph as the efficiency of non-prompt photons, from signal MC, passing the
Loose IsEM cuts in 7 TeV. The ratio plots shown in the lower third of the figure are

calculated relative to the signal MC values.

trusted. Figure 5.14 shows that the efficiency of the probe electron from the Z → ee MC

and data samples passing the Tight IsEM cuts for electrons agree over the range where

events exist, however they show a very different trend to the efficiency of non-pointing

photons passing the Tight IsEM cuts for photons. This, however, is to be expected since

there are some differences in the shower produced by electrons and photons due to the

effect of the magnetic field in the inner detector. The fine granularity of the first layer

of the EM calorimeter allows these small differences to be measured, and separate Tight

IsEM cuts have been optimised for electrons and photons.

A more appropriate test is to determine if the EM shower is being correctly modelled

for non-pointing photons is to measure the efficiency of the probe electron passing the

Tight IsEM cuts that have been optimised for photons. If the same dependence on zγ

that is observed in the SPS8 MC samples is also observed in the Z → ee samples then it

will provide confidence that the changes in the shower of non-prompt photons, as they

become more non-pointing, is being correctly modelled in the MC. Figure 5.15 shows

that when the Tight IsEM cuts that have been optimised for photons are applied to

the Z → ee samples, the efficiency of the probe electron passing the cuts is reduced

compared to the electron cuts. This is to be expected since the shower produced by

an electron is expected to be slightly wider than one produced by a photon and the

average ET of the electrons is less than the average ET of signal photons (see section
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Figure 5.14: The efficiency of the probe electron, from Data and MC Z → ee Tag
and Probe samples, passing the Tight IsEM shower shape variable cuts that have been
optimised for electrons is plotted on the same graph as the efficiency of non-prompt
photons, from signal MC, passing the Tight IsEM cuts that have been optimised for
photons. The left plot shows the different efficiencies for 7 TeV samples and the right

plot shows the same efficiencies for 8 TeV samples.

8.3.1). More importantly for these analyses is how the efficiency of the probe electron

passing the photon cuts changes as zγ increases, which is shown to be similar for the

Z → ee data and MC samples and comparable to the non-prompt signal MC. This shows

that the MC is correctly reproducing the dependence of the shower development on zγ

and provides confidence that the prediction for the loose efficiency in figure 5.13 can be

trusted.

5.3.3 Shower Shape Variables Studies

As described in section 4.2.3, differences between the distributions of the different pho-

ton SSVs in data and MC are corrected for by shifting the MC values. These corrections,

however, were validated using prompt photons and any differences in the SSV distribu-

tions for non-prompt photons in MC and data have not been corrected. If the signal

MC is incorrectly predicting how the distribution of an SSV changes as photons becomes

more non-pointing then this could affect the efficiency of non-pointing photons passing

the IsEM cuts and therefore change the expected signal yield.

The SSV distributions in SPS8 signal MC samples were studied for a range of zγ values

to see if they are predicted to be stable in MC. If an SSV is stable as zγ increases then

the method described in section 4.2.3 will correctly account for any differences between
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Figure 5.15: The efficiency of the probe electron, from Data and MC Z → ee Tag
and Probe samples, passing the Tight IsEM shower shape variable cuts that have been
optimised for converted photons is plotted on the same graph as the efficiency of non-
prompt photons, from signal MC, passing the Tight IsEM cuts that have been optimised
for photons. The left plot shows the different efficiencies for 7 TeV samples and the

right plot shows the same efficiencies for 8 TeV samples.

data and MC. Figure 5.16 shows how different SSVs change as zγ increases and it can

be seen that the biggest shift in a Loose IsEM variable (see table 4.1 for definitions)

occurs in wη2 and the biggest shift in a Tight IsEM variable occurs in ws3. To test if

these trends are observed in data, the mean and RMS of the Z → ee data and MC

samples were compared as a function of zPV as shown in figure 5.17. It can be seen

that the difference between data and MC values are stable for the mean and RMS of

the wη2 distributions and also for the mean of the ws3 distributions, however there is a

clear relationship between the difference of the RMS of the ws3 distributions over the

zPV range. Extrapolating this trend up to a zPV value of ∼ 500 mm, beyond which

Tight IsEM reconstruction is very inefficient, results in a disagreement between MC and

data of approximately 40%. To test if this disagreement could affect the efficiency of

non-pointing photons passing the Tight IsEM cuts, the ws3 distribution of photons in

an SPS8 signal MC sample was smeared by ± 40% and the new efficiency of passing the

Tight IsEM was calculated. As can be seen in figure 5.18, the change in efficiency is very

small for larger zγ values with a change of less than ± 2%. A larger change in efficiency

can be seen in smaller zγ values, however a smear of 40 % is a large overestimation of

the actual difference in this range and since the change in efficiency is negligible and

within the statistical uncertainties for larger zγ it is ignored.

In the 8 TeV analysis SR photons are only required to pass the Loose IsEM cuts, therefore
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Figure 5.16: Shower shape variables for photons from 7 TeV SPS8 signal MC over
different zγ ranges. The top two plots show Loose IsEM variables, while the other
three show Tight IsEM variables. Details of the shower shape variables can be found

in table 4.1.

the SSV study from the 7 TeV analysis was only repeated for the Loose IsEM SSVs, as

shown in figure 5.19. As expected from the 7 TeV study, it is the distribution of the

wη2 variable that shows the biggest shift as zγ increases. When this variable is studied

for Z → ee MC and data events, as shown in figure 5.20, it is found that the RMS

is fairly stable over the zPV range where enough statistics exist. However, the mean

of the distributions shows a clear dependence on zPV and this dependence is slightly

different for data and MC. It was found that this discrepancy was best described by a

linear fit with a maximum value of ± 4% at zγ = 2000 mm. This fit was then used as a

zγ dependent function to shift the mean value of the wη2 distribution for an SPS8 MC
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Figure 5.17: The difference between 7 TeV Z → ee data and MC in the (top row)
mean values and (bottom row) RMS values of the shower shape variables (left) wη2

(used in Loose ID) and (right) Ws3 (used in Tight ID), as a function of zPV.
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Figure 5.18: Comparisons of the Tight photon efficiency in the 7 TeV non-pointing
photon signal selection, with and without the additional smearing described in the text.
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Figure 5.19: Shower shape variables for photons from 8 TeV MC signal samples with
different zγ ranges. The top two plots show Loose IsEM variables measured in the
middle layer of the calorimeter, while the other plot shows the variable that measures

the fraction of energy that is deposited in the hadronic calorimeter (Rhad1).

signal sample as shown in figure 5.21. It can be seen that there is very little change in

efficiency of photons passing the Loose IsEM cuts with a total change of efficiency in

the entire sample of less than 1%.

In summary in both the 7 TeV and 8 TeV analyses the potential impact on the signal

yield due to the SSVs of non-pointing photons being incorrectly modelled in SPS8 signal

MC is negligible and no systematic uncertainty will be included in the limit setting

procedure.
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Figure 5.20: The left (right) plot shows how the mean (RMS) of the wη2 distribution
changes as a function of zPV for Z → ee MC and data electrons.
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Figure 5.21: Comparisons of the number of non-pointing photons from an 8 TeV
SPS8 signal sample passing the wη2 cuts with and without the shift described in the

text.

5.3.4 Trigger Efficiency

As will be discussed in section 6.1, the EF 2g20 loose trigger (see section 3.2.6 for

information on the trigger naming convention) was used in the 7 TeV analysis. This has

been found to be reliable for prompt photons produced in SPS8 events [112]. However,

further study is required to determine if the efficiency of non-prompt photons passing

the trigger is correctly modelled in MC and if there is any dependence on zγ .

To determine if the MC is correctly modelling the trigger efficiency the Z → ee tag

and probe samples were used to model non-prompt photons. Since the tag and probe
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Figure 5.22: Trigger efficiency, defined as the fraction of Z → ee events selected via a
pre-scaled single electron trigger that also pass the 2g20 loose trigger requirements, as
a function of the z coordinate of the primary vertex. Superimposed on the data result

is the prediction from MC.

selection requires the tag electron to pass a single electron trigger this would bias the

efficiency of the event passing the EF 2g20 loose trigger. Therefore, the efficiency of the

probe electron passing a single electron trigger as a function of zPV is explored instead,

as shown in figure 5.22. It can be seen that the efficiency is fairly flat with only a small

drop in efficiency over the zPV range where data exists. It can also be seen that there is

good agreement between data and MC over the range where data is available, showing

that the MC is correctly reproducing how the development of the shower depends on

zPV.

The method outlined above is data driven which means it is limited to the regions

where data exists. Signal MC is used to determine if the trigger efficiency has any

dependence on the shower shape when non-prompt photons are very non-pointing. It

has already been shown that data and MC agree over the range where data exists,

implying that the development of the shower shape for larger zDCA values in MC can

be trusted. The Loose photon cuts applied at the trigger stage are not addressed in

this section as they are similar to the IsEM menu and are therefore covered by the

studies presented in the previous sections. Instead, the efficiency of a cell passing the L1

cluster seed requirements is investigated. As explained in section 3.2.4.2, the cells in the
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Figure 5.23: L1 Trigger efficiency in 7 TeV signal MC for loose photons in the signal
region matched to emulated L1 Trigger objects, versus the extrapolated photon point
of origin on the beam axis. The efficiency is defined as the fraction of photons with
matched L1 Trigger object EM Cluster sums over the nominal selection threshold of

50 GeV [57].

EM calorimeter are designed so that they point back to the nominal interaction point.

Therefore, if a photon is very non-pointing, and has a wide shower, it may deposit a

large percentage of its energy over multiple cells with no single cell having enough energy

to pass the L1 trigger requirements. To test this, a study was performed attempting to

match L1 trigger objects to Loose photons in signal MC. The photons were required to

pass the standard photon cuts with no IsEM requirement and be matched, within a cone

of ∆R < 0.015, to an L1 trigger object with an EM Cluster energy over the photon pT

requirement of 50 GeV. The L1 trigger efficiency in figure 5.23 is defined as the fraction

of signal photons that pass the event cuts that can be successfully matched to an L1

trigger object and is presented as a function of zDCA. The best fit to figure 5.23 is a

horizontal line at approximately 93±2 %, implying that changes in the shower shape

introduce no bias in the trigger efficiency even for very non-pointing photons. Even

though the trigger efficiency was found to have no dependence on how non-pointing a

photon is, a flat systematic uncertainty (see chapter 8) of ±2% is assigned to the L1

trigger efficiency to account for any possible deviation from the standard efficiency.

The efficiency of the EF g35 loose g25 loose trigger that was used in the 8 TeV anal-

ysis, see section 6.1, has been found to be stable for prompt photons [113]. The study

from the 7 TeV analysis matching L1 trigger objects to reconstructed Loose photons in

signal MC was repeated for different 8 TeV samples as shown in figure 5.24. For the

Λ = 160 TeV sample there appears to be some small dependence on zγ , however all
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Figure 5.24: L1 Trigger efficiency in 8 TeV signal MC for loose photons in the signal
region matched to emulated L1 Trigger objects, versus the extrapolated photon point
of origin on the beam axis. The efficiency is defined as the fraction of photons with
matched L1 Trigger object EM Cluster sums over the nominal selection threshold of 50
GeV. The plot on the left shows the efficiency for signal MC with Λ = 160 TeV, while

the plot on the right shows the trigger efficiency for signal MC with Λ = 300 TeV.

values lie within a ± 2% band corresponding to the systematic uncertainty observed

in the 7 TeV L1 trigger efficiency study. For higher Λ samples, such as the 300 TeV

sample also shown in figure 5.24, there is much less variation in the L1 trigger efficiency.

Therefore, the systematic uncertainty assigned to the L1 trigger efficiency in the 7 TeV

analysis of ± 2% is also assigned to the L1 trigger efficiency in the 8 TeV analysis and

is a conservative estimate across much of the signal grid.

5.4 Signal Efficiencies and Event Yields

The total signal event selection efficiency for SPS8 signal events, defined as the signal

acceptance × efficiency, was determined using the MC signal samples. The efficiency

of SPS8 signal events passing the SR event selection is shown versus neutralino lifetime

for a selection of Λ values in figure 5.25, with the 7 TeV and 8 TeV event selections

shown separately. Tables showing the selection efficiency for a wider range of Λ values

and neutralino lifetimes are included in Appendix C. The number of signal events that

are expected in the 7 TeV and 8 TeV datasets for different Λ and neutralino lifetimes

can be calculated by substituting the relevant cross section (from tables 5.1 and 5.2)

into equation 3.2. This calculation also requires the relevant efficiency from Appendix C
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to take into account the efficiency and acceptance of the analysis. The expected yields

in the signal region of the 7 TeV and 8 TeV analyses are shown in tables 5.3, 5.4, 5.5

and 5.6.
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Figure 5.25: Product of GMSB SPS8 signal acceptance × efficiency versus neutralino
lifetime for several Λ values. The top plot was produced using the 7 TeV [57] signal

selection and the bottom plot using the 8 TeV signal selection.
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Λ Neutralino lifetime (ns)
(TeV) 0.25 0.5 0.75 1 2 4 6 8 10 15 20 25

210 10.0 9.7 9.2 8.5 6.0 3.2 2.0 1.4 1.0 0.55 0.34 0.25
200 13.9 12.8 11.9 10.9 7.7 4.1 2.6 1.8 1.3 0.71 0.46 0.32
190 17.9 17.6 16.5 15.2 10.5 5.6 3.4 2.3 1.7 0.94 0.61 0.44
180 23.4 22.9 21.5 19.9 13.7 7.3 4.5 3.0 2.2 1.2 0.77 0.55
170 35.6 32.4 29.6 26.9 18.3 9.7 6.1 4.2 3.1 1.7 1.1 0.80
160 45.1 42.1 39.3 36.1 25.0 13.2 8.2 5.6 4.1 2.2 1.4 1.0
150 60.2 57.3 53.0 48.4 33.0 17.4 10.7 7.3 5.4 2.99 1.95 1.39
140 82.2 79.4 73.8 67.3 45.4 23.8 14.7 10.1 7.4 4.1 2.7 1.9
130 118.7 112.3 104.2 90.4 63.7 33.3 21.3 14.7 10.8 6.2 4.1 3.02
120 199.6 176.7 155.5 127.7 86.9 46.6 28.8 19.6 14.7 8.16 5.4 3.93
110 242.4 221.6 203.7 179.3 124.7 61.6 41.0 28.1 20.8 11.9 8.0 5.92
100 359.0 340.9 308.7 261.2 178.9 92.1 55.3 37.9 28.3 16.2 10.9 8.03
90 563.1 526.5 474.0 411.6 268.1 139.8 85.4 58.6 43.4 25.0 16.9 12.64
80 909.8 835.8 747.8 661.9 411.4 199.4 119.9 81.7 60.3 34.7 23.7 17.9
70 1844.1 1618.8 1404.3 1214.1 717.5 336.9 200.8 136.7 101.2 59.1 41.2 31.6

Table 5.3: The predicted NLO signal yield (in events), for 4.8fb−1 at
√
s = 7 TeV,

after the Tight-Loose photon selection and Emiss
T cut for the signal grid, for neutralino

lifetimes up to 25 ns in SPS8 events [57].

Λ Neutralino lifetime (ns)
(TeV) 30 40 60 80 100

160 0.78 0.50 0.28 0.19 -
150 1.06 0.68 0.39 0.28 -
140 1.5 0.96 0.55 0.38 -
130 2.37 1.6 1.0 0.77 -
120 3.05 2.1 1.2 0.88 -
110 4.67 3.3 2.1 1.6 1.3
100 6.31 4.4 2.7 2.0 1.6
90 10.03 7.1 4.6 3.5 2.9
80 14.3 10.3 6.9 5.4 4.5
70 25.9 19.4 13.8 11.3 10.0

Table 5.4: The predicted NLO signal yield (in events), for 4.8fb−1 at
√
s = 7 TeV,

after the Tight-Loose photon selection and Emiss
T cut for the signal grid, for a range of

neutralino lifetimes from 30 ns up to 100 ns [57].
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Λ Neutralino lifetime (ns)
(TeV) 0.1 0.3 0.5 0.7 1 2 4 6 8 10 15 20

350 2.05 2.04 2.06 2.02 1.92 1.46 0.84 0.54 0.376 0.278 0.153 0.0974
320 3.9 3.95 3.96 3.88 3.68 2.82 1.65 1.07 0.745 0.551 0.304 0.193
310 5.06 5.05 4.95 4.81 4.57 3.51 2.05 1.32 0.922 0.682 0.376 0.239
300 6.03 5.98 6.07 5.99 5.73 4.38 2.53 1.62 1.13 0.836 0.46 0.293
290 7.54 7.65 7.78 7.65 7.29 5.55 3.21 2.06 1.43 1.06 0.583 0.37
270 12.2 12.1 12.2 12 11.5 8.78 5.07 3.25 2.26 1.67 0.916 0.581
260 15 15.9 15.9 15.5 14.7 11.3 6.53 4.19 2.92 2.16 1.19 0.755
250 18.9 19.5 19.8 19.4 18.6 14.2 8.22 5.27 3.67 2.71 1.49 0.943
240 29.6 26.2 25.6 24.9 23.6 18 10.4 6.68 4.66 3.44 1.9 1.21
230 35.6 33.1 32.7 31.9 30.4 23.3 13.5 8.64 6.02 4.44 2.44 1.55
220 40.5 41.5 41.4 40.4 38.4 29.3 16.8 10.8 7.48 5.51 3.02 1.92
210 47.7 52.9 52.9 51.7 49.2 37.7 21.9 14.1 9.82 7.26 4.01 2.55
200 74.9 71.2 70.4 68.3 64.6 48.8 28.2 18.1 12.7 9.36 5.16 3.28
190 99.1 91.5 90.2 87.7 83.1 62.5 35.6 22.6 15.7 11.5 6.29 3.97
170 170 159 156 152 144 109 62.6 40 27.8 20.5 11.2 7.11
160 201 211 209 202 190 142 80.3 50.9 35.1 25.7 13.9 8.76
150 263 271 274 267 252 189 107 67.9 46.9 34.5 18.8 11.9
140 586 421 391 369 340 246 136 85.4 58.4 42.5 22.9 14.3
130 854 605 546 508 466 336 185 116 79 57.5 30.9 19.4
120 870 897 840 771 689 478 260 163 111 81.1 43.7 27.4
90 2630 2270 2340 2250 2040 1370 719 442 300 218 117 73
80 3610 3470 3330 3130 2870 2010 1090 683 469 343 186 117

Table 5.5: The predicted NLO signal yield (in events), for 20.3fb−1 at
√
s = 8 TeV,

after the Loose-Loose photon selection and Emiss
T cut for the signal grid, for neutralino

lifetimes up to 20 ns in SPS8 events.

Λ Neutralino lifetime (ns)
(TeV) 25 30 40 60 80 100

350 0.0675 0.0496 0.0301 0.0145 0.00852 0.0056
320 0.134 0.0981 0.0594 0.0286 0.0168 0.011
310 0.166 0.122 0.0738 0.0355 0.0209 0.0137
300 0.203 0.149 0.0903 0.0435 0.0256 0.0168
290 0.257 0.189 0.114 0.0551 0.0324 0.0213
270 0.402 0.295 0.179 0.0859 0.0504 0.0331
260 0.523 0.384 0.233 0.112 0.0658 0.0432
250 0.653 0.479 0.29 0.139 0.0817 0.0537
240 0.838 0.616 0.374 0.18 0.106 0.0697
230 1.07 0.788 0.477 0.23 0.135 0.0887
220 1.33 0.973 0.589 0.283 0.166 0.109
210 1.77 1.3 0.787 0.379 0.223 0.146
200 2.28 1.67 1.01 0.489 0.288 0.189
190 2.74 2.01 1.21 0.582 0.341 0.224
170 4.92 3.61 2.18 1.05 0.615 0.404
160 6.02 4.4 2.65 1.26 0.739 0.484
150 8.22 6.02 3.64 1.75 1.02 0.673
140 9.8 7.14 4.28 2.03 1.19 0.776
130 13.3 9.68 5.8 2.76 1.61 1.06
120 18.8 13.7 8.23 3.92 2.29 1.5
90 50 36.4 21.8 10.4 6.06 3.97
80 80.6 58.9 35.5 17 9.91 6.5

Table 5.6: The predicted NLO signal yield (in events), for 20.3fb−1 at
√
s = 8 TeV,

after the Loose-Loose photon selection and Emiss
T cut for the signal grid, for a range of

neutralino lifetimes from 25 ns to 100 ns in SPS8 events.



Chapter 6

Data Samples

In this chapter, the data that are used in this thesis is introduced. In section 6.1, the total

data that was collected at 7 TeV and 8 TeV is presented, divided into different periods

of operation. The different subsamples of the data that are used as control samples to

model background events in the signal region, to test signal MC predictions and to test

the analysis methods, are described in section 6.2. In section 6.3, potential sources of

background events in the signal region and how these are modelled are discussed.

To avoid biasing the analyses, a blinding procedure was adopted whereby the diphoton

events are separated into different control regions, defined by the Emiss
T in the event. Only

the pointing and timing distributions from events with the lowest Emiss
T , and therefore

least signal like, are used to develop the analysis strategy. The rest of the diphoton data,

other than a small subsection of the signal region, was blinded and not investigated until

the procedures described in chapter 7 had been finalised.

6.1 Data Sample

The data used in these analyses are from pp collision events recorded at the ATLAS

detector over two data taking periods with different center of mass energies, as such the

datasets were analysed independently.

The center of mass energy of the pp collisions in the 2011 dataset was
√
s = 7 TeV. The

standard Good Run List (GRL) [114], which removes all data collected in periods when

89
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any ATLAS sub-detector was not operating as expected, is applied so that the data

is suitable for physics analyses. This results in a total of 4.8 fb−1of data available for

physics analyses, which is shown in table 6.1 split into the different periods of operation,

corresponding to different LHC pp runs. The diphoton events that are used to construct

the signal region and the control region samples described in section 6.2.1 are taken from

the subsample of events that pass the EF 2g20 loose diphoton trigger, which had the

lowest pT threshold out of any diphoton trigger used at ATLAS during the 7 TeV run.

Period Run range Luminosity [pb−1]
B2 178044–178109 11.7
D 179710–180481 166.7
E 180614–180776 48.8
F 182013–182519 136.1
G 182726–183462 537.5
H 183544–184169 259.5
I 185353–186493 386.2
J 186516–186755 226.4
K 186873–187815 600.1
L 188902–190343 1401.9
M 190503–191933 1037.6

Total 178044–191933 4812.3

Table 6.1: Integrated luminosity used in the 7 TeV analysis. For each data taking
period the run range and the integrated luminosity are given. Note that Period K,
which was unblinded as part of the development of the analysis strategy, represents

only ≈ 12% of the full data sample [57].

In 2012 the center of mass energy of the pp collisions was increased to
√
s = 8 TeV. As

for the 7 TeV analysis, the standard GRL was applied resulting in a total integrated

luminosity of 20.3 fb−1being available for physics analyses. The breakdown of the 8 TeV

dataset into different run periods can be seen in table 6.2. The diphoton events that are

used to construct the signal region and the control region samples described in section

6.2.1 are taken from the subsample of events that pass the EF g35 loose g25 loose

diphoton trigger, which had the lowest pT threshold out of any diphoton trigger used at

ATLAS during the 8 TeV run.

6.1.1 Event Veto

Even after applying the good run list, there are still a number of events that need to

be rejected from the data sample used for physics analyses due to detector issues or the
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Period Run range Luminosity [pb−1]
A 200804 – 201556 795.91
B 202660 – 205113 5113.61
C 206248 – 207397 1409.06
D 207447 – 209025 3297.54
E 209074 – 210308 2534.11
G 211522 – 212272 1279.54
H 212619 – 213359 1449.04
I 213431 – 213819 1018.45
J 213900 – 215091 2605.48
L 215414 – 215643 841.634

Total 200804 – 215643 20344.37

Table 6.2: Integrated luminosity used in the 8 TeV analysis. For each data taking
period the run range and the integrated luminosity are given. Note that Period E,
which was unblinded as part of the development of the analysis strategy, represents

only ≈ 12% of the full data sample [59].

presence of cosmic muons. The procedures for removing these events are applied to both

data and MC as described below.

LAr Error Flag. During data taking it was discovered that large noise bursts that are

not associated with any particle appear in the EM calorimeter and last on the order of

5 µs. A procedure was developed to identify these noise bursts and remove any data

collected within ±0.5 s of the burst to ensure that physics analyses are not impacted

[115].

LAr Calorimeter Hole Veto. On the 30th April 2011 a power failure resulted in

the loss of approximately 0.4% of the EM calorimeter cells [116]. This impacted the

efficiency and reliability of reconstructing photons and electrons in the affected region.

This also resulted in the energy deposited in the EM calorimeter by jets in the affected

region being underestimated, introducing a source of Emiss
T . A “smart veto” procedure

was developed by the SUSY group to veto events that are negatively affected by this

hole without significantly reducing the amount of data that is available for physics, as

described in [116]. All affected cells in the middle layer of the EM calorimeter were

restored in July 2011 so this hole only effects data collected in periods E-H in the 7 TeV

analysis.

Cosmic Muon Veto. If a cosmic muon is included in an event this could affect the

Emiss
T measurement due to the muon momentum not being balanced by other particles

in the event. Also, if there is any overlap between a cosmic muon and energy deposits
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in the EM calorimeter it could alter the shape of the deposits and introduce a source of

non-pointing. To avoid this, any event which has a muon that is present after overlap

removal with an axial impact parameter |z0| > 1 mm or a transverse impact parameter

|d0| > 0.2 mm is removed from the sample.

6.2 Control Samples

In the following sections the various control samples used in this thesis are described.

All diphoton events with Emiss
T < 75 GeV are separated into different control region

samples, as explained in section 6.2.1. A control sample to model promptly produced

photons and electrons is constructed from Z → ee data events as described in section

6.2.2. In section 6.2.3, the Z → ee data and MC samples that are used in tag and probe

studies to model non-prompt photons are described.

6.2.1 Diphoton Control Regions

In these analyses three separate diphoton control regions (CRs) in the data have been

defined so that the analysis strategy can be tested before the signal region is unblinded.

Three control region samples (CR, CR1 and CR2) are created that have the same event

requirements and treat the data the same as the signal region, except that the minimum

pT of photons in the CR sample is increased to 60 GeV (see section 8.3.2) and they have

a different Emiss
T range, as shown in table 6.3. As will be explained in section 6.3.3, the

CR is also a background sample that is used to model jet contributions to the signal

region.

Sample Emiss
T range (GeV)

CR Emiss
T < 20

CR1 20 < Emiss
T < 50

CR2 50 < Emiss
T < 75

SR 75 > Emiss
T

Table 6.3: Emiss
T range of the different control regions (CR) and the signal region

(SR)

As will be explained in chapter 7, the signal region data is blinded until the final stages

of the analysis to ensure that the signal region distributions do not influence the de-

velopment of the analysis strategy. Due to having higher Emiss
T thresholds than the
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CR, CR1 and CR2 are also blinded until the full analysis strategy, including calculation

of systematics and the limit setting procedure, has been finalised. CR1 is unblinded

first and if the data behaves as expected then CR2 also can be unblinded and tested.

However, if there are unexpected features in the data then these can be investigated to

ensure that the behaviour of the signal and background is fully understood before the

signal region is unblinded.

6.2.2 Prompt Electron Sample

This sample is derived from candidate Z → ee data events collected at ATLAS. The

electrons in this sample are subject to the standard electron reconstruction method

described in section 4.2, with the additional requirements that: the electrons must

pass the diphoton trigger used in the signal region (see section 6.1), have pT greater

than 35 GeV (see section 8.3.1), be oppositely charged, have an invariant mass between

81 GeV and 101 GeV, and originate from the same PV. All electrons are also required

to pass the Medium IsEM cuts and be detected outside of the crack region that was

defined in section 3.2.1.

6.2.3 Z → ee Tag and Probe Sample

As has already been described in section 5.2.1, no data samples exist with large zγ .

Therefore a Z → ee data sample is used to model non-prompt photons, with the spread

in zPV over the different data taking periods being used to model zγ . This is then

extrapolated to larger values of zγ , which are not available in data, using signal MC.

Electrons from the Z → ee samples are able to model non-pointing photons by using

a modified tag and probe method. The tag and probe method works by requiring one

electron (tag) to pass the Tight IsEM cuts to identify the event as a good quality event.

It is the information from the second electron (probe) that will be used to model zγ .

The probe electron is required to pass the Tight IsEM cuts relating to the quality of the

track but no requirements are placed on the quality of the shower in the EM calorimeter.

This ensures that the probe has a good quality track and only changes in the shower will

affect any zγ dependent variables, making it a good model for photons. If both electrons

in an event pass the Tight IsEM cuts, then the tag and probe electrons are randomly

assigned to the electrons in the event to remove any potential bias.
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To avoid biasing the results by placing a quality requirement on the probe electron, the

Z → ee events are only required to pass a single electron trigger. For all events that

meet the above criteria, extra conditions are enforced to ensure that the samples are

as pure as possible. Both electrons in the event are required to have pT greater than

25 GeV, come from the same PV, be oppositely charged, and must have an invariant

mass of between 81 GeV and 101 GeV.

MC Z → ee samples are also required, to ensure that what is being observed in data

is being correctly reproduced in MC. If the Z → ee data and MC agree with the non-

prompt photon samples over the range where data is available then it provides confidence

that the MC is correctly modelling how the shower shape changes as zγ increases and

predictions made by the signal MC samples can therefore be trusted. The Z → ee MC

samples used in these analyses are treated identically to the data samples.

6.3 Background Considerations

There is no SM candidate for a long lived neutral particle that decays to a photon and a

dark matter candidate. However, it is possible for other SM processes or artefacts of the

data taking environment to recreate the same expected signal of a diphoton and Emiss
T

final state and therefore populate the signal region.

In the limit setting procedure (see chapter 7) the number of events that are due to

signal events or background events is determined by fitting the zγ (7 TeV analysis) and

tγ (8 TeV analysis) distributions of the signal and background samples to the data in the

signal region to determine the number of events that could be due to SPS8 signal events.

If the expected number of events for SPS8 with a given Λ and τ combination from section

5.4 is larger than the number of signal events observed, then this combination is ruled

out. It is therefore essential that the zγ and tγ distributions of the backgrounds used in

the limit setting procedure correctly describe the background events that are present.

The expected zγ and tγ distributions of the background will be modelled using data,

this ensures that features such as the spread in zPV will be correctly modelled.

The following sections will explain the different sources of background events and how

these events are modelled for use in the limit setting procedure.
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6.3.1 Primary Collision Backgrounds

Backgrounds arising from prompt SM sources in pp collisions account for the overwhelm-

ing majority of background events in the signal region in these analyses. As previously

described in section 4.2.2, the Loose IsEM cuts are less powerful at distinguishing be-

tween true photons or objects commonly misidentified as photons, such as electrons

or jets. Therefore potential candidates for the Loose photon(s) in the 7 TeV (8 TeV)

analysis could either be true prompt photons, electrons or jets. By requiring at least

one of the signal region photons in the 7 TeV analysis to pass the Tight IsEM cuts, the

probability that this photon is a fake photon is greatly reduced. Signal region events

could therefore be: QCD events decaying to γ+X, where X is either a photon, electron

or jet; W + γ, where the electron from the W → eν fakes the loose photon; or tt events

where the final state includes at least one true photon. The same decay channels are

likely to be the dominant source of background events in the 8 TeV LL analysis except

that the lack of the Tight requirement means it is possible that both objects in the final

state could be fake photons.

6.3.2 Other Backgrounds

In addition to backgrounds originating from the collision of the main bunches there are

a number of other sources of background that could potentially result in the required

signal region final state of diphoton and Emiss
T . The majority of these sources are events

where one of the final state objects does not originate from the PV collision. An example

of a possible event is a W → eν interaction at the PV being produced in conjunction

with a true photon from a pileup collision or the collision of satellite bunches. Since the

photon is not produced at the PV, it will have a larger zγ than would be expected if

the photon was produced at the PV and therefore appear to be more like a signal event

than a collision background event.

To estimate the total number of these background events that can be expected in the

signal region, it is useful to first estimate the total number of inelastic collisions that

will have taken place at ATLAS. Combining the full integrated luminosity measurement

of the 7 TeV dataset of approximately 5 fb−1with the total inelastic cross-section of

69.4 mb [117] using equation 3.2 gives the total number of inelastic collisions to be
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approximately 3.5 × 1014. The 7 TeV cross-section for producing W → eν interactions

is found to be 4.791 nb [118] when the following requirements are met: the electron has

ET > 20 GeV, Emiss
T > 25 GeV, the transverse mass of the W > 40 GeV. This gives a

probability of 6.9 × 10−8 that a collision will produce a W that decays in such a way.

The cross-section of producing a prompt isolated photon at ATLAS with ET > 45 GeV

has been measured to be 5.88 nb [119], giving a probability per collision of 8.5 × 10−8.
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Figure 6.1: Standard Model cross sections at the Tevatron and LHC colliders[120].

When these probabilities are combined together with an average pileup rate of 10 col-

lisions per bunch crossing in 2011, it is expected that there will be approximately 21

bunch crossings where a W → eν interaction overlaps with a prompt photon. However,

the signal region thresholds for the minimum Emiss
T of an event is much larger than that

used in the calculations above. As highlighted by figure 6.2, the probability of a W → eν

interaction having an Emiss
T of between 25 GeV and 75 GeV is approximately two orders

of magnitude larger than the probability of the interaction having an Emiss
T larger than

75 GeV. Also, the event selection identifies all electrons that pass the medium IsEM cuts

and removes them from the analysis during the overlap removal process (4.6). It can be

seen in figure 6.3 that the medium IsEM cuts have an efficiency of approximately 90%,

therefore only a maximum of 1 in every 10 W → eν decays will produce an electron that

could fake a photon.
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Figure 6.2: Distribution of Emiss
T as measured in a data sample of W → eν events.

The expectation from Monte Carlo simulation (Pythia6) is superimposed and nor-
malised to data [121].

Figure 6.3: Measured identification efficiency for the various IsEM selections as a
function of η for electrons in the ET 45-50 GeV range for 7 TeV (left) and 8 TeV (right)
pp collisions. More information on the methods used to calculate the efficiencies can be

found in [90] and [122] for the 7 TeV and 8 TeV analyses respectively.

Taking these two effects into account, the expected number of bunch crossings with a

W → eν decay overlapping with a prompt photon from a pileup collisions is reduced

to approximately 0.02 in the 7 TeV data sample. This is still a conservative estimate

since extra suppression factors from the increased ET threshold of signal region objects,

requiring an electron to pass the photon IsEM cuts and other inefficiencies in the selection

criteria have yet to be taken into account.

In the 8 TeV analysis, the expected number of a W → eν decays overlapping with a
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prompt photon from a pileup collision in the signal region will increase. This is due to

the increase in the size of the dataset, the increase in the number of pileup events (see

figure 3.4), and effects due to the increase in collision energy, such as a small increase

in the cross-section of W production (see figure 6.1) and an increase in the ET (and

therefore Emiss
T ) spectrum of particles. However, the expected contribution to the signal

region sample is still expected to be less than one and therefore not taken into account

when modelling the expected background.

In these analyses the background is modelled using data. Using a similar argument

as above, the CR is expected to contain very few W → eν overlap events due to the

Emiss
T being less than 20 GeV. If these overlap events are more common than estimated

above, they should appear in CR1 where the Emiss
T range matches the Emiss

T of W → eν

decays. If during the unblinding process CR1 or CR2 looked more signal like than the

CR, further investigation into the shape of these backgrounds would be required before

the unblinding of the signal region could proceed.

In both the 7 TeV and 8 TeV analyses the probability of a collision between satellite

bunches overlapping with a collision in the main bunch is many orders of magnitude

lower than that of a pileup event due to the much lower occupancies in these bunches.

As explained in section 5.2.2, a requirement placed on all photons in the 8 TeV analysis

of |tγ | < 4 ns ensures that these collisions will not impact the results. This cut also has

an added benefit that it is stricter than the standard timing cut of ±10 ns that reduces

the sensitivity of analyses to cosmics, which is particularly important to this analysis

due to the potential of cosmics having a non-pointing or delayed timing measurement.

A study has shown that the impact of cosmics is negligible in diphoton + Emiss
T events:

a conservative upper limit of 0.46 ± 0.32 [123] can be placed on the number of events

in the signal region of the 7 TeV analysis that are due to cosmics. When the equivalent

numbers are calculated for the 8 TeV analysis, taking into account the 4 ns timing cut,

this number is reduced to less than 0.2 ± 0.1. Therefore, the impact of cosmics on the

signal region distributions can be neglected in both analyses.

6.3.3 Modelling the Background

In the previous two sections it has been discussed that the SM background to SPS8

signal events is dominated by collision backgrounds containing prompt photons, electrons
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and jets. As shown in section 5.2.1, the development of the EM shower of photons

and electrons is expected to be similar resulting in a similar pointing resolution in the

calorimeter. The timing resolution of photons and electrons is also expected to be similar

due to the timing measurement being performed only using information from the cell

in the middle layer of the EM calorimeter with the maximum energy. Therefore, the

Z → ee sample described in section 6.2.2 is used to model the zγ and tγ distributions

of both photons and electrons from SM backgrounds. This sample is referred to as the

e/γ sample.

In contrast to electrons, where a pure sample can be obtained by placing requirements

relating to Z → ee kinematics, there is no way of obtaining a clean sample of jets. Instead

the CR, which is dominated by QCD events containing jets and photons, is used to model

the jet contribution. However, this sample will be contaminated by events containing

prompt electrons and photons meaning that only a fraction (fjet) of the events in the

sample will be jets. Due to this e/γ contribution the central region of the zγ distribution

of the CR will be similar to the e/γ distribution. Jets are expected to have a wider shower

than e/γ objects, resulting in the zγ distribution of jets having a tail containing more

events at larger values. Due to collision backgrounds being promptly produced and the

tγ measurement depending on energy deposited, not shower shape, the tγ distribution

of e/γ and CR samples will be similar, with fjet having little impact on the shape. This

can be seen in figure 6.4, which also shows that the tγ distributions agree very well over

different zγ ranges, with the mean and RMS of the different tγ distributions given in

table 6.4. While the disagreements between the e/γ and CR distributions are small they

are not unexpected, for example due to PV misidentification. The timing measurement

has a correction to take into account the position of the PV so if it is misidentified this

correction will be wrong and tγ will not be correct. Since different backgrounds have

a different probability of the PV being misidentified this will affect the e/γ and CR

distributions differently as described in chapter 8. Also, PV misidentification results in

a small shift in the zγ value, introducing a small correlation between tγ and zγ .

While the jet and e/γ distributions can be modelled, the probability of jets and electrons

faking photons is not accurately described in MC, therefore it is difficult to predict either

the number of background events in the signal region or the fraction that will be due to

jets or prompt e/γ objects. The fraction of the loose photon objects in the signal region

sample that will be jets or e/γ objects is also expected to change for different Emiss
T



Chapter 6. Data Samples 100

Time [ns]
-4 -3 -2 -1 0 1 2 3 4

E
nt

rie
s/

40
 n

s

0.00

0.01

0.02

0.03

0.04

0.05

0.06

0.07

γe/T

<20 GeVmiss
TE

T
|<50 mmγ|z

Time [ns]
-4 -3 -2 -1 0 1 2 3 4

E
nt

rie
s/

40
 n

s

0.00

0.01

0.02

0.03

0.04

0.05

0.06

0.07

|<100 mmγ|z≤50

Time [ns]
-4 -3 -2 -1 0 1 2 3 4

E
nt

rie
s/

40
 n

s

0.00

0.01

0.02

0.03

0.04

0.05

0.06

0.07

|<150 mmγ|z≤100

Time [ns]
-4 -3 -2 -1 0 1 2 3 4

E
nt

rie
s/

40
 n

s

0.00

0.01

0.02

0.03

0.04

0.05

0.06

0.07

|<200 mmγ|z≤150

Time [ns]
-4 -3 -2 -1 0 1 2 3 4

E
nt

rie
s/

40
 n

s

0.00

0.01

0.02

0.03

0.04

0.05

0.06

0.07

|<250 mmγ|z≤200

Time [ns]
-4 -3 -2 -1 0 1 2 3 4

E
nt

rie
s/

40
 n

s

0.00

0.01

0.02

0.03

0.04

0.05

0.06

0.07

250 mm≥|γ|z

Figure 6.4: Superimposed unit-normalised tγ distributions for the Z → ee and
Emiss

T < 20 GeV 8 TeV control samples, for the various categories defined according to
zγ , with zDCA modelling zγ for the Z → ee sample. [59].
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|zγ | Z → ee Sample Emiss
T < 20 GeV Sample Max.

Range No. of Mean RMS No. of Mean RMS |∆(t)|
(mm) Entries [ps] [ps] Entries [ps] [ps] [ps]
[0, 50) 3,456,008 101 300 25,614 91.8 306 9± 2

[50, 100) 193,320 105 311 5,013 103 326 4± 1
[100, 150) 22,325 110 321 1,957 124 341 23± 8
[150, 200) 3,792 111 321 798 138 359 37± 13
[200, 250) 822 138 338 429 173 323 72± 16
[250, ∞) 403 96.8 339 1,058 169 338 68± 10
[0, ∞) 3,676,670 101 301 34,869 100 314 1± 2

Table 6.4: Number of entries, mean and RMS of the jet and prompt e/γ 8 TeV
timing background templates, for each of the categories defined according to zγ , as well
as (in the last row) for the inclusive distributions (i.e. all categories together). The
last column shows the determination of the shift used as the systematic uncertainty for
that category, determined as the absolute value of the maximum difference in means
between the e/γ and Emiss

T < 20GeV distributions in that category and the inclusive
Z → ee sample, along with its statistical error [59]

regions so fjet from the CR cannot be used to predict the fjet of the signal region. The

method for determining the number of signal and background events that are observed

in the signal region is described in chapter 7. The templates used to model the tγ and

zγ distributions for jets and e/γ objects can be found in sections 7.1.2 and 7.2.2 for the

7 TeV and 8 TeV analyses respectively.



Chapter 7

Analysis

As described in section 6.3.3, it is not possible to predict the number of background

events in the signal region of this analysis using MC. Therefore, templates are created

from the pointing and timing distributions for non-prompt photons and background

events which are then fitted to the distributions observed in the signal region to deter-

mine the number of observed signal events. Due to the similarity between the pointing

distributions of SPS8 samples with very low τ and the background templates, the mini-

mum neutralino lifetime explored in these analyses is 250 ps. In this chapter the method

of fitting signal and background templates to the pointing and timing distributions ob-

served in the signal region is described, and how this is used to set limits in the SPS8

parameter space is outlined. Due to major differences in the template fitting strategy

followed in the 7 TeV and 8 TeV analyses they are described separately in sections 7.1

and 7.2, however, each section follows a similar structure. First, the variables that are

chosen for the signal and background templates are described in sections 7.1.1 and 7.2.1.

Next, the templates used in the template fitting method are described in sections 7.1.2

and 7.2.2. Finally, the template fitting strategies are described in sections 7.1.3 and

7.2.3 and how the fits are performed and the results used to set limits in the SPS8 signal

space are described in sections 7.1.4 and 7.2.4. Additionally, the optimisation of the

bins and categories used in the limit setting procedure in the 8 TeV analysis is outlined

in section 7.2.3.1.

102
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7.1 7 TeV Analysis

7.1.1 Discriminating Variables

In the 7 TeV analysis the pointing variable zγ is used as the only discriminating variable

in the template fitting method to determine the number of signal events, with the tγ

measurement used as a cross-check. An event based analysis was pursued with the zγ

from the Loose photon in each event used to construct the pointing template.

7.1.2 Pointing and Timing Templates

SPS8 Signal Events zγ Templates

Examples of the unit normalised zγ distributions for SPS8 signal events in the 7 TeV

analysis are shown in figure 7.1. As expected the distribution is wider for samples with

larger neutralino lifetimes.
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Figure 7.1: Unit-normalised zγ templates for SPS8 Λ = 120 TeV MC signal samples
of various neutralino lifetimes [57].

Background Events zγ Template

The templates for the e/γ and CR zγ distributions, as described in section 6.3.3, can be

seen in figure 7.2 for the 7 TeV analysis.
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SPS8 Signal Events tγ Templates

The tγ template for SPS8 signal events in the 7 TeV analysis is shown in figure 7.3. It

is only used as a cross-check in this analysis. A detailed description of this variable is

provided in the corresponding section for the 8 TeV analysis.
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Figure 7.3: The left plots shows the timing templates as determined for prompt
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shows the timing distributions for two SPS8 signal samples with τ = 1 ns (solid pink)

and τ = 6 ns (dashed red) [57].
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Background Events tγ Template

It has already been shown in section 6.3.3 that the background objects in this anal-

ysis, prompt e/γ objects and jets, have similar tγ distributions. Also, the tγ for the

7 TeV analysis is not involved in the limit setting procedure. Therefore, due to the

higher statistics in the sample, the e/γ tγ distribution shown in figure 7.3 was the only

background tγ template developed for the 7 TeV analysis.

7.1.3 Fit Strategy

The signal MC template (Tsig) and background templates, for prompt e/γ objects (Te/γ)

and for jets (Tjet), are normalised to the number of events observed in the SR and

separated into 9 bins with the following boundaries:

|zγ | = 0, 20, 40, 60, 80, 100, 200, 400, 600, 2000 [mm].

This choice of bins is a compromise between sensitivity, statistics, and CPU power. The

more bins that are used in a fitting procedure, such as the one described below, the more

sensitive the analysis is to changes in the shape of distributions. However, if there are

many bins which are expected to have a low background count, then the analysis would

be vulnerable to statistical fluctuations. This choice of bins was selected so that there

are more bins at low zγ , which is expected to be background dominated, to constrain

the shape of the background fit at larger zγ , which is expected to be signal dominated.

For each bin (i) the number of events (Zidata) will be the sum of the number of signal

(Nsig) and background (Nbkg) events given by:

Zidata = Nbkg ·
[
fSRjet · T ijet +

(
1− fSRjet

)
· T ie/γ

]
+Nsig · T isig, (7.1)

where fSRjet is the jet fraction of the signal region.

As described in section 6.3.3, the CR template (TCR) is used to model the jet template.

However, it is also noted that a fraction of the loose objects in this sample will be prompt

e/γ objects (fCRe/γ ). Therefore, the jet template can be defined as:
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T ijet =

(
T iCR − fCRe/γ · T

i
e/γ

)
(

1− fCRe/γ
) . (7.2)

Combining equations 7.1 and 7.2, Zidata can be rewritten as:

Zidata = Nbkg ·
[
Fjet · T iCR + (1− Fjet) · T ie/γ

]
+Nsig · T isig (7.3)

where the difference between the jet content of the CR and SR is accounted for by the

modified jet fraction:

Fjet =
fSRjet(

1− fCRe/γ
) . (7.4)

Therefore, using equation 7.3, the fit to the SR can be performed with only three free

parameters: Fjet, Nsig, and Nbkg. In addition to these free parameters, the normalised

zγ templates and the associated shape systematic uncertainties described in chapter 8

are required as inputs to the fit. This fit was performed using the method described in

the next section for each point in the SPS8 signal grid used in this analysis.

7.1.4 Limit Setting Procedure

The limit setting in the 7 TeV analysis is performed within the RooStats framework

[124]. As outlined in this section, the limit setting procedure follows the confidence

limits (CLS) method [125] of hypothesis testing used in analyses at ATLAS searching for

signs of new physics. More detailed information, including explanations and discussion,

on these methods can be found in the source material [125][126].

7.1.4.1 Likelihood Function

For each bin (i) of the fit, the number of expected events is given by:

Ni = L(µσi + βi)
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where L is the integrated luminosity, µ is the signal strength, σi is the effective signal

cross-section for bin i, and βi is the background cross-section in bin i. In this analysis,

µ is determined separately for each signal grid point by dividing the number of signal

events returned from the fit by the predicted number of events from tables in section

5.4. From this definition it is clear that µ = 0 for the background only hypothesis and

µ = 1 for the signal + background hypothesis.

For each bin, a Poisson probability term can be used to calculate the likelihood for

measuring ki events given that Ni events are expected:

Li = Pois(ki|Ni) =
(Ni)kie−Ni

ki!

which is iterated over all N bins in the fit to give:

LStat. =
N∏
i=1

Li =
N∏
i=1

(Ni)kie−Ni

ki!
.

If systematic uncertainties are included, the number of expected events is now given by:

Ni = Lµσi
∏
l

(1 + εSl δ
S
l ) + Lβi

∏
k

(1 + εBk δ
B
k ),

where the sources of systematic uncertainty affecting the signal distributions are denoted

by l, with the relative uncertainty on the signal efficiency associated with that system-

atic given by εSl . The corresponding background systematic uncertainties and relative

uncertainty on the background cross-section are given by k and εBk . All systematic un-

certainties are treated as nuisance parameters, denoted by δ, which are constrained by

a distribution G. These constraining distributions are typically Gaussian for symmetric

uncertainties, with a width equal to the systematic uncertainty. The total combined

likelihood function is now given by:

LTotal = LStat. ·
∏
l

G(mδSl
|δSl ) ·

∏
k

G(mδBk
|δBk ),
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LTotal =
Ni∏
i=1

(Ni)kie−Ni

ki!
·
∏
l

G(mδSl
|δSl ) ·

∏
k

G(mδBk
|δBk ).

The mδ terms are the input values of the corresponding nuisance parameters, calculated

when estimating the systematic uncertainties.

7.1.4.2 Test Statistic

A test statistic qµ, based on the profile likelihood ratio [126][127], is constructed to set

upper limits on the observed signal strength compared to a hypothesis:

qµ =


−2 ln(L(µ,

ˆ̂
θ)

L(µ̂,θ̂)
0 ≤ µ̂ ≤ µ,

−2 ln(L(µ,
ˆ̂
θ)

L(0,θ̂)
µ̂ < 0,

0 µ̂ > µ

(7.5)

where the values of the nuisance parameters that maximise L for a given value of µ

are represented by ˆ̂
θ, and the values of the signal strength and nuisance parameters

that give the absolute maximum value of L are represented by µ̂ and θ̂ respectively. If

a negative signal contribution is required to maximise L then µ̂ is set to 0 in the fit,

since a negative signal contribution is unphysical. Also, if more signal than the signal +

background hypothesis (µ̂ > µ) is required to maximise L then qµ is set to 0 as this does

not suggest a disagreement between the observed data and the signal model. Therefore,

large values of qµ will only occur when there is a large disagreement between the signal

+ background hypothesis and the observed data due to the signal model being a poor

description of the data.

To test the quality of the background only fit, the test statistic becomes:

q0 =


−2 ln(L(0,

ˆ̂
θ)

L(µ̂,θ̂)
µ̂ > 0,

0 µ̂ < 0.
(7.6)

This results in q0 only having a value greater than 0 if the best fit to the observed data

requires some signal contribution.
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7.1.4.3 p-Values and Confidence Limits

To quantify the level of disagreement between the observed data and either of the back-

ground only or signal + background hypotheses, a p-value is calculated:

pµ =
∫ ∞
qµ,obs

f(qµ|µ) dqµ, (7.7)

where qµ,obs is the value of qµ observed in the data, and f(qµ|µ) is the probability

density function of qµ for a given µ. In this analysis qµ is calculated by generating

pseudo experiments, handled within the RooStats framework.

To set upper limits across the signal grid, a CLS value [125] is defined as:

CLS =
P (q ≥ qobs|s+ b)
P (q ≥ qobs|b)

=
ps+b

1− pb
. (7.8)

Any grid point in the Λ vs τ signal grid is considered to be excluded at 95% confidence

level if it has a CLS value of less than 0.05.

7.2 8 TeV Analysis

7.2.1 Discriminating Variables

For the 8 TeV analysis, both tγ and zγ were used to construct the templates used in the

template fitting method, increasing the sensitivity of the analysis to SPS8 signal events.

As explained in section 7.2.3.1, tγ is more powerful at separating signal and background

than zγ . Therefore, to pursue an event based analysis, the photon with the maximum

tγ value in every event was selected to construct the timing and pointing templates.

However, it has already been stated that only photons detected in the barrel will be

used in this analysis due to the better pointing resolution. Therefore, it is only in events

where both photons are detected in the barrel (BB events) that the photon with the

maximum tγ value will be selected. In events where one photon is detected in the barrel

and one is detected in the end-cap (BE events) the barrel photon will be selected. The
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difference in the shape of the zγ and tγ distributions due to this selection is addressed

in section 8.3.3.

7.2.2 Pointing and Timing Templates

SPS8 Signal Events tγ Templates

The 8 TeV tγ distributions are shown in figure 7.4 for various neutralino lifetimes and

Λ values.
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Figure 7.4: The timing templates for the Emiss
T less than 20 GeV (black) and Z → ee

(red) background templates. The left plot compares the background timing distribu-
tions to signal distributions with Λ = 160 TeV and various different neutralino lifetimes.
The right plot compares the background timing distributions to signal distributions with

various Λ values with a neutralino lifetime of 1 ns.

Background Events tγ Template

As described in the next section, in the 8 TeV analysis the CR template is used to model

the tγ distribution of the prompt background distribution with the e/γ distribution used

as a systematic uncertainty on the shape. The templates can be seen in figure 7.5 and

compared to expected signal distributions in figure 7.4.

SPS8 Signal Events zγ Templates

In figure 7.6 the zγ templates for various SPS8 signal MC samples with different Λ values

and neutralino lifetimes are shown alongside the background templates. The left plot

of figure 7.6, which shows the zγ template for four different MC signal samples with

Λ = 160 TeV and different neutralino lifetimes, agrees with the trend seen in figure 7.1.
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Figure 7.5: Expected shape of the tγ distributions for jet (Emiss
T <20 GeV) and e/γ

(Z → ee ) contributions to the 8 TeV background [59].

The right plot of 7.6, shows zγ templates for three different MC signal samples with

different Λ values and τ = 1 ns. It can be seen that the zγ distribution is expected to

be wider for signal samples with larger Λ values, however the shape differs by much less

than that observed for different neutralino lifetimes.
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Figure 7.6: The pointing templates for the Emiss
T < 20 GeV (black) and Z → ee (red)

background templates. The left plot compares the background pointing distributions
to signal distributions with Λ = 160 TeV and various different neutralino lifetimes. The
right plot compares the background pointing distributions to signal distributions with

various Λ values with a neutralino lifetime of 1 ns.

Background Events zγ Template

The templates for the e/γ and CR zγ distributions can be seen in figure 7.7 and compared

to expected signal distributions in figure 7.6 for the 8 TeV analysis.
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Figure 7.7: Expected shape of the zγ distributions for jet (Emiss
T <20 GeV) and e/γ

(Z → ee ) contributions to the 8 TeV background [59].

7.2.3 Fit Strategy

As has previously been described, the 8 TeV analysis makes use of the timing variable

tγ in addition to the pointing variable zγ that was used as the only discriminating

variable in the 7 TeV analysis. The background in this analysis is derived from data

samples that contain limited statistics, especially in the larger tγ and zγ regions where

larger amounts of signal events are predicted, therefore a full 2D fit is not suitable for

this analysis. Instead, the zγ distribution of the SR is split into categories creating

multiple mutually exclusive samples of photons. Due to the difference in the zγ shape

of the signal and background, each of these samples will contain a different signal-to-

background ratio. Therefore, a 1D fit of the signal and background to the tγ of the

SR is performed independently for each zγ category. The difference in the zγ shape of

the jet and e/γ backgrounds means that the content of the background is also expected

to change for the different categories, therefore the background normalisation in each

category is treated as an independent nuisance parameter. However, since the tγ shape

of the e/γ and CR distributions has been shown to be very similar in section 6.3.3,

only one template needs to be included in the fitting procedure. The background is

expected to be a combination of prompt e/γ objects and jets, therefore the CR sample

was chosen as the only tγ background template, with any differences between the CR

and e/γ distributions accounted for in a systematic uncertainty, as explained in section

8.3.4.

The boundaries of the different zγ categories and the tγ bins used in the limit setting
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procedure were optimised to increase the sensitivity of the analysis, as explained in

section 7.2.3.1. Due to the SPS8 tγ and zγ distributions appearing more similar to

the background distributions for low τ values, two separate sets of boundaries were

optimised: one for signal points with τ ≤ 4 ns and one for signal points with τ > 4 ns.

These boundaries are given in table 7.1.

τ Range Category Boundaries for |zγ | [mm]
τ ≤ 4 ns 0 40 80 120 160 200 2000
τ > 4 ns 0 50 100 150 200 250 2000
τ Range Bin Boundaries for tγ [ns]
τ ≤ 4 ns −4.0 0.5 1.1 1.3 1.5 1.8 4.0
τ > 4 ns −4.0 0.4 1.2 1.4 1.6 1.9 4.0

Table 7.1: Values of the optimised ranges of the zγ categories and tγ bins for both
low and high neutralino lifetime (τ) samples used in the 8 TeV analysis.

7.2.3.1 Optimisation of Category and Bin Boundaries

In this analysis, the amount of expected signal relative to the amount of expected back-

ground can change by many orders of magnitude for different zγ and tγ ranges. There-

fore, standard approaches to optimisation do not provide an accurate estimate of the

significance across the entire signal grid [126]. Instead, the boundaries in zγ and tγ

were optimised by maximising the median expected discovery significance (med[Z0|1]),

derived from the Poisson likelihood for a fit to “perfect” signal-plus-background Asimov

data [126]. The statistical significance can be approximated, for a single category (i)

and bin (j), to:

med[Zij0 |1] =
√
qij0 =

√
2[(Sij +Bij) ln(1 +

Sij
Bij

)− Sij ],

where Sij is the expected number of signal events for a signal strength of µ = 1, and Bij is

the total number of expected background events. Both Sij and Bij are determined using

the signal and background templates and correspond to the median expectations for the

signal and background yields. In this analysis there are multiple bins and categories,

therefore the significance is added in quadrature:

med[Z0|1]2 =
categories∑

i

bins∑
j

med[Zij0 |1]2.
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The boundaries in tγ and zγ that correspond to the maximum significance were calcu-

lated for every signal point in the Λ vs τ signal grid, an example of which is shown in

figure 7.8. In these plots, it can clearly be seen that the tγ variable provides a greater

significance than the |zγ | variable and is therefore more powerful at separating signal

and background in this analysis.
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Figure 7.8: The optimal bin boundaries in tγ (left) and category boundaries in zγ
(right) for the signal grid point with Λ = 260 TeV and τ = 2.56 ns. The vertical dashed
lines indicate the positions of the divisions between categories. The sub-plot provides

the counting significance in each category [59].

It is important to note that the limited statistics in the background samples at large

tγ and zγ values, and also in some signal samples, means that it is possible that the

optimisation procedure may be affected by statistical fluctuations. To avoid this affecting

the results, two sets of global boundaries were produced by averaging the position of the

different boundaries over every signal grid point: one for grid points with τ ≤ 4 ns and

one for grid points with τ > 4 ns. These boundaries can be seen in table 7.1.

7.2.4 Limit Setting Procedure

The limit setting procedure for the 8 TeV analysis is implemented using the procedure

developed to determine the Higgs Boson spin in the H → γγ decay channel, more

details of which can be found in [128], rather than in the RooStats framework. It follows

the same logic as laid out in section 7.1.4, except for two important differences. The

signal region in the 8 TeV analysis is separated into zγ categories and tγ bins, therefore

the likelihood functions described in section 7.1.4 will need to be iterated over two

dimensions. Also, a different approach is used to determine the qµ distribution. Wilk’s

[129] and Wald’s [130] theorems state that if a sample is sufficiently large then the test
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statistic qµ will take an asymptotic form and f(qµ|µ) ∼ χ2
1. This asymptotic approach to

producing limits is pursued in the 8 TeV analysis, in contrast to the pseudo experiment

approach pursued in the 7 TeV analysis.
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Systematic Uncertainties

In the template fitting method presented in the previous chapter, signal and back-

ground templates are fitted to the signal region to determine the number of observed

signal events over the SPS8 parameter space. Therefore, if the shape of the signal or

background templates are incorrectly modelled, the number of observed signal events

returned by the template fitting will be incorrect. Any factor that could lead to the

shape of the templates being incorrect is investigated in this chapter with a system-

atic uncertainty covering the potential variation in the shape calculated for each. The

theoretical predictions and signal efficiencies that went into the signal yield estimates

in section 5.4, which are used in the limit setting procedure, will also be subject to

uncertainties that need to be estimated. Due to this the systematics have been divided

into three categories: ‘flat’ systematic uncertainties that are common to all events are

described in section 8.1, systematics due to uncertainties about the shape of the signal

distributions are described in section 8.2, and systematics due to uncertainties related

to the shape of the background distributions are described in section 8.3.

A summary of the uncertainties that are relevant to the 7 TeV analysis is shown in table

8.1 and the uncertainties that are relevant to the 8 TeV analysis is shown in table 8.2.

In both analyses the uncertainty on the shape of the SM background is the dominant

systematic uncertainty.

116
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Impact Source of Uncertainty Value Comment
Integrated Luminosity ±1.8% Section 8.1.1
L1 Trigger Efficiency ±2% Section 8.1.2
HLT Efficiency ±0.5% Section 8.1.2

Signal Yield
Photon ET Scale/Resolution ±4.4% Section 8.1.3
and Photon Identification
Photon Isolation ±1.4% Section 8.1.3
Object Quality and LAr Hole Flags ±0.2% Section 8.1.3
Emiss

T : Topocluster Energy Scale ±1.0− 6.4% Section 8.1.5
Emiss

T Resolution ±0− 4.9% Section 8.1.5
Signal MC Statistics ±0.7− 5% Section 8.1.6
Signal PDF and Scale Uncertainties ±4.7− 6.4% Section 8.1.7
Signal Template Shape Section 8.2

Background e/γ Template Shape Section 8.3.1
Emiss

T < 20 GeV Template Shape Section 8.3.2

Table 8.1: Summary of systematic uncertainties for the 7 TeV analysis [57]

Impact Source of Uncertainty Value Comment
Integrated Luminosity ±2.8% Section 8.1.1
Trigger Efficiency ±2% Section 8.1.2

Signal Yield
Photon ET Scale/Resolution ±1% Section 8.1.4
Prompt Photon ID and Isolation ±1.5% Section 8.1.4
Emiss

T ±1.1 % Section 8.1.5
Signal MC Statistics ±0.81− 3.6% Section 8.1.6
Signal Reweighting ±0.5− 5% Section 8.1.6
Signal PDF and Scale Uncertainties ±9.9− 13.4% Section 8.1.7
Signal Template Shape Section 8.2

Background e/γ Template Shape Section 8.3.1
Emiss

T < 20 GeV Template Shape Section 8.3.2
Background Composition Shape Sections 8.3.3 & 8.3.4

Table 8.2: Summary of systematic uncertainties for the 8 TeV analysis

8.1 Flat Systematic Uncertainties

These systematic uncertainties have no dependence on tγ or zγ and are therefore the

same for every event in the signal region.

8.1.1 Luminosity

The uncertainty on the integrated luminosity, described in section 3.1.2, collected by

ATLAS during pp runs will propagate through to an uncertainty on the number of

expected signal events via equation 3.2. The uncertainty is dominated by the uncertainty

on the van der Meer scans [131][132] used to determine the horizontal and vertical profiles
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of the proton beams and has been found to be ±1.8% [66] in the 7 TeV analysis and

±2.8%, using the same techniques as described in [133], in the 8 TeV analysis.

8.1.2 Trigger

As described in section 5.3.4, the L1 trigger shows no zγ dependence and a conservative

systematic of ±2% is adopted in the 7 TeV and 8 TeV analyses to cover any potential

deviations. In the 7 TeV analysis an additional systematic of ±0.5% is assigned to

account for uncertainty in the high level trigger efficiency, as described in [112].

8.1.3 7 TeV Photon Identification Efficiency

Diphoton Identification: As described in section 5.3.3, any differences in data and

MC relating to the photon identification efficiency and shower shape variables were

independent of zγ in the 7 TeV analysis. Therefore any uncertainty due to differences

between the efficiency of identifying photons in data and MC will be the same for prompt

and non-prompt photons. This systematic was calculated to be ±4.4% [112] and covers

the effects of photon ET scale and resolution as well as the efficiency of both photons

passing the Tight IsEM. Due to the stricter cuts, the uncertainty of a photon passing

the Tight IsEM cuts is larger than for a photon passing the Loose IsEM, implying that

this is a conservative estimate for the Tight-Loose selection used in this analysis.

Isolation: To calculate the systematic uncertainty due to isolation the difference in the

isolation cone around electrons in the Z → ee tag and probe MC and data samples were

compared. The mean of the isolation in a cone of ∆R < 0.2 around the electrons in

MC and data was found to differ by 0.4 GeV [112]. Therefore, for a range of signal

samples the isolation cut was shifted by ±0.4 GeV and the efficiency of photons from

that sample passing the new isolation cut was recorded in table 8.3. It can be seen

that the maximum deviation from the nominal efficiency is 1.4%. Since this is negligible

compared to other systematic uncertainties in the analysis, this value was taken as a

flat symmetric systematic for every sample.
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Λ τ Efficiency difference (%) when Efficiency difference (%) when
(TeV) (ns) lowering isolation cut to 4.6 GeV raising isolation cut to 5.4 GeV

90 2 -0.8 +0.8
90 6 -1.4 +0.6
100 2 -1.0 +0.7
100 6 -0.8 +0.9
120 2 -0.7 +0.6
120 10 -1.1 +0.9
150 2 -0.9 +0.6
200 2 -0.9 +0.6

Table 8.3: Change in signal efficiency for a sample of signal grid points as the isolation
cut is changed by ±0.4 GeV [57].

8.1.4 8 TeV Photon Identification Efficiency

Energy Scale and Resolution: Any difference in the photon energy scale in data and

MC creates uncertainty on the expected signal yield by changing the efficiency of photons

passing the 50 GeV pT cut. Similarly, any uncertainty on the energy resolution of the EM

calorimeter will create uncertainty on the efficiency of photons passing the 50 GeV pT

cut. The photon ET scale and resolution systematic uncertainty was calculated using

the standard method developed by the ATLAS Egamma Working Group [92]. This

method involves smearing the photon ET distribution within the known uncertainties

and recalculating the new efficiency of photons passing the 50 GeV pT cut. The difference

in efficiency compared to the nominal value was found to be ±1%.

IsEM Identification Efficiency: The ATLAS Egamma Working Group [134] gives

the uncertainty on the efficiency of all photons with energy greater than 40 GeV passing

the Tight IsEM cuts as ±1.5%, except for unconverted photons detected with |η| > 1.81

which have an uncertainty of ±2.5%. This uncertainty was calculated for photons that

pass the standard isolation cut and also includes any uncertainties relating to the iso-

lation requirements. This uncertainty is considered to be conservative due to requiring

photons to pass the Tight IsEM cuts rather than the Loose IsEM cuts used in this

analysis.

Shower Shape Variables As described in section 5.3.3 no additional systematic is re-

quired to account for any potential difference between data and MC in the reconstruction

of SSVs at large zγ .



Chapter 8. Systematic Uncertainties 120

Isolation In the 8 TeV analysis, the uncertainty due to the isolation cut is included in

the IsEM identification systematic. However, this was calculated for prompt photons

and does not take into account any uncertainties that may arise due to photons being

non-pointing. Figure 8.1 compares the efficiency of probe electrons from Z → ee data

and MC samples passing the isolation requirement and shows that they are in good

agreement even as zγ increases. Also shown in figure 8.1 is the efficiency of photons

from a prompt and non-prompt signal sample passing the isolation requirements and it

can be seen that they are in good agreement in the zγ range where the prompt sample

has statistics. The right hand plot in figure 8.1 shows the isolation of a signal sample

extended to much larger zγ values and it can be seen that the efficiency remains flat,

therefore no additional uncertainty is applied.
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Figure 8.1: The left plot shows the isolation efficiency of electrons in data and MC
Z → ee tag and probe samples and photons in a prompt and 2 ns SPS8 sample as a
function of zγ . The figure on the right shows the isolation efficiency of photons in a

2 ns SPS8 sample over an expanded range of zγ .

Object Quality and LAr Hole Flags - 7 TeV analysis: As described in section

6.1.1, events are rejected if any particle fails the object quality cuts or if any particle

is reconstructed in the EM calorimeter hole. These effects were included in certain MC

samples and it was found that the efficiency of a single photon passing this veto in data

and MC differed by 0.1% [115]. Incorrectly assuming that both photons in the final state

are completely correlated would give a, negligible and conservative, estimate of ±0.2%

for this systematic uncertainty in diphoton events.
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8.1.5 Emiss
T Uncertainties

The Emiss
T measurement used in these analyses is calculated by summing up the trans-

verse energy of every object in an event as described in section 4.5. Therefore, any

uncertainties on the measured energy of these objects will propagate through to an un-

certainty on the amount of Emiss
T in an event. A different method was used to estimate

the uncertainty on the Emiss
T calculation in the 7 TeV and 8 TeV analyses. The different

methods are outlined separately below.

7 TeV Analysis: The calculation of the systematic uncertainty on the scale and reso-

lution of the Emiss
T measurement in the 7 TeV analysis followed the recipe of scaling and

smearing the Emiss
T measurements developed by the prompt analysis team [135][136].

The systematics are calculated independently for each signal grid point and found to

vary between 1.0% and 6.4% for the uncertainty on the Emiss
T scale and between 0-4.9%

for the uncertainty on the Emiss
T resolution. More details on the method used and the

uncertainty for each individual grid point can be found in Appendix D.

8 TeV Analysis: The ATLAS working group that developed the procedures for mea-

suring the Emiss
T in events calculated the uncertainty associated with all of the objects

that contribute towards the Emiss
T measurements and included them in a tool that can

be used by analysis teams [137]. This tool was used to estimate the impact of these

uncertainties on the efficiency of events passing the Emiss
T cut of this analysis for a range

of SPS8 signal MC samples. In addition to this systematic uncertainty there is also

a well documented bug in ATLAS MC samples that results in the Emiss
T of events be-

ing incorrectly calculated [138, 139]. The uncertainty in the Emiss
T measurement due

to this bug was combined quadratically with the standard Emiss
T uncertainty for every

MC signal sample with a maximum value of 1.1% obtained across the entire grid. This

maximum value is taken as the Emiss
T uncertainty across the entire signal grid since as

it is negligible compared to other systematic uncertainties and provides a conservative

estimate for the majority of signal samples.

8.1.6 Signal MC statistics and Reweighting Systematic

The uncertainty on the signal efficiency due to signal MC statistics varies depending on

the sample selected. The efficiency and corresponding uncertainty for a range of Λ and



Chapter 8. Systematic Uncertainties 122

lifetimes can be found in Appendix C and typically lies between 0.7 - 5% for the 7 TeV

samples and 0.81 - 3.6% for the 8 TeV samples. For the 8 TeV analysis the uncertainty

due to the reweighing technique must also be considered. As shown in figure B.9, the

uncertainty is found to depend on the lifetime of the signal samples with values varying

between 0.5 - 5%.

8.1.7 Signal PDF and Scale Uncertainties

For the 7 TeV analysis the signal PDF and scale uncertainties are shown in table 5.1.

For the 8 TeV analysis the signal PDF and scale uncertainties are shown in table 5.2.

These are uncertainties on the k-factor for the cross section of each signal point and are

used to create the theoretical errors in the limit setting procedure.

8.1.8 Pileup

This section deals with background events being assigned to the wrong PV due to pileup.

For the effects of pileup on the shape of the signal distributions see section 8.2.3.

As shown in figure 3.4 there are multiple pileup interactions for every bunch crossing.

It was also shown in section 6.3.2 that it is unlikely that a diphoton and Emiss
T event

could be constructed due to a photon from a pileup collision being assigned to an event

with genuine Emiss
T . However, it is still possible that interactions can be assigned to the

wrong PV, widening the zγ and tγ distributions.

Due to the electron tracks originating from the PV there will be little impact on the

shape of the tγ and zγ distributions due to pileup in the e/γ sample. In contrast, it is

known that some PV misidentification does occur in the CR sample, however this will be

correctly handled since the template is derived from data. While it is correctly handled

for events with Emiss
T less than 20 GeV, PV misidentification is expected to increase

slightly as Emiss
T increases due to the presence of more and higher energy objects in each

event. However, as shown in figure 4.2, the spread in the beamspot is approximately

50 mm and the impact on the zγ and tγ distributions will be negligible when compared

with the expected signal values. Therefore, no systematic uncertainty is included for the

PV misidentification due to pileup.
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8.2 Signal Shape Systematic Uncertainties

The signal templates used in the template fitting method were created using the signal

MC described in section 5.1. In this section, data driven methods are used to determine

if the MC is correctly predicting the shape of the tγ and zγ distributions for non-prompt

photons. However, there is no clean data sample that contains non-prompt photons

or electrons which could be used to model the MC predictions. Therefore, the prompt

control samples introduced in section 6.2 are used to model non-prompt photons as they

become more non-pointing and delayed over the tγ and zγ range where data exists. Any

discrepancy between the MC and data are investigated below and the impact this could

have on the shape of the tγ and zγ distributions are covered by systematic uncertainties.

8.2.1 Pointing Resolution

The pointing measurement and resolution are described in detail in section 5.2.1. It has

been shown that there is good agreement between the Z → ee data and MC samples

over the range where data exists, with any disagreements present on the order of a few

mm. If long lived neutralinos are produced at ATLAS it is expected that the resulting

non-prompt photons would have zγ values larger than 100 mm, therefore an uncertainty

on the order of a few mm is negligible and ignored.

8.2.2 Timing Resolution and Measurement

The method for smearing the MC timing measurement, so that the resolution matches

that observed in data, is described in detail in section 5.2.2. Given that the resolution is

smeared so that it matches that observed in data there is no uncertainty attached to the

timing resolution for signal MC photons. However, there is an uncertainty associated

with the method used to obtain the time of arrival of photons. As explained in section

3.2.4.2, a set of optimal filter coefficients are used in equations 3.7 and 3.8 to calculate the

cell energy and time respectively. The method for calculating these coefficients involves a

Taylor expansion in which the quadratic terms are neglected [76]. This gives an accurate

measurement for the time of the cell if particles are in time, however as particles become

more out of time the measurement becomes less reliable. A study [111] into the timing

measurement of collisions between particles populating satellite bunches at ±5 ns shows
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that they are reconstructed with mean times of approximately +5.5 ns and -5.2 ns.

Taking the least accurate out of the two measurements gives an uncertainty of 10% on

the reconstructed timing measurement for satellite collisions. The timing measurement

for the 8 TeV analysis is restricted to |tγ | < 4 ns, to exclude satellite collisions, and

so would therefore be expected to be more reliable than the reconstruction of satellite

events due to being more in time. However, as a conservative estimate an uncertainty

of ±10% is adopted for the timing measurement of all signal photons.

8.2.3 Pileup

Due to the large number of Standard Model particles that should be produced with large

pT in any SPS8 decay chain it is expected that the correct PV will always be selected.

However it is still possible that an event will be assigned to the wrong PV, which would

impact the zγ and tγ measurements and change the shape of the signal templates.

The MC signal samples used in these analyses were produced so that each sample con-

tains events with a range of different pileup collisions, however this doesn’t match the

distribution of pileup collisions observed in data. To correct this, the standard ATLAS

pileup tool [105] is used to reweight events and reproduce the pileup distribution ob-

served in data. To investigate if the pileup has an effect on the shape of the signal

distributions, a signal sample was split into two subsamples, one with high pileup and

one with low pileup.

In the 7 TeV signal MC, there are roughly an equal number of events with less than

6 pileup collisions as there are events with greater than or equal to 6 pileup collisions

so this was chosen to be the boundary to separate the two new subsamples. The zγ

distributions for the low and high pileup samples were compared to the full sample and

found to be in fairly good agreement as shown in figure 8.2. While the agreement is good

in general, the disagreement can be as large as 15%. These two samples are therefore

included as the shape systematic for the signal distributions in the 7 TeV analysis.

In the 8 TeV signal MC, there are roughly an equal number of events with less than 13

pileup collisions as there are events with greater than or equal to 13 pileup collisions.

In contrast to the 7 TeV analysis, this was not chosen as the boundary between the

low and high pileup samples but instead the central range of pileup interactions is not
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included in either sample so that the two samples would be more distinct. Therefore,

the high pileup sample contains all events with pileup greater than or equal to 16 and

the low pileup sample contains all events with less than 11 pileup collisions. The zγ and

tγ distributions of these samples were compared to the signal distributions, as shown in

figure 8.2, and found to be in fairly good agreement. The disagreements between the

high/low pileup samples and the full MC sample are included as shape systematics in

the limit setting procedure.
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Figure 8.2: The shape of the unit-normalised signal template (Tsig) for the full 7 TeV
signal MC dataset with Λ = 120 TeV and neutralino lifetime of 2 ns, and for low/high
pileup subsamples, separated by the number of primary vertices in the event (NPV) as
defined in the text. The lower section of the plot shows the ratio of the low/high pileup

sample divided by the full MC sample [57].

8.2.4 Material Uncertainties

When a particle travels through matter it interacts and loses energy. When reconstruct-

ing photons and electrons, corrections are made to the amount of energy collected in

the EM calorimeter to correct for energy lost in these interactions in the inner detector.
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Figure 8.3: The shape of the unit-normalised signal template for the full 8 TeV signal
MC dataset with Λ = 160 TeV and neutralino lifetime of 2 ns, and for low/high pileup
subsamples as defined in the text. The lower two plots show the same data as the plots
above but are separated into the categories used in the limit setting procedure. Each
plot is subdivided into two sections, with the lower section showing the ratio of the

low/high pileup sample divided by the full MC sample.

Therefore, it is important to know the amount of material in the inner detector, see fig-

ure 3.13, so that it can be accurately reproduced in MC simulations. Any discrepancy in

the amount of material in the inner detector in MC simulations will lead to uncertainties

on the energy of photons and also on the probability of photons converting.

To address these concerns a signal MC sample was produced with the same kinematics

as a normal SPS8 MC signal sample except that it contains extra material in the inner

detector. Figure 8.4 shows that the zγ distribution for the 7 TeV MC signal sample

with extra material is very similar to the sample with the normal geometry. It can be

seen that they both have means consistent with 0, have similar RMS values, and the
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Figure 8.4: The pointing distribution for the nominal 7 TeV signal MC sample with
Λ = 120 TeV and τ = 6 ns, and for the sample with the same signal parameters but

with additional material in the inner detector [57].

tails at larger zγ values are very similar. Figure 8.5 shows how the zγ and tγ values for

the 8 TeV MC signal sample with extra material compares to the sample with normal

geometry. It can be seen that when statistical uncertainties are taken into account the

two samples are also very similar even at larger zγ and tγ values. Given how similar the

signal distributions are for samples with and without extra material, especially compared

to the much larger shape uncertainties in these analyses, any differences arising due to

the uncertainty on the amount of material in the inner detector is neglected.

8.3 Background Shape Systematic Uncertainties

As described in section 6.3.3, the background samples used in these analyses are derived

from data samples. As outlined in section 7.1.3, in the 7 TeV analysis the zγ shape of

the e/γ and CR distributions are fitted to the signal region data to determine how many

events can be attributed to background events. Therefore, systematic uncertainties

relating to the shape of the zγ distribution for these two distributions are considered

below. In contrast, the 8 TeV signal region data is divided into zγ categories and the tγ

distribution of the CR template is fitted to the signal region distribution to determine

how many events can be attributed to background events. Therefore, uncertainties
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Figure 8.5: The pointing and timing distributions for the nominal 8 TeV signal MC
sample with Λ = 260 TeV and τ = 2 ns, and for the sample with the same signal
parameters but with additional material in the inner detector. The lower two plots
show the same data as the plots above but are separated into the categories used in the

limit setting procedure.

on the shape of the tγ distributions have more impact on the 8 TeV analysis than

uncertainties on the shape of the zγ distributions.

In this section: the systematic uncertainty described in section 8.3.1 is only relevant to

the 7 TeV analysis, the systematic uncertainty described in section 8.3.2 is relevant to

both analyses, while the rest of the systematics are only relevant to the 8 TeV analysis.

8.3.1 Impacts on Shape of e/γ Templates

As described in section 6.3.3, in order to model prompt photons the e/γ template is

constructed from electrons from Z → ee decays. However, there are two ways in which
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the e/γ zγ distribution is expected to differ from the zγ distribution of background events

in the signal region.

Firstly, the pointing resolution of electrons is expected to differ slightly compared to the

pointing resolution of converted and unconverted photons. In figure 8.6, the pointing

resolution of prompt-photons, with the same pT cut as used in the Z → ee sample,

is compared to the pointing resolution of electrons from the Z → ee sample. It can

be seen that distribution of converted photons is wider than the electrons whereas the

distribution of unconverted photons is narrower.
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Figure 8.6: Normalised pointing distributions for electrons from 7 TeV Z → ee data
events and for unconverted and converted photons, selected from the Λ = 120 TeV,

τ = 0ns MC signal sample, with similar kinematics [57].

Secondly, the photon objects in the signal region are likely to have a higher pT distri-

bution than the electrons in the Z → ee sample. This will impact the shape of the zγ

distribution because higher pT objects are expected to have a better pointing resolu-

tion. This is illustrated in figure 8.7 which compares the zγ of electrons from MC and

data Z → ee samples, with a 25 GeV pT cut, to the zγ of converted and unconverted

prompt-photons, with the standard 50 GeV pT cut. With this higher pT cut, both the



Chapter 8. Systematic Uncertainties 130

converted and unconverted photons have a narrower zγ distribution than the e/γ distri-

bution, however this is less drastic than in figure 8.6. This suggests that e/γ is a good

estimate of the zγ distribution of prompt photons and electrons in the signal region.
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Figure 8.7: Normalised pointing distributions for electrons from 7 TeV Z → ee data
and MC events, with pT > 25 GeV. Superimposed are the distributions for unconverted
and converted photons, selected from the Λ = 120 TeV, τ = 0 ns MC signal sample,

passing the signal region cut of pT > 50 GeV [57].

As highlighted in figures 7.2 and 7.6 the pointing distribution of the e/γ template is

much narrower than both the CR and signal MC templates. It is therefore likely that

the e/γ template will contribute most to the fit in the central region of the signal region

zγ distribution. At larger zγ , the shape of the CR template will dominate the fit and the

relatively large disagreements observed in figures 8.6 and 8.7 at around |zγ | = 100 mm

are not important. It is only the central regions of the templates that are relevant

and they show better agreement with the prompt photon samples. To estimate the

systematic uncertainty on the shape of the e/γ template, converted and unconverted

photon templates from figure 8.6 are included in the limit setting procedure to give a

conservative estimate of the variations on the shape of the e/γ distribution.
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Figure 8.8: The shape of the unit-normalised e/γ tγ template with minimum pT cuts
on the photons of 25, 35 and 45 GeV. The data sample is shown on the left, and the
results for the MC sample is shown on the right as a cross-check. The upper plots show
fine binning, while the lower ones show the same data with the final optimized binning.

It is explained in section 8.3.2 that the resolution of the timing measurement is sensitive

to the energy distribution of photons/electrons. Therefore, the impact of changing the

pT cut on the tγ distribution of the Z → ee sample is investigated in figure 8.8 for data

and MC. It can be seen that the higher the pT cut the more narrow the distribution

becomes for both data and MC. While the 45 GeV pT cut would be expected to have an

energy distribution more similar to objects in the signal region, the more stringent cut

drastically reduces the number of events in the final tγ bin in the limit setting procedure,

which would reduce the predictive power of the analysis. Therefore, as a compromise,

the Z → ee sample with an pT cut of 35 GeV is chosen for the e/γ template, while the

samples with pT cuts of 25 GeV and 45 GeV are included as systematic uncertainties

on the shape of the e/γ distribution. It is interesting to note that the disagreement
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between the different samples with different cuts is more extreme in the MC Z → ee

sample, although due to the e/γ distribution being derived completely from the Z → ee

data sample this is only a cross check and did not affect the pT cut choice.

8.3.2 Impact of Event Kinematics on Shape of CR Templates

The CR template is derived from a data sample of diphoton events as described in section

6.3.3. It is expected that the lower Emiss
T cut, compared to the signal region, imposed

on this sample will result in the photons having a lower pT distribution compared to the

photons that will populate the signal region. As illustrated in section 8.3.1, the width

of the pointing distribution is correlated with the pT of the photons. It is also known

that the timing resolution depends on the energy of the photons. Therefore, if the CR

template is to accurately describe the shape of the zγ and tγ distributions of background

events in the signal region then they will need to have similar kinematics.

Emiss
T Range of Photon pT Cut Mean Photon pT

Control Region (GeV) (GeV)
0 - 20 GeV 50 70.0

65 88.1
50 - 75 GeV 50 79.7

Table 8.4: The mean value of the photon pT, listed for a variety of 7 TeV TL control
samples defined according to their Emiss

T range and minimum photon pT cut [57]

As expected, it can be seen in table 8.4, for 7 TeV events, and in table 8.5, for 8 TeV

photons, that the mean photon pT in the Emiss
T less than 20 GeV sample is less than

the mean photon pT in the CR2 sample, which has Emiss
T in the range of 50-75 GeV. It

can also be seen that increasing the pT cut on the CR sample increases the mean pT of

photons, with a cut of 60 GeV increasing the mean pT above that observed in CR2 to a

level which should be similar to that in the signal region.

Emiss
T Range of Photon pT Cut Mean Photon pT

Control Region (GeV) (GeV)

0 - 20 GeV
50 74.6
60 85.4

50 - 75 GeV 50 81.3

Table 8.5: The mean value of the photon pT, listed for a variety of 8 TeV control
samples defined according to their Emiss

T range and minimum photon pT cut.
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To investigate how this change in pT cut, and therefore photon pT distribution, affects the

pointing distribution the zγ distribution for three different pT cuts are plotted together

in figure 8.9, for 7 TeV photons, and in figure 8.10, for 8 TeV photons. In both figures,

a second plot is included which shows the same information for a higher Emiss
T region

sample as a cross check. As expected the higher the pT cut the more narrow the pointing

distribution becomes. Therefore, since a pT cut of 60 GeV gives a better description

of the signal region this is the CR zγ template that is included in the limit setting

procedure in the 7 TeV analysis, with the 50 GeV and 70 GeV distributions included

as systematic uncertainties on the shape of this template. While the 8 TeV pointing

distribution shows a similar dependence on the pT cut applied, these templates are not

included as systematic uncertainties since uncertainties on the shape of the zγ template

have a negligible impact on the statistical analysis, as explained previously.
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Figure 8.9: The tγ shape of unit-normalised CR templates with minimum pT cuts on
the photons of 50, 60 and 70 GeV. The Emiss

T < 20 GeV control sample is shown on
the left, and the results for the 20 < Emiss

T < 75 GeV control sample is shown on the
right as a crosscheck [57]

For the 8 TeV it is more important that any impact on the shape of the tγ distribution

is understood. Therefore the tγ distributions of the three samples used in figure 8.10

are plotted in figure 8.11, with samples from a higher Emiss
T region again used as a

crosscheck. It can be seen that the three samples are in very good agreement in the

central tγ region but diverge in the tails as the statistics become more limited. Even

though the three samples show good agreement within the statistical uncertainties, the
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Figure 8.10: The shape of unit-normalised CR zγ templates used in the 8 TeV analysis
with minimum ET cuts on the photons of 50, 60 and 70 GeV. The Emiss

T < 20 GeV
control sample is shown on the left, and the results for the 20 < Emiss

T < 50 GeV control
sample is shown on the right as a crosscheck. The upper plots show fine binning, while

the lower ones show the same data with the final optimized binning.

tγ shape of the sample with a 60 GeV cut is included in the limit setting procedure as

the nominal CR distribution with the distributions after a cut of 50 GeV and 70 GeV

used as the systematic uncertainties on the shape of the CR template.

8.3.3 Background Rates of BB and BE Events

As explained in section 7.2.1, for BB events the tγ and zγ from the photon with the

maximum tγ are used in the limit setting procedure, while for BE events it is the tγ and

zγ from the barrel photon. The selection of the photon with the maximum tγ in BB

events will cause the tγ distribution to shift towards larger positive tγ values compared
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Figure 8.11: The shape of the unit-normalised CR tγ templates used in the 8 TeV
analysis with minimum ET cuts on the photons of 50, 60 and 70 GeV. The Emiss

T <
20 GeV control sample is shown on the left, and the results for the 20 < Emiss

T < 50 GeV
control sample is shown on the right as a crosscheck. The upper plots show fine binning,

while the lower ones show the same data with the final optimized binning.

to the tγ distribution from the barrel photon in BE events, which is expected to be

centred on and symmetrical about 0. The difference in the tγ distributions for BB and

BE events can be seen in figure 8.12 for the Emiss
T < 20 GeV and Z → ee samples, with

the bias towards positive tγ values visible in the BB distribution.

Due to the difference in the tγ shape of BB and BE events it is essential that the templates

used in the limit setting procedure contain the same fraction of BB events (fBB) that is

present in the signal region. The production of the signal MC samples ensures that the

fBB is what would be expected for SPS8 events in the signal region. However, as has

already been shown in the previous few sections, the kinematics of events in the CR and

e/γ samples are different to the kinematics expected in the signal region, implying that



Chapter 8. Systematic Uncertainties 136

Time [ns]
-4 -3 -2 -1 0 1 2 3 4

F
ra

ct
io

n 
of

 E
nt

rie
s/

10
0 

ps

-510

-410

-310

-210

-110
jetTimeBB_maxTime
Entries  33267
Mean   0.1456
RMS    0.2972
Underflow       0
Overflow        0

jetTimeBB_maxTime
Entries  33267
Mean   0.1456
RMS    0.2972
Underflow       0
Overflow        0

jetTimeBB_maxTime
Entries  33267
Mean   0.1456
RMS    0.2972
Underflow       0
Overflow        0

jetTimeBE_barrelTime

Entries  21101
Mean   0.02363
RMS    0.3216
Underflow       0
Overflow        0

jetTimeBE_barrelTime

Entries  21101
Mean   0.02363
RMS    0.3216
Underflow       0
Overflow        0

jetTimeBE_barrelTime

Entries  21101
Mean   0.02363
RMS    0.3216
Underflow       0
Overflow        0

BB_maxTime

BE_barrelTime

Time [ns]
-4 -3 -2 -1 0 1 2 3 4

F
ra

ct
io

n 
of

 E
vt

s/
0.

2 
ns

-710

-610

-510

-410

-310

-210

-110
maxTimeInEMB

Entries  2935618

Mean    0.127

RMS    0.2954

maxTimeInEMB

Entries  2935618

Mean    0.127

RMS    0.2954

maxTimeInEMB

Entries  2935618

Mean    0.127

RMS    0.2954

egammaTimeBE_barrelTime

Entries  741052

Mean   -0.0006427

RMS    0.3221

egammaTimeBE_barrelTime

Entries  741052

Mean   -0.0006427

RMS    0.3221

egammaTimeBE_barrelTime

Entries  741052

Mean   -0.0006427

RMS    0.3221

BB_maxTime

BE_barrelTime

Figure 8.12: Background tγ distributions used in the 8 TeV analysis, shown separately
for BB and BE events. The left plot is for the Emiss

T < 20 GeV sample while the right
plot is for the Z → ee sample [59].

the fraction of BB events in the background template (fTemplateBB ) isn’t necessarily the

same as for background events in the signal region (fSRBB). A simple solution to determine

the correct value for fSRBB would be to use the fBB in the signal region once it has been

unblinded. However, since signal and background events can have different fBB and the

signal region could contain signal events it could bias the observed value. Instead, the

fBB from the control samples in table 8.6 that will have negligible signal content are

used to estimate fSRBB. CR2 will be expected to have some signal contamination due to

the larger Emiss
T cut so the events in this sample are restricted to those with negative

timing, which is expected to be dominated by background events, as shown in figure

7.4. Table 8.6 shows that the CR and CR1 both have a similar fBB of ∼ 61% while

the negative timing region of CR2 has a larger value of ∼ 63%. In contrast, the signal

region events in the unblinded period E data contain a lower fBB than the CR with a

value of ∼ 57%. It was possible that period E contained signal events, so it was not

necessary for the fBB in this region to be the same as fSRBB, however a central value of

61% was selected for fSRBB with a conservative systematic uncertainty of ± 4% used to

cover the variations observed in table 8.6.

Emiss
T Range of Total Number Number of Number of Value of

Control Region of Events BB Events BE Events BB/(BB+BE) (%)
0 - 20 GeV 54,241 33,247 20,994 61.3± 0.2
20 - 50 GeV 50,751 31,182 19,569 61.4± 0.2
50 - 75 GeV 3,591 2,268 1,323 63.2± 0.8

>75 GeV (Per. E) 54 31 23 57.4± 6.7

Table 8.6: Numbers of events in the various low and intermediate Emiss
T control

regions, as well as the Period E data in the signal region with Emiss
T > 75 GeV, along

with the contributions from BB and BE events.
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In the limit setting procedure, the background templates were reweighted so that fTemplateBB

= fSRBB by reweighting BB and BE events with separate coefficients defined as

CBB =
fSRBB

fTemplateBB

CBE =
1− fSRBB

1− fTemplateBB

which preserves the normalisation of the templates. The reweighted background CR

template with the correct fBB, and therefore correct tγ distribution, for background

events in the signal region is shown in figure 8.13 with the associated systematic uncer-

tainty on the fBB.

Figure 8.13: Background time distribution, reweighted to a BB event fraction of 61%,
along with the associated systematic uncertainties from the procedure [59]. For more

details, see the text.

8.3.4 Background Composition

As described in section 7.2.3, due to the similarities between the tγ distributions of the

CR and e/γ samples the CR distribution can be used as the background tγ template,

with the difference between the shape of the two distributions covered by a systematic

uncertainty in each timing bin. This uncertainty is derived from the differences in the

mean of the tγ distributions for the different background samples shown in table 6.4,
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with a maximum difference of ∼ 70 ns. The difference between the shape of the two

distributions and the systematic uncertainty is shown in figure 8.14. While the uncer-

tainty at large tγ values is relatively large and dominates the systematic uncertainties,

this has very little impact on the sensitivity of the analysis due to the large statistical

uncertainties in the signal region.

Figure 8.14: Background time distribution for 8 TeV events, and the symmetric sys-
tematic uncertainties assigned to account for variations in the background composition.

For more details, see the text. [59]



Chapter 9

Results and Interpretation

In this chapter the tγ and zγ distributions for events that are in the higher Emiss
T control

regions and the signal region are presented separately for the 7 TeV and 8 TeV analyses.

The results and interpretation of the template fitting and limit setting procedures are

also presented and discussed.

9.1 Results of 7 TeV Analysis

9.1.1 Results in the Control Regions

Before the signal region distributions are unblinded, the CR1 and CR2 distributions are

first unblinded and the limit setting procedure is applied to them. Due to CR2 having

an Emiss
T distribution that is more similar to the SR, this allows the analysis method to

be tested before the signal region is unblinded.

Figure 9.1 shows the zγ distribution of the 8568 events in CR1. Also shown is the result

of fitting the background using equation 7.3, which returned an Fjet value of 0.92±0.02.

It can be seen that, within errors, the background only fit is a good description of the

observed data with no significant excess observed in any bin.

Figure 9.2 shows the zγ distribution of the 303 events in CR2. Also shown is the result

of fitting the background using equation 7.3, which returned an Fjet value of 0.88±0.10.

It can be seen that in general the background only fit gives a good description, within

errors, of the observed data. If signal events were present in CR2, it is expected that

139
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Figure 9.1: The zγ distribution for the TL control sample in the 7 TeV analysis with
20 < Emiss

T < 50 GeV, on (left) linear and (right) log scales. Superimposed are the
results of the fit, including the best-fit background curve, the ±1σ variations on the
background, and a curve showing the best-fit background plus the number of signal

events equal to the 95% CL limit [57].

they would have larger zγ values resulting in wider tails in the zγ distribution. This

is clearly not the case in figure 9.2 where there is in fact a deficit of events with large

positive zγ values. It is, therefore, more likely that the limited statistics in this sample

has resulted in the asymmetry present in the central, background dominated, region of

the zγ distribution.
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Figure 9.2: The zγ distribution for the TL control sample in the 7 TeV analysis with
50 < Emiss

T < 75 GeV, on (left) linear and (right) log scales. Superimposed are the
results of the fit, including the best-fit background curve, the ±1σ variations on the
background, and a curve showing the best-fit background plus the number of signal

events equal to the 95% CL limit [57].

9.1.2 Results in the Signal Region

After unblinding the 7 TeV signal region it was found that there were 46 events, the zγ

distribution of these events is shown in figure 9.3. It can be seen that the distribution is
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narrow, the majority of the events are in the central |zγ | < 60 mm region, with the lack

of an obvious tail at large zγ values suggesting that little signal can be present. This

conclusion is enhanced by fitting only the background templates to the signal region

distribution, as in figure 9.3, and observing that this gives a very good description of the

data. There are however three events with |zγ | >200 mm, which is more than would be

expected if the data is to be explained only as background. These will be discussed in

more detail below.
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Figure 9.3: The zγ distribution for the 46 loose photons from the events in the signal
region in the 7 TeV analysis. Superimposed are the results of the background-only fit.
The hatching shows the total uncertainties in each bin for the signal-plus-background

fit. The inlay shows an expanded view of the central region, near zDCA = 0 [57].

The tγ distribution is not used in the limit setting procedure, however fitting the tγ

distribution of the expected background to the observed signal region tγ distribution

provides additional information. The result of this fit, alongside the tγ distribution of

the signal region events, is shown in figure 9.4. It can be seen that the background only

fit gives a very good description of the data distribution and, as for the zγ distribution,

there is no obvious sign of signal events in the tail of the distribution.

The zγ and tγ information for the three ‘outlier’ events with the largest zγ values are

given in table 9.1. It can be seen that the photon with the largest zγ value has a tγ value

of approximately zero. This suggests that it is more likely to be a promptly produced

jet, in the tail of the zγ distribution, faking a photon. This hypothesis is supported

by information in Appendix E that suggests this ‘Loose photon’ is more likely to be a

prompt jet with a leading π0. It can be seen that the photon with the third largest |zγ

| also has a relatively large value of tγ , although this timing measurement was read out
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Figure 9.4: The distribution of arrival times (tγ ) for the 46 loose photon candidates
from the events in the signal region of the 7 TeV analysis. Superimposed for comparison
is the shape of the timing distribution expected for background only, normalised to 46

total events [1].

using MEDIUM gain which has a worse resolution than measurements read out with

HIGH gain, as explained in section 5.2.2, and is therefore unreliable.

Emiss
T Loose Photon Tight Photon

[GeV] ET [GeV] zγ [mm] tγ [ns] ET [GeV] zγ [mm] tγ [ns]
77.11 75.87 -274.0 0.360 71.96 21.5 0.575
77.28 59.42 -261.8 1.207 87.21 -118.4 0.242
77.86 56.61 751.6 0.002 54.17 4.5 -0.197

Table 9.1: Some relevant parameters of the three “outlier” events, mentioned in the
text, in the 7 TeV analysis.

When the signal templates are included in the fitting procedure, the best fit to the data

is obtained for the Λ = 120 TeV, τ =6 ns sample. This combined signal + background

(S+B) fit is shown in figure 9.5 and gives a total of 5.7±5.1 signal events. The breakdown

of these events into the different zγ bins is given in table 9.2 along with the number of

events observed in the data and the breakdown for the background only fit. As expected

from figure 9.3 the background only fit does a good job of describing the amount of

data observed in every bin except for the |zγ | >600 mm bin. This excess results in
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the background only fit having a p0 value of ∼ 0.060, which is equivalent to the data

disagreeing with the background only fit with a significance of ∼ 1.55σ.
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Figure 9.5: The zγ distribution for the 46 loose photons from the events in the signal
region of the 7 TeV analysis. Superimposed are the results of the signal-plus-background
fit(for the case of Λ = 120 TeV and τ = 6 ns), as well as the contribution from the
background to that fit. The hatching shows the total uncertainties in each bin for the
signal-plus-background fit. The inlay shows an expanded view of the central region,

near zγ = 0 mm [57].

Fit Event Range of |zγ | Values [mm]
Type Type 0− 20 20− 60 60− 100 100− 200 200− 400 400− 600 > 600

- Data 27 11 2 3 2 0 1

Bkg Only Bkg 25.04±2.22 12.90±1.09 3.47±0.89 2.97±1.10 1.29±0.53 0.24±0.10 0.08±0.03

Signal Total 25.05±4.18 12.60±2.17 2.65±0.97 2.57±1.00 1.82±0.81 0.70±0.45 0.47±0.36
Plus Sig 0.66±0.60 0.85±0.78 0.61±0.55 1.22±1.10 1.29±1.16 0.60±0.54 0.43±0.39
Bkg Bkg 24.39±4.22 11.75±2.36 2.04±1.30 1.35±1.47 0.53±0.69 0.10±0.13 0.04±0.04

Table 9.2: Integrals over various |zγ | ranges of the distributions shown in Figure 9.5
for the 46 loose photons in the signal region of the 7 TeV analysis. The numbers of
events observed in data are shown, as well as the results of a background-only fit and
a signal-plus-background fit for the case of Λ = 120 TeV and τ = 6 ns. The total fitted
number of signal events is 5.7 ± 5.1. The errors shown correspond to the sum of both
statistical and systematic uncertainties. The numbers of signal and background events
from the signal-plus-background fit are negatively correlated. Note that some of the zγ

categories have been combined in this table, the full version can be found in [1].

The S+B fit was performed for a wide range of Λ and τ values and the observed number

of signal events, with a 95% CL, were collected together for each Λ, an example of which

is shown in figure 9.6. Also shown is the expected number of signal events, calculated by

taking the Fjet value observed in the signal region of 0.68 ± 0.28 and producing pseudo-

data from the background templates with this Fjet. The large difference between the
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expected and observed limit on the number of signal events is primarily due to the three

events with large |zγ | values. The number of SPS8 signal events that would be expected

for the integrated luminosity collected at 7 TeV, signal cross-section, and the signal

efficiencies is also shown for a sample with a given Λ and τ .
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Figure 9.6: 95% CL limits on (left) the number of signal events and (right) the signal
cross section, as a function of neutralino lifetime, for a Λ value of 120 TeV in the 7 TeV

analysis.

To calculate which points in the 2D signal grid of Λ × τ have been excluded by the

analysis required analysing the information in the 1D limit plots. In these plots, any

point at which the number of SPS8 events predicted in theory is larger than the number

observed in the S+B fits to the signal region data is excluded with a 95% CL. This

information was collected for each Λ value studied and the results are shown in figure

9.7. The range of Λ and τ values that have been excluded by this analysis are less than

what would be expected from the pseudo-data, due to the three events with a large zγ

value, however the observed limits are within 2σ of the expected limits.

9.2 Results of 8 TeV Analysis

9.2.1 Results in the Control Regions

The zγ and tγ distributions for CR1 and CR2 can be seen in figure 9.8 alongside the

control region distributions. It can be seen that for both zγ and tγ the three samples are

in good agreement, with only small differences visible in the tail of the tγ distributions.

To test if the small differences in the tγ distributions are due to the presence of signal

events, the fitting and limit setting procedure was applied to CR1 and CR2. However,

both CR1 and CR2 contain many more events than would be expected in the signal
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Figure 9.7: The expected and observed limits in the SPS8 plane of neutralino lifetime
versus Λ (or, equivalently, versus the neutralino mass), in the 7 TeV analysis. Note
that models with τ < 250 ps were not considered in this analysis due the zγ distibution

being too similar to the zγ distribution of prompt e/γ objects.

region so they were normalised to the 450 events that were predicted to exist in the

signal region1. This stops any small differences in the extremity of the tails, that would

have an insignificant contribution in the signal distribution due to the much smaller

statistics, causing a discrepancy with the background distribution. When this procedure

is applied to CR1 and CR2 it gives a maximum disagreement with the background

distributions of 0.64σ and 1.21σ respectively, proving that any disagreements are small.

These maximum disagreements both come from signal samples with τ = 160 ps, which

is unsurprising considering it has been shown that the zγ and tγ distributions of signal

samples with small τ values closely resemble the background distributions. This is,

therefore, a conservative estimate of the maximum disagreement, since the minimum τ

value that will be used in the analysis of the signal region is 250 ps.
1Taking the 54 signal events observed in the unblinded period E and scaling up to the total integrated

luminosity of the 8 TeV dataset yields a prediction of 434 ± 59 events in the signal region, which was
rounded to 450 events in these studies
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Figure 9.8: The pointing and timing distributions for 8 TeV diphoton data events
observed in the different Emiss

T control regions used in this analysis.

9.2.2 Results in the Signal Region

After unblinding the 8 TeV signal region it was found that 386 signal events are observed,

in agreement with the expectation of 434 ± 59. The zγ and tγ distributions of the signal

events are shown in figure 9.9, alongside the control region distributions and two signal

MC distributions with different τ values. As expected from the CR1 and CR2 results,

the distribution of both variables in the signal region are relatively narrow and agree,

within errors, with the control region distributions. Crucially, there is no evidence of

a tail at large positive tγ values that would be expected if GMSB signal events were

present.

Using the method outlined in chapter 7, the signal MC and background tγ templates

were fitted to the distribution observed in the signal region across the grid of Λ and τ

values. As for the 7 TeV analysis, a 95% CL on the number of GMSB signal events

that could be present in the signal region are calculated across the grid and collected

together in plots such as figure 9.10. Also shown on this plot is the expected number

of signal events, calculated from the signal cross-section, integrated luminosity collected

at 8 TeV, and signal efficiencies. Any point on the plot where the limit on the number

of GMSB events observed in the signal region is below the theoretical value is excluded

at 95% CL.

Figure 9.11 shows the limits obtained from analysing plots such as figure 9.10 in the

two dimensional GMSB signal space in the SPS8 model. Figure 9.11 also shows the
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Figure 9.10: 95% CL limits on (left) the number of signal events and (right) the
signal cross section, as a function of neutralino lifetime, for a Λ value of 200 TeV in the

8 TeV analysis. [2]

equivalent limits obtained from the analysis of the 7 TeV data, indicating that the

8 TeV analysis has excluded a much larger area of the signal space at 95% CL.
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Chapter 10

LHC Run 2 Outlook

In this chapter an initial study looking ahead to the prospects of the search for non-

prompt photons during run 2 of the LHC is presented.

This study focuses on the impacts of changes in the ATLAS trigger menu [140] for run

2. The changes to the trigger menu will have a big impact on the ability to perform

a similar search for non-prompt photons primarily due to the removal of the diphoton

trigger that is fired by Loose photons. This trigger will be replaced by a diphoton trigger

that requires both photons to pass the, new to run 2, Medium IsEM cuts. The impact of

this change in photon ID requirements will be investigated once new signal MC samples

are available. However, as has been shown in section 5.3.1, the efficiency of detecting

photons that have zγ beyond 100 mm is drastically reduced if the photons are required

to pass the Tight IsEM rather than the Loose IsEM cuts, so it is expected that the

efficiency will also reduce for Medium IsEM. If it is found that the diphoton triggers

available in run 2 are not suitable for use in the non-prompt photon search, it is possible

that a single photon trigger, an Emiss
T trigger, or a combination of both could be used

instead.

Figure 10.1 shows the efficiency of SPS8 events passing different Emiss
T cuts for a range

of Λ values. It can be seen that if the Emiss
T cut is increased above the value of 75 GeV

used in the 7 TeV and 8 TeV analyses then the efficiency of events passing the cuts

drops for all Λ values. This is most severe for samples with smaller Λ values, that have

already been excluded for a range of τ values, and is considered a conservative estimate

since increasing the center of mass energy of the pp collisions should also increase the
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Figure 10.1: Efficiency of GMSB events passing an Emiss
T cut as a function of the

value of the Emiss
T cut. This plot was produced using signal MC produced for the 8 TeV

analysis.

amount of Emiss
T in the events. However, the trigger with the lowest Emiss

T requirements

is currently set at 100 GeV so it is expected that this would result in the loss of some

efficiency in the analysis.
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Figure 10.2: Efficiency of the leading (left) and sub-leading(right) photon in GMSB
events passing a pT cut as a function of the value of the pT cut. Both plots were

produced using signal MC produced for the 8 TeV analysis.

Figure 10.2 shows the efficiency of the leading and sub-leading photons in SPS8 events

passing different pT cuts for a range of Λ values. As expected, it can be seen that

increasing the pT cut above the value of 50 GeV used in the 7 TeV and 8 TeV analyses

decreases the efficiency of photons from SPS8 events passing the cut. As for Emiss
T , this

is more severe for samples with smaller Λ values, that have already been excluded for a



Chapter 10. Run 2 Outlook 151

range of τ values, and is considered a conservative estimate since increasing the center

of mass energy of the pp collisions should also increase the pT of the photons. However,

the single photon trigger with the lowest pT requirements is currently set at 140 GeV

which is expected to significantly reduce the efficiency of SPS8 events making it into the

signal region.
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Figure 10.3: Probability that both neutralinos in an event (black), any single neu-
tralino (blue), or at least one out of the two neutralinos (red) in an event decaying
inside the ATLAS electromagnetic calorimeter for a range of neutralino lifetimes. The
ratio shown in the lower third of the plot is the probability of at least one neutralino
decaying over the probability of both neutralinos in the event decaying. This plot was
created using toy MC with the kinematic distributions expected of neutralinos produced

in 8 TeV SPS8 events with Λ = 300TeV.

There is, however, a significant benefit of moving to a single photon trigger. The right

plot of figure 10.2 shows that the efficiency of the sub-leading photon passing the pT

cut remains less than 1 even if the pT cut is reduced to 0 GeV. This is explained by

many events containing neutralinos that decay after the EM calorimeter and therefore

do not produce a sub-leading photon that will be reconstructed as a photon in the

detector. Figure 10.3 shows how the probability of a neutralino decaying before the EM

calorimeter decreases as the typical neutralino lifetime increases. A consequence of this

is that the probability of having two neutralinos decaying before the EM calorimeter

in an event, and therefore having two photons, decreases significantly as the typical

lifetime increases. This reduces the expected signal yield at larger lifetimes, decreasing

the sensitivity of the analysis. However, if a single photon trigger is used in the analysis,

it is no longer necessary to require that both neutralinos decay in the detector and

produce photons. If instead, a single photon analysis is performed then any event where
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at least one neutralino decays will make it into the signal region. This could recover

much of the lost signal yield, as shown in figure 10.3. However, moving to a single photon

analysis will also increase the amount of background events so more study is required

before a decision is made.



Chapter 11

Conclusions

A search for non-prompt photons produced from the decay of massive long lived neu-

tral particles to a final state containing two photons and a large amount of missing

transverse momentum has been presented. The data used in this search was collected

from proton-proton collisions in the ATLAS detector at two center of mass energies:

4.8 fb−1at
√
s = 7 TeV and 20.3 fb−1at

√
s = 8 TeV. No significant excess is observed

over the Standard Model predictions. Both datasets are interpreted in terms of the

GMSB parameter space using the SPS8 benchmark model. In this scenario, the lightest

neutralino is the next to lightest SUSY particle and the branching fraction to a gravitino

and a photon is fixed to 100%. The only free parameters in this model are the lifetime

of the neutralino and the effective SUSY breaking scale (Λ). Limits are set to a 95%

CL on the excluded values of these two parameters with the range of lifetimes that are

excluded varying for different Λ. In the analysis using the data collected at
√
s = 7 TeV,

neutralinos with lifetimes varying from 250 ps to 50 ns in the Λ range 70 TeV to 170 TeV,

corresponding to neutralino masses of between 95 GeV and 240 GeV, are excluded. In

the analysis using data collected at
√
s = 8 TeV, neutralinos with lifetimes varying from

250 ps to 100 ns in the Λ range 80 TeV to 300 TeV, corresponding to neutralino masses

of between 120 GeV and 440 GeV, are excluded.

Looking ahead to run 2 of the LHC, a similar search for non-prompt photons will be

complicated by the triggers that are available. If a diphoton trigger is used the stricter

photon ID requirements will likely reduce the efficiency of the analysis. However, moving

153



Chapter 11. Conclusions 154

to a single photon analysis reduces the impact of neutralinos decaying outside of the

detector, making the analysis more sensitive to neutralinos with longer lifetimes.



Appendix A

Event Selection

In this section the different objects that form the signal and control regions are defined

for the 7 TeV and 8 TeV analyses separately.

A.1 7 TeV Analysis

In the following sub-sections a series of cuts and parameters are described that an object

must satisfy. If the object fails any of these cuts it is removed from that particular

sample of objects. This is to ensure that only good quality objects are considered in

this analysis.

A.1.1 Photons

Photons are reconstructed in ATLAS as described in section 4.2. After the following

cuts have been applied, events that contain a minimum of two photons that satisfy the

Tight-Loose selection, as described in section 5.1.3, will populate the signal region and

different diphoton control regions. In this analysis only the pointing measurement of

the Loose (probe) photon will be used to distinguish between signal and background as

described in section 7.1.1.

• Every photon is required to have a minimum pT of 50 GeV. The Loose photon is

required to have |η| < 1.37 due to the pointing resolution of the EM calorimeter
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end-cap being worse than in the barrel (5.2.1). However, since the pointing mea-

surement of the Tight photon is not used in the analysis the acceptance region

is increased to |η| < 2.37, excluding the crack region, to increase the acceptance

efficiency of the analysis. If both photons are Tight and only one is detected in the

barrel this will be assigned the probe label. If, however, both photons are Tight

and detected in the barrel, then the photon with the lowest energy will be given

the probe label.

• All photons must be isolated, with the energy in a cone of R < 0.4 around the

photon required to be less than 5 GeV.

• If the Tight photon is identified as a converted photon it must not share any pixel

hits with a track that is associated to a track from another object. This is more

strict than the standard converted photon identification rules in order to reduce

the number of electrons that fake photons.

• At different points during the 7 TeV data taking period a number of the front end

boards and high voltage regions were not operating as required. If the core of the

photon cluster, defined as the 3 × 7 (3 × 5) cells for (un)converted photons in

the barrel or 5 × 5 cells for photons in the EC, overlap with any of these regions

the photon is excluded from the analysis. Additionally, if the core of the 3 × 3

cell cluster in the second layer of the calorimeter or the 8 central strips in the first

layer of the calorimeter contain a dead cell, then the photon is also rejected [112].

• As described in [141], certain quality cuts are imposed to identify ‘bad’ photons.

These photons are not removed from the sample but are involved in the event veto

process (A.1.6). The Q-factor, given by equation 3.9, of all photons must be less

than 0.8%. The cluster time must satisfy |t| > (10 + 2/|Eclus|) where Eclus is the

energy in the cluster and is measured in GeV, to exclude out of time and cosmic

events. The IsEM variables Rφ or Rη must be less than or equal to 1.0 and 0.98

respectively.

A.1.2 Electrons

Electrons are reconstructed as described in section 4.2 and must meet the following

requirements:
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• All electrons must pass the Medium IsEM quality cuts.

• Electrons must have a minimum pT of 25 GeV.

• The acceptance region for electrons is |η| < 2.37, excluding the crack region.

• The isolation requirement of electrons is identical to that of photons, with the

energy in a cone of R < 0.2 around the electron required to be less than 5 GeV.

• The same requirement for the EM cluster not to be in dead regions or contain

dead cells applies to electrons.

• Electrons are identified as ‘bad’ using the same cluster time method used for

photons.

In the signal region and diphoton control regions there is no requirement to have any

electrons that pass the above requirements in the final state.

A.1.3 Muons

Muons are reconstructed as described in section 4.4. All identification cuts follow the

recommendations of the muon performance group for 7 TeV analyses [98] including:

• All muons must have a minimum pT of 10 GeV.

• Muons must pass the Loose quality cuts [98].

• The acceptance range of muons is |η| < 2.4

• If the impact parameter of a muon along the z axis is greater than 1 mm or in

the radial direction is greater than 0.2 mm then the muon is potentially a cosmic

muon and identified as a bad muon.

In the signal region and control regions there is no requirement to have any muons that

pass the above requirements in the final state.
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A.1.4 Jets

Jets are reconstructed as described in section 4.3. All identification cuts follow the

recommendations of the muon performance group for 7 TeV analyses [142] including:

• The transverse momentum of jets is measured at the electromagnetic jet energy

scale (pEMJES
T ) [143] and required to be greater than 20 GeV.

• Jets are only accepted if they are detected within the |η| < 2.8 region.

It was found that a small number of jets could be the result of cosmic rays passing

through the detector or due to noise in the calorimeter system faking jets. Therefore,

a selection of cuts was devised (for more information on any of the cuts see [144]) to

clean events. The cuts are applied to every jet in the event that passes the standard

pT threshold of pEMJES
T > 20 GeV with no η requirement and also survives the overlap

removal process (see section 4.6). If a jet meets any of the following requirements, the

event it was detected in is vetoed from the data sample:

• More than 50% of the energy of the jet is in the hadronic end-cap and the absolute

Q-factor of the jet is measured to be above 0.5.

• The sum of the energy of every cell with negative energy in the jet is less than

−60 GeV

• The fraction of the jet energy deposited in the EM calorimeter is greater than 0.95

and the jet Q-factor is greater than 0.8. This applies to jets with |η| < 2.8.

• The energy squared weighted time of the jet differs from the expected value by

more than 25 ns

• The fraction of the jet energy deposited in the EM calorimeter is less than 0.05.

If the jet is detected with |η| < 2.0 then an additional requirement of the ratio of
Σptrack

T

pcalib
T

< 0.05 where ptrack
T is the pT of every track associated to the jet and pcalib

T

is the calibrated pT of the jet.

• If a jet detected with |η| < 2.0 and more than 99% of its energy is deposited in a

single layer of the calorimeter.
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In the signal region and diphoton control regions there is no requirement to have any

jets that pass the above requirements in the final state.

A.1.5 Missing Transverse Momentum

The Emiss
T is calculated as described in section 4.5. The Emiss

T requirements of the signal

region and the different control regions is shown in table 6.3.

A.1.6 Event Veto

In the previous few sections bad photons/electrons/muons/jets where identified. These

objects are due to detector effects such as noise or a cosmic event rather than a particle

and will cause the Emiss
T measurement to be inaccurate. Therefore, if an event contains

any of these bad objects after overlap removal, the event is vetoed and not included in

any of the signal or control region samples.

A.1.7 Cutflow

The cuts outlined above are applied to the data collected at 7 TeV in the following order

to obtain the signal data used in this analysis:

• The good run list and trigger requirements outlined in section 6.1 are applied.

• All object related cuts are applied. Note, this does not result in any events being

rejected only objects rejected from respective samples.

• Any events that are flagged by the event veto (section 6.1.1) due to a LAr error

or data integrity error are removed.

• Overlap removal procedure is applied (section 4.6). Note, no events are rejected

during this step.

• Any events containing jets that have been identified as ‘bad’ during the jet cleaning

procedure described in section A.1.4 are removed.

• Any event which has a PV containing less than 5 associated tracks is removed.
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• Any event containing a muon identified as bad in section A.1.3 is removed.

• The EM calorimeter hole veto (section 6.1.1) is applied.

• Any event that doesn’t contain at least one Loose photon in the barrel is removed.

• Any event that doesn’t satisfy the Tight-Loose selection, including the relevant η

and pT requirements, is removed.

• The relevant Emiss
T requirement is applied.

The result of applying this cut flow to period K of the 7 TeV data, which was unblinded

and used while developing the analysis strategy is shown in table A.1. Also shown is

the cut flow for the full 2011 data, this result was kept blinded until the final stages of

the analysis, as well as the cutflow for an example signal MC.

Selection Data Period K 2011 SPS8 Λ = 120 TeV, τ =2 ns
All events 19683 153399 39999 (529.5)
GRL+Trigger 17866 142168 23344 (308.9)
LAr Error 17805 141644 23344 (308.9)
Jet Cleaning 17778 141460 22774 (301.4)
Vertex 17754 141220 22683 (300.2)
Muon veto 17743 141174 22543 (298.3)
LAr veto 17738 140926 22543 (298.3)
1 Loose Photon 12998 103642 19049 (252.1)
Diphoton 2894 23284 9155 (121.2)
Emiss

T > 75 GeV 3 46 6512 (86.2)

Table A.1: Cutflow table of data and a relevant SPS8 MC signal sample for the 7 TeV
analysis. The numbers shown are the number of events after each selection step. The
number in brackets is the number of signal events normalised to the luminosity of the

2011 data period. [57]

A.2 8 TeV Analysis

In the 8 TeV analysis the cuts were based on those used in the 7 TeV analysis but

updated to meet the recommendations of the various performance groups. Any changes

to the cuts used in the 7 TeV analysis are stated below.
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A.2.1 Photons

• The energy in a cone around the photon with ∆R < 0.4 is required to be less

than 4 GeV after applying the appropriate recommendations from the egamma

performance group [145].

• Photons with |tγ | > 4 ns are removed from the sample. This is to ensure that

photons produced in satellite collisions that will have a |tγ | ≈ 5 ns as explained

in section 5.2.2.

• If the highest energy cell of a photon cluster is read out with LOW gain (see

section 3.2.4.2) it is removed from the photon sample. This is because the timing

calibration has not been optimised for LOW gain photons as described in section

5.2.2.

A.2.2 Electrons

• As for photons, if an electron is read out in LOW gain it is removed from the

electron sample.

A.2.3 Muons

All identification cuts follow the recommendations of the muon performance group for

8 TeV analyses [99].

A.2.4 Jets

All identification cuts follow the recommendations of the jet performance group for 8 TeV

analyses [146].

A.2.5 Missing Transverse Momentum

The Emiss
T is calculated as described in section 4.5. The Emiss

T cuts of the signal region

and different control samples is the same as the 7 TeV analysis.
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A.2.6 Event Veto

The event veto strategy is identical to the 7 TeV strategy

A.2.7 Cutflow

The cuts outlined above are applied to the data collected at 8 TeV in the following order

to obtain the signal data used in this analysis:

• The good run list and trigger requirements outlined in section 6.1 are applied.

• All object related cuts are applied. Note: this does not result in any events being

rejected, only objects were rejected from respective samples.

• Any event that does not contain at least two photons that pass all of the photon

cuts is rejected.

• Overlap removal procedure is applied (section 4.6). Note, no events are rejected

during this step.

• Any events containing jets that have been identified as ‘bad’ during the jet cleaning

procedure described in section A.2.4 are removed. Events flagged by the event veto.

(section 6.1.1) due to a LAr error or data integrity error are also removed.

• Any event which has a PV containing less than 5 associated tracks is removed.

• Any event containing a muon identified as bad in section A.2.3 is removed.

• Any event that doesn’t contain at least one Loose photon in the barrel is removed.

• The relevant Emiss
T requirement is applied.

The result of applying this cut flow to the full 8 TeV data is shown in table A.2. Also

shown is the cut flow for the full 2012 data with the Emiss
T cut separated into the different

diphoton control regions and the signal region, the Emiss
T range of each can be found in

table 6.3. This information was blinded until the final stages of the analysis. Also shown

is the cutflow for an example signal MC.
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Cut 2012 Data SPS8 Λ = 300 TeV, τ =2ns
Skimmed D3PD 2449621 40000 (13.6)
Good Run List 2332761 40000 (13.6)

Trigger 2332724 31666 (10.8)
2 Photons 122939 14582 (4.98)

LAr and Jet Cleaning 122585 14544 (4.96)
Vertex 122323 14485 (4.94)

Cosmic Muon veto 122309 14385 (4.93)
> 0 barrel photon 108972 14191 (4.84)

Region: CR1: CR2: SR:
BB 31182 2268 225
BE 19569 1323 161

Total 50751 3591 386 13252 (4.52)

Table A.2: Table showing the number of signal events entering the control regions and
from a relevant SPS8 MC signal sample. The number of events in the signal region and
diphoton control regions are broken down into the total number of BB and BE events.
The number in brackets is the number of signal events normalised to the luminosity of

the 2012 data period.



Appendix B

Lifetime Reweighting Procedure

The Monte Carlo signal samples used in this analysis were produced with Λ values

that span the range of values that the analysis is expected to be sensitive to. For each

Λ a range of τ were explored. Instead of using the computing intensive method of

producing a separate sample for each τ a single reference sample was produced and then

a reweighting technique (see Appendix A in Ref. [57]) utilized to transform this sample

to the required τ .

The probability of a neutralino with a characteristic lifetime of τ = T decaying in proper

time (t) is given by

p(t) =
1
T

exp
(
− t

T

)
(B.1)

To reweight the reference sample to the target lifetime (T ′) each neutralino that is

recorded as decaying to a photon and gravitino is assigned a weight

w(t) =
p′(t)
p(t)

=
T

T ′
∗ exp

[
−t
(

1
T ′
− 1
T

)]
(B.2)

in order that the distribution of the proper decay times of the neutralinos in the reference

sample matches the distribution expected in a sample with the target lifetime. Since

there are two neutralinos produced in every event, each event is given a new weight:
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wγγ = w1 ∗ w2 (B.3)

where w1 and w2 are the weights calculated for each neutralino from equation B.2. Figure

B.1 shows that when the Λ= 160 TeV, T = 2 ns reference sample has been reweighted

to T’ = 6 ns the distribution of the proper decay time of the neutralinos agrees very

well with the distribution seen in the Λ= 160 TeV, T= 6 ns reference sample before and

after signal selection cuts have been made.
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Figure B.1: Distribution of proper decay time of all neutralinos recorded as decaying
in the Λ = 160 TeV, T = 6 ns reference sample and in the Λ =160 TeV, T = 2ns
reference sample that has been reweighted to a target lifetime of T’=6 ns before (left)

and after (right) signal selection cuts.

This reweighting method is valid for all neutralinos that are recorded as decaying to a

photon and a gravitino. However, as shown in figure B.2 the decay will not be recorded

if it occurs more than 3500 mm or 1150 mm from the center of the detector in the beam

and transverse directions respectively. In the 7 TeV analysis it was assumed that if there

was no decay information for a neutralino then it did not decay. In events where only

one neutralino was recorded as decaying but two photons were detected, it was assumed

that this was not a signal photon but the event still made it into the signal sample due

to a real or fake photon from elsewhere in the decay chain. Since there is no input

information for equation B.2 if a neutralino isn’t recorded as decaying, a value of 1 was

used for w2 in equation B.3.

However, if a neutralino decays outside of this region, which corresponds to the inner

detector (ID) of the ATLAS detector, and the photon produces a shower in the EM
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calorimeter there will be a reconstructed photon but no information relating to the

decay vertex or decay products will be recorded. In the 8 TeV analysis, a new validation

sample was produced with identical settings as used to create the reference samples

except that the decay information of all LLPs is recorded. Figure B.2 was produced

using this new sample and verifies that neutralinos with longer lifetimes are decaying

beyond the ID in the reference samples. However, as no information relating to the

decay is stored in the reference samples it is not possible to use equation B.2 to reweight

neutralinos that decay beyond the ID. It is assumed that the new cutoff, beyond which

the decay of a neutralino will not produce a photon that can satisfy the photon selection

requirements, is the start of the EM calorimeter. Beyond this point even a small angle

between the direction of the neutralino and photon will result in the shower in the EM

calorimeter being very wide compared to a prompt photon, causing the photon to fail

the IsEM SSV cuts.

The proper decay time of a neutralino is related to the distance travelled in the lab frame

(L) between the neutralino production and decay vertex according to t = L/(cβγ), where

β = p/E and γ = (1−β2)−1/2. The probability of a neutralino decaying after travelling

L can be written as

p(L) =
1
T

exp
(
− L

cβγ

1
T

)
. (B.4)

The probability of a neutralino decaying in this region depends on the maximum (Lmax)

and minimum (Lmin) distance it can travel and still be in the volume between the ID

and EM calorimeter according to

PT = exp
(
−Lmin
cβγ

1
T

)
− exp

(
−Lmax
cβγ

1
T

)
. (B.5)

Figure B.3 was produced using the toy MC and shows how the fraction of neutralinos

expected to decay in the volume between the ID and EM calorimeter is dependent on the

τ of the sample. When reweighting the reference sample to lifetime T’ each neutralino

is assigned a weight
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Figure B.2: (Left) decay vertex in mm of all neutralinos that are recorded as decaying
in Λ = 160 TeV, T=2ns reference sample. (Right) decay vertex of all neutralinos that
decay to a photon in new sample where decay vertex of all long lived particles is kept.
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Figure B.3: Probability of a neutralino with Λ = 160TeV decaying in the region
between the ID and EM calorimeter as a function of T = τ .

w(L) =
P ′T
PT

=
exp

(
−Lmin

cβγ
1
T ′

)
− exp

(
−Lmax

cβγ
1
T ′

)
exp

(
−Lmin

cβγ
1
T

)
− exp

(
−Lmax

cβγ
1
T

) (B.6)

so that the fraction of neutralinos in the sample that decay in the volume between the

ID and the EM calorimeter agree with that expected for a lifetime of T’. Figure B.4

shows that for the Λ = 160 TeV, T = 2 ns sample, w(L) is at its largest at around

T’ = 7 ns but then decreases as T’ increases before flattening out at large T’.

In this study the weight assigned to the two signal photons (w1 and w2) is combined

with all other weights (wother) that affect the event weight such as PU, sample cross-

section etc. to get a single weight for each event. This event weight (W) is given by

W = wγγ ∗ wother. It is then clear there will be three different sub categories of events

depending on how many neutralinos are recorded as decaying inside the ID. In category 1

both neutralinos decay inside the ID and w1 and w2 are both calculated using equation

B.2. In category 2 both neutralinos decay outside the ID and w1 and w2 are both

calculated using equation B.6. In category 3, 1 neutralino decays in the ID and one

decays outside the ID meaning that one weight will be calculated using equation B.2

and the other using equation B.6.
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Figure B.4: Weight given to a neutralino that decays in the region between the ID
and EM calorimeter when reweighting the Λ = 160TeV T = 2 ns reference sample to

T ′ = τ .
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Figure B.5: Emiss
T distribution after full signal selection for Λ = 160 TeV, T = 6 ns

sample (red) and Λ = 160 TeV, T = 2 ns sample reweighted to T’ = 6 ns(black).
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Figure B.5 shows that when the reweighting procedure as described above is applied to

all signal events in the Λ = 160 TeV, T = 2 ns sample to reweight to T’ = 6 ns the

Emiss
T distribution agrees very well with the Emiss

T distribution in the T = 6 ns sample.

Figure B.6 shows that this agreement is still good when both samples are reweighted to

larger T’.
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Figure B.6: Emiss
T distribution after full signal selection for Λ = 160 TeV, T = 6 ns

sample (red) and Λ = 160 TeV, T = 2 ns sample (black) both reweighted to T’ = 40 ns.

To estimate a systematic uncertainty for category 1, two different reference samples

(Λ = 160 TeV , T = 2 ns and T = 6 ns) were reweighted to a range of T’ values as

shown in figure B.7 with the ratio of the predicted numbers of events used as the error.

For category 2, the uncertainty comes from the uncertainty of the maximum radius

(R) that a neutralino can decay and the daughter photon still pass all of the photon

identification cuts. R is taken to be the start of the EM calorimeter (1500 mm) but it is

conceivable that a photon produced after this point will still pass the Loose IsEM cuts

if the angle of decay with the neutralino is very small and conversely a photon produced

before this point would be expected to fail the Loose IsEM cuts if there is a large decay
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Figure B.7: Number of events with two neutralinos recorded as decaying in the ID
using the Λ = 160 TeV, T = 2 ns (black) and Λ = 160 TeV, T = 6 ns (red) reweighted

to T’ = τ .

angle between the neutralino. A conservative estimate of the uncertainty is produced

by varying R by ± 200 mm and calculating how the probability of decaying in this new

region varies for different T’ values as shown in B.8.

In category 3, one photon decays in the ID and one decays outside the ID, the uncertainty

is therefore taken to be the average of the uncertainties on category 1 and category 2.

To get an estimate of the uncertainty for the whole sample a weighted average of the

uncertainties based on the number of events in each category is calculated as shown in

figure B.9.
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Figure B.8: Weight applied to neutralinos that aren’t recorded as decaying in the ID
if maximum decay radius is 1300 mm (red) 1500 mm (black) or 1700 mm (green) when

reweighting from Λ = 160 TeV, T = 2 ns reference sample to T = τ .

 [ns]τ

20 40 60 80 100 120 140 160 180 200

R
ew

ei
gh

t S
ys

te
m

at
ic

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

0.045

0.05

Figure B.9: Weight applied to neutralinos that aren’t recorded as decaying in the ID
if maximum decay radius is 1300 mm (red) 1500 mm (black) or 1700 mm (green) when

reweighting from Λ = 160 TeV, T = 2 ns reference sample to T = τ .
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Λ Neutralino lifetime (ns)
(TeV) 40 60 80 100

160 0.510 0.287 0.196 -
±0.004 ±0.002 ±0.002

150 0.473 0.276 0.189 -
±0.003 ±0.001 ±0.001

140 0.448 0.255 0.176 -
±0.003 ±0.002 ±0.001

130 0.493 0.309 0.231 -
±0.003 ±0.002 ±0.001

120 0.384 0.230 0.164 -
±0.002 ±0.001 ±0.001

110 0.366 0.230 0.172 0.1470
±0.002 ±0.001 ±0.001 ±0.0007

100 0.277 0.172 0.128 0.1040
±0.002 ±0.001 ±0.001 ±0.0006

90 0.235 0.151 0.115 0.095
±0.002 ±0.001 ±0.001 ±0.001

80 0.175 0.116 0.090 0.076
±0.005 ±0.004 ±0.004 ±0.004

70 0.144 0.101 0.082 0.072
±0.003 ±0.003 ±0.003 ±0.003

Table C.2: The efficiency, in percent, of the Tight-Loose photon selection and Emiss
T

cut for the 7 TeV signal grid, for neutralino lifetimes beyond 30 ns [57].
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Λ Neutralino lifetime (ns)
(TeV) 0.1 0.3 0.5 0.7 1 2 4 6 8 10 15 20

350 47.5 47.4 48 47.1 44.7 33.9 19.6 12.6 8.79 6.5 3.59 2.28
±0.4 ±0.4 ±0.4 ±0.4 ±0.4 ±0.3 ±0.2 ±0.1 ±0.08 ±0.06 ±0.03 ±0.02
±1.9 ±0.81 ±1.5 ±1.6 ±1.5 ±0 ±0.33 ±0.17 ±0.12 ±0.094 ±0.062 ±0.045

320 46.2 46.3 46.4 45.4 43.1 33 19.3 12.5 8.72 6.45 3.56 2.26
±0.4 ±0.4 ±0.4 ±0.4 ±0.4 ±0.3 ±0.2 ±0.1 ±0.08 ±0.06 ±0.03 ±0.02
±1.9 ±0.79 ±1.5 ±1.6 ±1.4 ±0 ±0.33 ±0.17 ±0.12 ±0.093 ±0.062 ±0.045

310 47.2 46.6 45.7 44.5 42.2 32.5 19 12.3 8.57 6.35 3.51 2.23
±0.4 ±0.4 ±0.4 ±0.4 ±0.4 ±0.3 ±0.2 ±0.1 ±0.08 ±0.06 ±0.03 ±0.02
±2 ±0.8 ±1.5 ±1.6 ±1.4 ±0 ±0.33 ±0.17 ±0.12 ±0.092 ±0.062 ±0.044

300 43.7 43.5 44.2 43.6 41.7 31.9 18.4 11.8 8.26 6.1 3.36 2.14
±0.4 ±0.4 ±0.4 ±0.4 ±0.4 ±0.3 ±0.2 ±0.1 ±0.07 ±0.05 ±0.03 ±0.02
±1.8 ±0.75 ±1.4 ±1.5 ±1.4 ±0 ±0.32 ±0.16 ±0.11 ±0.089 ±0.059 ±0.043

290 42.1 43.8 44.5 43.8 41.7 31.8 18.3 11.7 8.18 6.04 3.32 2.11
±0.4 ±0.4 ±0.4 ±0.4 ±0.4 ±0.3 ±0.2 ±0.1 ±0.07 ±0.05 ±0.03 ±0.02
±1.8 ±0.76 ±1.5 ±1.5 ±1.4 ±0 ±0.32 ±0.16 ±0.11 ±0.088 ±0.059 ±0.042

270 42.2 42.1 42.6 42 40.2 30.8 17.8 11.4 7.93 5.85 3.22 2.04
±0.4 ±0.4 ±0.4 ±0.4 ±0.4 ±0.3 ±0.2 ±0.1 ±0.07 ±0.05 ±0.03 ±0.02
±1.8 ±0.73 ±1.4 ±1.5 ±1.4 ±0 ±0.31 ±0.16 ±0.11 ±0.086 ±0.057 ±0.041

260 40.1 42.9 43 42.1 40 30.7 17.8 11.5 8 5.91 3.26 2.07
±0.4 ±0.4 ±0.4 ±0.4 ±0.4 ±0.3 ±0.2 ±0.1 ±0.07 ±0.05 ±0.03 ±0.02
±1.7 ±0.75 ±1.4 ±1.5 ±1.4 ±0 ±0.31 ±0.16 ±0.11 ±0.087 ±0.058 ±0.042

250 39.9 41.4 41.8 41.1 39.3 30 17.3 11.1 7.75 5.71 3.14 1.99
±0.4 ±0.4 ±0.4 ±0.4 ±0.4 ±0.3 ±0.2 ±0.1 ±0.07 ±0.05 ±0.03 ±0.02
±1.7 ±0.73 ±1.4 ±1.5 ±1.3 ±0 ±0.31 ±0.16 ±0.11 ±0.085 ±0.056 ±0.04

240 48.8 43.2 42 40.7 38.5 29.2 16.9 10.8 7.55 5.58 3.08 1.96
±0.5 ±0.4 ±0.4 ±0.4 ±0.4 ±0.3 ±0.2 ±0.1 ±0.07 ±0.05 ±0.03 ±0.02
±2.1 ±0.76 ±1.4 ±1.5 ±1.3 ±0 ±0.3 ±0.15 ±0.1 ±0.083 ±0.056 ±0.04

230 44.2 41.2 40.7 39.7 37.9 29 16.8 10.8 7.5 5.53 3.04 1.93
±0.4 ±0.4 ±0.4 ±0.4 ±0.4 ±0.3 ±0.2 ±0.1 ±0.07 ±0.05 ±0.04 ±0.04
±1.9 ±0.73 ±1.4 ±1.4 ±1.3 ±0 ±0.3 ±0.15 ±0.1 ±0.083 ±0.055 ±0.039

220 39.2 39.4 39.1 38.1 36.3 27.7 15.9 10.2 7.08 5.22 2.87 1.82
±0.4 ±0.4 ±0.4 ±0.4 ±0.3 ±0.3 ±0.2 ±0.1 ±0.07 ±0.05 ±0.03 ±0.02
±1.7 ±0.71 ±1.3 ±1.4 ±1.3 ±0 ±0.29 ±0.15 ±0.1 ±0.079 ±0.052 ±0.037

210 34.4 38 37.9 37 35.2 26.9 15.6 10 6.99 5.16 2.85 1.81
±0.3 ±0.4 ±0.4 ±0.4 ±0.3 ±0.3 ±0.2 ±0.1 ±0.07 ±0.05 ±0.03 ±0.02
±1.5 ±0.68 ±1.3 ±1.4 ±1.2 ±0 ±0.28 ±0.14 ±0.099 ±0.079 ±0.052 ±0.038

200 39.4 37.7 37.3 36.2 34.3 26 15 9.65 6.73 4.97 2.74 1.75
±0.4 ±0.4 ±0.4 ±0.4 ±0.3 ±0.3 ±0.1 ±0.09 ±0.07 ±0.05 ±0.03 ±0.02
±1.7 ±0.69 ±1.3 ±1.3 ±1.2 ±0 ±0.27 ±0.14 ±0.096 ±0.077 ±0.051 ±0.037

190 39.1 36.2 35.6 34.6 32.7 24.6 14 8.88 6.15 4.52 2.47 1.56
±0.4 ±0.4 ±0.4 ±0.3 ±0.3 ±0.2 ±0.1 ±0.09 ±0.06 ±0.05 ±0.02 ±0.02
±1.7 ±0.67 ±1.2 ±1.3 ±1.2 ±0 ±0.26 ±0.13 ±0.089 ±0.071 ±0.047 ±0.033

180 44.4 38.7 37.8 36.5 34.3 25.7 14.7 9.37 6.5 4.78 2.62 1.66
±0.4 ±0.4 ±0.4 ±0.4 ±0.3 ±0.3 ±0.1 ±0.09 ±0.06 ±0.05 ±0.03 ±0.02
±2 ±0.71 ±1.3 ±1.4 ±1.2 ±0 ±0.27 ±0.14 ±0.093 ±0.074 ±0.049 ±0.035

170 35 32.7 32.1 31.3 29.6 22.4 12.8 8.2 5.7 4.19 2.3 1.46
±0.4 ±0.3 ±0.3 ±0.3 ±0.3 ±0.2 ±0.1 ±0.09 ±0.06 ±0.04 ±0.02 ±0.02
±1.6 ±0.62 ±1.1 ±1.2 ±1.1 ±0 ±0.24 ±0.12 ±0.085 ±0.067 ±0.044 ±0.032

160 28.9 30.4 30.2 29.2 27.5 20.5 11.6 7.35 5.06 3.71 2.01 1.26
±0.3 ±0.3 ±0.3 ±0.3 ±0.3 ±0.2 ±0.1 ±0.08 ±0.06 ±0.04 ±0.02 ±0.01
±1.3 ±0.59 ±1.1 ±1.1 ±1 ±0 ±0.23 ±0.11 ±0.077 ±0.06 ±0.04 ±0.028

150 25.8 26.8 27.2 26.4 25 18.7 10.6 6.74 4.67 3.43 1.87 1.18
±0.3 ±0.3 ±0.3 ±0.3 ±0.3 ±0.2 ±0.1 ±0.08 ±0.05 ±0.04 ±0.02 ±0.01
±1.2 ±0.53 ±1 ±1.1 ±0.96 ±0 ±0.21 ±0.11 ±0.073 ±0.057 ±0.038 ±0.027

140 38 27.9 25.9 24.4 22.5 16.3 9.03 5.64 3.86 2.81 1.51 0.945
±0.8 ±0.6 ±0.5 ±0.5 ±0.5 ±0.3 ±0.2 ±0.1 ±0.08 ±0.06 ±0.03 ±0.02
±2.4 ±0.74 ±1.3 ±1.3 ±1.2 ±0.65 ±0.24 ±0 ±0.081 ±0.063 ±0.041 ±0.029

130 35.3 25.5 23.3 21.7 20 14.4 7.96 4.97 3.4 2.48 1.33 0.833
±0.8 ±0.6 ±0.5 ±0.5 ±0.4 ±0.3 ±0.2 ±0.1 ±0.08 ±0.06 ±0.03 ±0.02
±2.3 ±0.7 ±1.2 ±1.2 ±1.1 ±0.6 ±0.22 ±0 ±0.074 ±0.058 ±0.037 ±0.026

120 23.2 24 22.5 20.7 18.5 12.8 6.99 4.37 2.99 2.18 1.18 0.737
±0.6 ±0.6 ±0.5 ±0.5 ±0.4 ±0.3 ±0.2 ±0.1 ±0.07 ±0.05 ±0.03 ±0.02
±1.6 ±0.68 ±1.2 ±1.2 ±1 ±0.55 ±0.2 ±0 ±0.067 ±0.052 ±0.034 ±0.024

90 12.9 11.4 11.6 11.1 10.1 6.82 3.58 2.2 1.5 1.09 0.582 0.364
±0.4 ±0.4 ±0.4 ±0.4 ±0.3 ±0.2 ±0.1 ±0.07 ±0.05 ±0.04 ±0.02 ±0.01
±1.1 ±0.38 ±0.74 ±0.76 ±0.67 ±0.35 ±0.12 ±0 ±0.04 ±0.031 ±0.02 ±0.014

80 8.34 8.5 8.35 7.9 7.25 5.07 2.75 1.72 1.18 0.862 0.468 0.294
±0.3 ±0.3 ±0.3 ±0.3 ±0.3 ±0.2 ±0.1 ±0.07 ±0.04 ±0.03 ±0.02 ±0.01
±0.72 ±0.31 ±0.57 ±0.58 ±0.51 ±0.27 ±0.099 ±0 ±0.033 ±0.026 ±0.017 ±0.012

Table C.3: The efficiency, in percent, of the Loose-Loose photon selection and Emiss
T

cut for the 8 TeV signal grid, for neutralino lifetimes up to 20 ns.
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Λ Neutralino lifetime (ns)
(TeV) 25 30 40 60 80 100

350 1.58 1.16 0.706 0.341 0.2 0.132
±0.01 ±0.01 ±0.006 ±0.003 ±0.002 ±0.001
±0.033 ±0.026 ±0.017 ±0.0086 ±0.0052 ±0.0035

320 1.56 1.15 0.695 0.334 0.196 0.129
±0.01 ±0.01 ±0.006 ±0.003 ±0.002 ±0.001
±0.033 ±0.026 ±0.017 ±0.0085 ±0.0052 ±0.0035

310 1.55 1.14 0.691 0.334 0.196 0.129
±0.01 ±0.01 ±0.006 ±0.003 ±0.002 ±0.001
±0.033 ±0.026 ±0.017 ±0.0085 ±0.0052 ±0.0035

300 1.48 1.09 0.661 0.319 0.188 0.123
±0.01 ±0.01 ±0.006 ±0.003 ±0.002 ±0.001
±0.032 ±0.025 ±0.016 ±0.0082 ±0.005 ±0.0033

290 1.46 1.07 0.65 0.313 0.184 0.121
±0.01 ±0.01 ±0.006 ±0.003 ±0.002 ±0.001
±0.031 ±0.024 ±0.016 ±0.0081 ±0.0049 ±0.0033

270 1.41 1.04 0.627 0.302 0.177 0.116
±0.01 ±0.009 ±0.006 ±0.003 ±0.002 ±0.001
±0.031 ±0.024 ±0.015 ±0.0078 ±0.0047 ±0.0032

260 1.44 1.05 0.639 0.308 0.181 0.119
±0.01 ±0.01 ±0.006 ±0.003 ±0.002 ±0.001
±0.031 ±0.024 ±0.016 ±0.008 ±0.0049 ±0.0033

250 1.38 1.01 0.61 0.293 0.172 0.113
±0.01 ±0.009 ±0.006 ±0.003 ±0.002 ±0.001
±0.03 ±0.023 ±0.015 ±0.0077 ±0.0046 ±0.0031

240 1.36 0.996 0.604 0.291 0.171 0.113
±0.01 ±0.009 ±0.006 ±0.003 ±0.002 ±0.001
±0.03 ±0.023 ±0.015 ±0.0077 ±0.0047 ±0.0031

230 1.34 0.98 0.593 0.285 0.167 0.11
±0.03 ±0.02 ±0.006 ±0.003 ±0.002 ±0.001
±0.029 ±0.023 ±0.015 ±0.0075 ±0.0046 ±0.0031

220 1.26 0.922 0.558 0.268 0.157 0.103
±0.01 ±0.009 ±0.005 ±0.003 ±0.001 ±0.001
±0.028 ±0.022 ±0.014 ±0.0071 ±0.0043 ±0.0029

210 1.25 0.92 0.557 0.268 0.158 0.104
±0.01 ±0.009 ±0.005 ±0.003 ±0.002 ±0.001
±0.028 ±0.022 ±0.014 ±0.0072 ±0.0044 ±0.0029

200 1.21 0.889 0.54 0.26 0.153 0.101
±0.01 ±0.009 ±0.005 ±0.003 ±0.002 ±0.001
±0.027 ±0.021 ±0.014 ±0.007 ±0.0043 ±0.0029

190 1.08 0.788 0.476 0.228 0.134 0.0878
±0.01 ±0.008 ±0.005 ±0.002 ±0.001 ±0.0009
±0.025 ±0.019 ±0.012 ±0.0063 ±0.0038 ±0.0025

180 1.14 0.838 0.506 0.243 0.142 0.0935
±0.01 ±0.008 ±0.005 ±0.002 ±0.001 ±0.0009
±0.026 ±0.02 ±0.013 ±0.0066 ±0.004 ±0.0027

170 1.01 0.738 0.446 0.214 0.126 0.0826
±0.01 ±0.008 ±0.005 ±0.002 ±0.001 ±0.0009
±0.024 ±0.018 ±0.012 ±0.006 ±0.0036 ±0.0024

160 0.868 0.634 0.381 0.182 0.106 0.0697
±0.01 ±0.007 ±0.004 ±0.002 ±0.001 ±0.0008
±0.021 ±0.016 ±0.01 ±0.0052 ±0.0032 ±0.0021

150 0.818 0.6 0.362 0.174 0.102 0.067
±0.009 ±0.007 ±0.004 ±0.002 ±0.001 ±0.0008
±0.02 ±0.015 ±0.01 ±0.0051 ±0.0031 ±0.0021

140 0.648 0.472 0.283 0.135 0.0785 0.0514
±0.01 ±0.01 ±0.006 ±0.003 ±0.002 ±0.001
±0.021 ±0.016 ±0.011 ±0.0053 ±0.0032 ±0.0021

130 0.571 0.416 0.25 0.119 0.0694 0.0454
±0.01 ±0.009 ±0.006 ±0.003 ±0.002 ±0.001
±0.02 ±0.015 ±0.0096 ±0.0049 ±0.0029 ±0.002

120 0.506 0.369 0.222 0.106 0.0617 0.0404
±0.01 ±0.009 ±0.005 ±0.003 ±0.001 ±0.001
±0.018 ±0.014 ±0.0088 ±0.0045 ±0.0027 ±0.0018

90 0.249 0.182 0.109 0.0518 0.0302 0.0197
±0.008 ±0.006 ±0.004 ±0.002 ±0.001 ±0.0007
±0.01 ±0.008 ±0.0051 ±0.0026 ±0.0016 ±0.001

80 0.203 0.148 0.0893 0.0427 0.025 0.0164
±0.008 ±0.006 ±0.003 ±0.002 ±0.001 ±0.0006
±0.009 ±0.007 ±0.0045 ±0.0023 ±0.0014 ±0.00092

Table C.4: The efficiency, in percent, of the Loose-Loose photon selection and Emiss
T

cut for the 8 TeV signal grid, for neutralino lifetimes beyond 20 ns.
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Emiss
T Systematic Uncertainty

In this section more information is provided regarding the method used to estimate the

systematic uncertainty on the Emiss
T measurement in the 7 TeV analysis. This method

follows the recipe developed by the prompt analysis [135][136] with three separate sources

of uncertainty considered. These sources are described below and the systematic uncer-

tainty is then given separately for every signal grid point in the tables that follow.

Topocluster Energy Scale

The uncertainty on the energy scale of the clusters used during particle identification

and reconstruction is estimated by comparing energy and momentum measurements in

data and MC [147]. This uncertainty is calculated by multiplying the topocluster energy

by the following correction factor c:

c =



1± a×
(

1 + b
pT

)
|ηclus| < 2.3

1±
√(

a×
(

1 + b
pT

))2
+ 0.052 2.3 < |ηclus| < 3.2

1±
√(

a×
(

1 + b
pT

))2
+ 0.152 3.2 < |ηclus| < 4.5

(D.1)

where a = 5%, b = 1.5, and pT is in GeV. This gives an uncertainty of approximately

20% for pT in the sub-GeV energy range and approximately 5% for high pT clusters.

Emiss
T Resolution

178
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The Emiss
T resolution can be described by the function σ

(
Emissx , Emissy

)
= α

√∑
ET

where α is the resolution parameter. A value of α = 0.49 is measured from minimum

bias events at
√
s = 7 TeV, and as α = 0.53 when requiring at least one jet with pT >

20 GeV [148]. This uncertainty was estimated to be 14% [8].

Muon terms in Emiss
T

Studies [135][136] have shown that uncertainties on the pT of muons have a negligible

impact on the Emiss
T of diphoton events.
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Lambda (TeV) τ (ps) Emiss
T Scale Fractional error Emiss

T Resolution Fractional error

70 100000 0.023 0.003
70 10000 0.061 0.12
70 1000 0.048 0.02
70 12000 0.060 0.01
70 14000 0.059 0.009
70 16000 0.058 0.008
70 18000 0.056 0.007
70 20000 0.055 0.006
70 2000 0.053 0.020
70 22000 0.053 0.005
70 24000 0.052 0.004
70 250 0.042 0.03
70 26000 0.050 0.004
70 30000 0.047 0.003
70 3000 0.057 0.02
70 35000 0.044 0.001
70 40000 0.042 0.00007
70 4000 0.059 0.02
70 45000 0.039 0.0007
70 5000 0.061 0.017
70 500 0.045 0.02
70 55000 0.035 0.002
70 60000 0.033 0.002
70 6000 0.062 0.02
70 65000 0.031 0.002
70 70000 0.030 0.002
70 7000 0.062 0.015
70 75000 0.028 0.003
70 750 0.046 0.022
70 80000 0.027 0.003
70 8000 0.062 0.014
70 90000 0.025 0.003
70 9000 0.062 0.0.13
80 100000 0.029 0.030
80 10000 0.051 0.028
80 1000 0.049 0.027
80 12000 0.050 0.029
80 14000 0.049 0.030
80 16000 0.049 0.031
80 18000 0.048 0.032
80 20000 0.047 0.032
80 2000 0.051 0.023
80 22000 0.047 0.033
80 24000 0.046 0.033
80 250 0.055 0.048
80 26000 0.045 0.034
80 30000 0.044 0.034
80 3000 0.052 0.023
80 35000 0.042 0.035
80 40000 0.041 0.035
80 4000 0.052 0.023
80 45000 0.040 0.035
80 5000 0.052 0.024
80 500 0.050 0.038
80 55000 0.037 0.034
80 60000 0.036 0.034
80 6000 0.052 0.025
80 65000 0.035 0.034
80 70000 0.034 0.033
80 7000 0.052 0.026
80 75000 0.033 0.033
80 750 0.049 0.031
80 80000 0.032 0.032
80 8000 0.052 0.026
80 90000 0.030 0.031
80 9000 0.051 0.027

Table D.1: Signal grid systematic errors due to the Emiss
T scale and resolution uncer-

tainties, for Λ = 70, 80TeV [57].
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Lambda (TeV) τ (ps) Emiss
T Scale Fractional error Emiss

T Resolution Fractional error
90 100000 0.062 0.034
90 10000 0.045 0.020
90 1000 0.053 0.014
90 12000 0.047 0.020
90 14000 0.048 0.020
90 16000 0.049 0.020
90 18000 0.050 0.020
90 20000 0.051 0.021
90 2000 0.051 0.012
90 22000 0.052 0.021
90 24000 0.052 0.021
90 250 0.030 0.016
90 26000 0.053 0.022
90 30000 0.054 0.022
90 35000 0.055 0.023
90 40000 0.056 0.024
90 4000 0.046 0.016
90 45000 0.057 0.025
90 500 0.040 0.023
90 55000 0.058 0.027
90 60000 0.059 0.028
90 6000 0.042 0.020
90 65000 0.059 0.029
90 70000 0.060 0.030
90 75000 0.060 0.031
90 750 0.043 0.022
90 80000 0.060 0.031
90 8000 0.044 0.020
90 90000 0.061 0.033
100 100000 0.065 0.035
100 10000 0.056 0.013
100 1000 0.042 0.018
100 12000 0.057 0.013
100 14000 0.057 0.014
100 16000 0.057 0.015
100 18000 0.058 0.015
100 20000 0.058 0.016
100 2000 0.039 0.016
100 22000 0.058 0.016
100 24000 0.058 0.017
100 250 0.004 0.00
100 26000 0.059 0.018
100 30000 0.059 0.019
100 35000 0.060 0.020
100 40000 0.060 0.021
100 4000 0.048 0.009
100 45000 0.060 0.023
100 500 0.020 0.002
100 55000 0.061 0.025
100 60000 0.062 0.027
100 6000 0.054 0.013
100 65000 0.062 0.028
100 70000 0.063 0.029
100 75000 0.063 0.030
100 750 0.026 0.005
100 80000 0.063 0.031
100 8000 0.055 0.013
100 90000 0.064 0.033

Table D.2: Signal grid systematic errors due to the Emiss
T scale and resolution uncer-

tainties, for Λ = 90, 100TeV [57].
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Lambda (TeV) τ (ps) Emiss
T Scale Fractional error Emiss

T Resolution Fractional error

110 100000 0.047 0.00
110 10000 0.045 0.002
110 1000 0.037 0.014
110 12000 0.046 0.002
110 14000 0.046 0.002
110 16000 0.046 0.001
110 18000 0.046 0.001
110 20000 0.046 0.001
110 2000 0.038 0.013
110 22000 0.046 0.000
110 24000 0.046 0.000
110 250 0.036 0.011
110 26000 0.046 0.000
110 30000 0.046 0.000
110 35000 0.046 0.00
110 40000 0.046 0.00
110 4000 0.038 0.021
110 45000 0.046 0.00
110 500 0.035 0.009
110 55000 0.046 0.00
110 60000 0.046 0.00
110 6000 0.045 0.004
110 65000 0.046 0.00
110 70000 0.046 0.00
110 75000 0.046 0.00
110 750 0.035 0.010
110 80000 0.046 0.00
110 8000 0.044 0.001
110 90000 0.046 0.00
120 10000 0.039 0.006
120 1000 0.027 0.012
120 15000 0.028 0.015
120 20000 0.027 0.015
120 2000 0.034 0.011
120 22000 0.027 0.015
120 24000 0.027 0.015
120 250 0.035 0.028
120 26000 0.027 0.015
120 28000 0.027 0.015
120 30000 0.027 0.014
120 35000 0.026 0.014
120 40000 0.026 0.014
120 4000 0.036 0.019
120 45000 0.026 0.014
120 500 0.033 0.019
120 55000 0.025 0.013
120 60000 0.025 0.013
120 6000 0.028 0.016
120 65000 0.024 0.013
120 70000 0.024 0.013
120 75000 0.024 0.012
120 750 0.033 0.016
120 80000 0.023 0.012
120 8000 0.028 0.016

Table D.3: Signal grid systematic errors due to the Emiss
T scale and resolution uncer-

tainties, for Λ = 110, 120TeV [57].
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Lambda (TeV) τ (ps) Emiss
T Scale Fractional error Emiss

T Resolution Fractional error

130 10000 0.038 0.008
130 1000 0.031 0.016
130 12000 0.038 0.007
130 14000 0.039 0.007
130 16000 0.040 0.006
130 18000 0.040 0.006
130 20000 0.041 0.005
130 2000 0.029 0.006
130 22000 0.042 0.005
130 24000 0.042 0.005
130 250 0.022 0.005
130 26000 0.043 0.004
130 28000 0.043 0.004
130 30000 0.044 0.004
130 35000 0.045 0.003
130 40000 0.046 0.003
130 4000 0.030 0.014
130 45000 0.047 0.002
130 500 0.024 0.007
130 55000 0.049 0.002
130 60000 0.050 0.001
130 6000 0.036 0.009
130 65000 0.051 0.001
130 70000 0.052 0.001
130 75000 0.053 0.001
130 750 0.025 0.007
130 80000 0.053 0.001
130 8000 0.037 0.008
140 10000 0.036 0.011
140 1000 0.027 0.010
140 12000 0.036 0.011
140 14000 0.036 0.010
140 16000 0.036 0.010
140 18000 0.036 0.009
140 20000 0.036 0.009
140 2000 0.032 0.011
140 22000 0.036 0.009
140 24000 0.036 0.008
140 250 0.016 0.010
140 26000 0.036 0.008
140 30000 0.036 0.007
140 3000 0.034 0.012
140 35000 0.036 0.007
140 40000 0.035 0.006
140 4000 0.035 0.012
140 45000 0.035 0.006
140 5000 0.035 0.012
140 500 0.022 0.010
140 55000 0.035 0.005
140 60000 0.035 0.004
140 6000 0.036 0.012
140 65000 0.035 0.004
140 70000 0.034 0.004
140 7000 0.036 0.012
140 75000 0.034 0.003
140 750 0.025 0.010
140 80000 0.034 0.003
140 8000 0.036 0.012
140 9000 0.036 0.011

Table D.4: Signal grid systematic errors due to the Emiss
T scale and resolution uncer-

tainties, for Λ = 130, 140TeV [57].
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Lambda (TeV) τ (ps) Emiss
T Scale Fractional error Emiss

T Resolution Fractional error

150 10000 0.031 0.017
150 1000 0.023 0.008
150 12000 0.032 0.018
150 14000 0.032 0.018
150 16000 0.032 0.019
150 18000 0.033 0.019
150 20000 0.033 0.019
150 2000 0.025 0.009
150 22000 0.033 0.019
150 24000 0.033 0.019
150 250 0.016 0.007
150 26000 0.033 0.019
150 30000 0.033 0.019
150 3000 0.027 0.011
150 35000 0.033 0.019
150 40000 0.032 0.019
150 4000 0.028 0.012
150 45000 0.032 0.018
150 5000 0.029 0.013
150 500 0.020 0.008
150 55000 0.031 0.018
150 60000 0.031 0.017
150 6000 0.029 0.014
150 65000 0.030 0.017
150 70000 0.030 0.017
150 7000 0.030 0.015
150 75000 0.030 0.016
150 750 0.022 0.008
150 80000 0.029 0.016
150 8000 0.031 0.016
150 9000 0.031 0.016
160 10000 0.018 0.009
160 1000 0.018 0.002
160 12000 0.018 0.010
160 14000 0.019 0.010
160 16000 0.019 0.010
160 18000 0.020 0.010
160 20000 0.020 0.010
160 2000 0.018 0.005
160 22000 0.021 0.010
160 24000 0.022 0.010
160 250 0.024 0.01
160 26000 0.023 0.010
160 30000 0.024 0.010
160 3000 0.018 0.006
160 35000 0.026 0.010
160 40000 0.028 0.010
160 4000 0.018 0.007
160 45000 0.030 0.010
160 5000 0.017 0.008
160 500 0.019 0.00
160 55000 0.034 0.009
160 60000 0.036 0.009
160 6000 0.017 0.008
160 65000 0.039 0.009
160 70000 0.041 0.009
160 7000 0.017 0.009
160 75000 0.043 0.009
160 750 0.018 0.000
160 80000 0.045 0.009
160 8000 0.018 0.009
160 9000 0.018 0.009

Table D.5: Signal grid systematic errors due to the Emiss
T scale and resolution uncer-

tainties, for Λ = 150, 160TeV [57].
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Lambda (TeV) τ (ps) Emiss
T Scale Fractional error Emiss

T Resolution Fractional error

170 10000 0.017 0.012
170 1000 0.018 0.011
170 12000 0.017 0.013
170 14000 0.017 0.013
170 16000 0.018 0.013
170 18000 0.018 0.013
170 20000 0.018 0.013
170 2000 0.017 0.010
170 22000 0.019 0.013
170 24000 0.019 0.013
170 250 0.020 0.008
170 26000 0.020 0.013
170 30000 0.021 0.013
170 3000 0.017 0.010
170 4000 0.017 0.011
170 5000 0.017 0.011
170 500 0.020 0.012
170 6000 0.017 0.011
170 7000 0.017 0.012
170 750 0.019 0.011
170 8000 0.017 0.012
170 9000 0.017 0.012
180 10000 0.017 0.002
180 1000 0.018 0.008
180 12000 0.017 0.001
180 14000 0.016 0.000
180 16000 0.016 0.00
180 18000 0.016 0.00
180 20000 0.016 0.00
180 2000 0.018 0.008
180 22000 0.016 0.00
180 24000 0.016 0.00
180 250 0.020 0.010
180 26000 0.016 0.00
180 30000 0.016 0.00
180 3000 0.018 0.008
180 4000 0.018 0.007
180 5000 0.017 0.006
180 500 0.019 0.009
180 6000 0.017 0.005
180 7000 0.017 0.004
180 750 0.018 0.008
180 8000 0.017 0.003
180 9000 0.017 0.003

Table D.6: Signal grid systematic errors due to the Emiss
T scale and resolution uncer-

tainties, for Λ = 170, 180TeV [57].
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Lambda (TeV) τ (ps) Emiss
T Scale Fractional error Emiss

T Resolution Fractional error

190 10000 0.019 0.004
190 1000 0.015 0.006
190 12000 0.019 0.004
190 14000 0.019 0.004
190 16000 0.019 0.004
190 18000 0.019 0.005
190 20000 0.019 0.005
190 2000 0.017 0.007
190 22000 0.019 0.006
190 24000 0.018 0.006
190 250 0.013 0.00
190 26000 0.018 0.007
190 30000 0.018 0.008
190 3000 0.018 0.006
190 4000 0.018 0.006
190 5000 0.019 0.005
190 500 0.013 0.004
190 6000 0.019 0.005
190 7000 0.019 0.004
190 750 0.014 0.006
190 8000 0.019 0.004
190 9000 0.019 0.004
200 10000 0.019 0.000
200 1000 0.014 0.004
200 12000 0.019 0.00
200 14000 0.019 0.00
200 16000 0.019 0.00
200 18000 0.018 0.00
200 20000 0.018 0.00
200 2000 0.017 0.007
200 22000 0.018 0.01
200 24000 0.018 0.01
200 250 0.011 0.00
200 26000 0.018 0.01
200 30000 0.018 0.01
200 3000 0.018 0.007
200 4000 0.018 0.006
200 5000 0.019 0.005
200 500 0.012 0.001
200 6000 0.019 0.004
200 7000 0.019 0.003
200 750 0.013 0.003
200 8000 0.019 0.002
200 9000 0.019 0.001
210 10000 0.012 0.003
210 1000 0.015 0.006
210 12000 0.012 0.003
210 14000 0.012 0.002
210 16000 0.012 0.002
210 18000 0.012 0.002
210 20000 0.012 0.002
210 2000 0.014 0.005
210 22000 0.012 0.002
210 24000 0.012 0.002
210 250 0.010 0.001
210 26000 0.012 0.002
210 30000 0.012 0.002
210 3000 0.014 0.005
210 4000 0.013 0.004
210 5000 0.013 0.004
210 500 0.014 0.004
210 6000 0.013 0.004
210 7000 0.013 0.003
210 750 0.015 0.005
210 8000 0.013 0.003
210 9000 0.012 0.003

Table D.7: Signal grid systematic errors due to the Emiss
T scale and resolution uncer-

tainties, for Λ = 190, 200, 210TeV [57].



Appendix E

7 TeV Signal Region Outlier

In section 9.1.2, an event containing a photon detected with zγ = 752 mm was discussed.

Figure E.1 is the event display for this event and the shower shape of this ‘outlier’ is

displayed in the central panel at the bottom of the figure. It can be seen that the shower

in the first layer of the EM calorimeter is fairly wide with two distinct peaks, which

causes the photon to fail the Tight IsEM cuts. This shower is what would be expected

if the object was a jet with a leading π0, which decays to two photons, faking a Loose

photon. This conclusion is supported by the timing information: a tγ of 0.2 ps suggests

that this object was promptly produced.
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Figure E.1: Event display for run number 191920, event number 14157929. The
middle panel at the bottom of the figure shows the shower shape of the photon detected

with zγ = 752 mm [57].
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