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In this talk we survey the state of the art in the automated analysis of several classes of finitely-
presentable infinite-state probabilistic models which combine probabilistic, recursive and in many cases
also controlled or more general game behaviour. Unreliability is inherent to almost all physical systems,
e.g. telecommunication networks, distributed systems, railway connections. Software systems, designed
with robustness and efficiency in mind, often make explicit use of randomness, thus exhibiting proba-
bilistic behaviour. Also, even if a system or a program behaves deterministically, the environment were
it operates is in many cases either unknown or very complex. In such situations the best we can hope for
is to statistically quantify the behaviour of the environment and analyse the performance of our model in
such a probabilistic setting. It is common to model purely probabilistic systems as finite-state Markov
Chains or as Markov Decision Processes if the system is both probabilistic and controlled. However, to
faithfully represent the behaviour of many naturally occurring systems one really needs to represent them
as infinite-state Markov Chains or Markov Decision Processes. This is because finite-state probabilistic
models differ significantly from infinite-state ones, e.g. in finite-state systems no null recurrent states can
occur, i.e. states that are revisited with probability 1, but with infinite expected time before this happens.

The finitely-presentable infinite-state probabilistic models studied in the literature include Multi-
Type Branching Processes (see, e.g. [12, [10]), Stochastic Context-Free Grammars (see, e.g. [13} [1]),
Quasi-Death-Birth processes (see, e.g. [14} [15]), “random walks with back-buttons” [9], Recursive
Markov Chains [8] and probabilistic Pushdown Systems [4]]. These models found applications in do-
mains as diverse as population dynamics, nuclear chain reactions, natural language processing, biolog-
ical sequence analysis, red blood cells formation, queueing theory, modelling web surfing and finally
model checking of probabilistic procedural programs. The relationship of the expressive power of these
particular models have been extensively studied, e.g. in [7] where a tight connection was established to
the the models used in the queueing theory, but the first natural model that subsumes all of the mentioned
models was defined in [[11]].

The fundamental quantitative analysis of these models can be done by constructing a specific sys-
tem of monotone polynomial equations and finding its least nonnegative fixed point. In order to find
this fixed point efficiently we can use, e.g. numerical approximation methods such as Jacobi iteration,
Gauss-Seidel iteration or a decomposed variant of the Netwon’s method as described in [8]]. A detailed
analysis of the theoretical performance of the Newton’s method when applied in this setting was done
in [3, I5]. Here we look instead on how well it performs in practice and describe a tool called PReMo
[[L7] (Probabilistic Recursive Models analyser) which implements highly optimised versions of these ap-
proximation algorithms in Java. Using simple tailored-made input languages PReMo is able to accept
Recursive Markov Chains and Stochastic Context-Free grammars as an input, while the other models can
be easily translated into these ones. PReMo is able to perform all kind of analyses such as computing
the termination probability (as described in [8]]), the expected termination time (as in [6]) or the standard
deviation of that time (as in [2]) among others. PReMo’s performance was tested on Stochastic Context-
Free Grammars derived from the Penn Treebank corpora in [[17], on queuing models in [7] and on many
other examples in [16]].
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Automated Analysis of Probabilistic Infinite-state Systems

The general domain of finitely-presented infinite-state probabilistic models is a rich and fascinating

field of study that is getting more and more attention. Many important questions regarding the compu-
tational complexity of their analysis were already addressed and there is a tool that is able to analyse
them efficiently. However, many theoretical questions still remain open, and there is still a potential of
improving the performance of PReMo, the range of quantitative analyses and input models it supports.
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