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Abstract 

 

The work presented in this thesis investigates the viability using a laser 

induced plasmas as a high intensity, UV/VIS/IR benchtop light source for 

biological spectroscopic applications. It is well known that plasmas make 

excellent light sources due to their broadband emission throughout the 

UV/VIS/IR. A detailed account is given of the construction and testing of a 

prototype benchtop spectrometer that utilised a laser induced plasma as its 

light source. The parts to build this spectrometer had a total cost of £6480.49, 

a competitive price for an instrument capable of measuring 

absorbance/turbidity spectra in the wavelength range of 380 to 700 nm at a 

rate of up to 5 times a second and to a wavelength resolution of approximately 

0.2 nm. The production of shorter wavelength is very possible using this 

technology but would require a much more expensive, higher repetition rate 

laser, which was beyond the scope of this project.  

 

A review of the physical factors influencing the emission of light from a plasma 

is first presented. Several noble gases were tested to optimise the intensity 

and short wavelength output of the plasma. The results showed that argon had 

the highest emission intensity light for reasonable cost. The prototype 

instrument can be run in two different modes, static mode and dynamic mode. 

In static mode, the spectrometer can determine the absorbance spectrum of 

samples that do not change over time such as coloured dyes. In dynamic mode 

that monitors the absorbance of samples whose absorbance/turbidity varies 

with time. The accuracy of the prototype plasma spectrometer was tested by 

determining the absorption spectrum of holmium oxide in perchloric acid, a 

standard solution often employed for spectrometer calibration and testing. The 

prototype spectrometer was then successfully employed to investigate the 

effect of heparin, in the presence of the cations Fe2+, Zn2+ and Cu2+, on the 

aggregation rate of the protein human lysozyme, over a range of pHs. The 

aggregation of lysozyme was an interesting system to monitor, as it has been 

proposed as a model for the formation of the fibrils found in amyloidal plaques. 
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Introduction 

 

1.1  Background 

 

Interest in laser induced plasmas (LIPs), as high intensity broadband light 

sources for biological spectroscopy, originally arose in the glycosaminoglycan 

(GAG) research group of Dr E.A. Yates at Liverpool University during 

vibrational circular dichroism (VCD: circular dichroism in the infrared region) 

experiments to investigate changes occurring in protein structure when 

proteins bind to heparin polysaccharides. The Yates group has an interest in 

different spectroscopies over a wide range of wavelengths including the UV 

and visible regions but VCD is a particularly useful technique for the 

examination of protein:GAG interactions because the VCD absorption of 

GAGs is very weak compared to protein VCD absorption. This enables the 

direct interpretation of VCD spectra in terms of protein structure without the 

prior need to deconvolute spectra into separate protein and GAG components. 

However, the weakness of the protein VCD signal (10-4 – 10-5 by Kuhn’s 



2 
 

dissymmetry factor, see below) made it difficult to obtain spectra that had good 

signal to noise ratios (SNRs).  

 

SNRs in spectroscopic experiments can be increased by using more protein 

but this is not always possible due to the increased cost and associated 

difficulties with obtaining biologically important proteins in greater quantities. It 

was hypothesised that it would be possible to obtain increased SNRs and/or 

shorter measurement times by increasing the intensity of the light source. It 

was known that a hot plasma light source would be able to generate intense 

broadband light throughout the IR (infrared) range needed for VCD and also 

that a plasma light source would also be a good UV and visible emitter 

(Borghese and Di Palma, 2007, Hanafi et al., 2000). It was realised that such 

a light source, capable of emitting light at other wavelengths, would also 

provide a wide-range of other experimental possibilities, which are explored 

later. 

 

One simple method to generate a hot plasma is to focus a pulsed laser through 

a convex lens. A hot plasma is formed at the focal point of the lens. It was the 

purpose of this project to investigate the viability of using a laser induced 

plasma as a UV/Vis/IR spectroscopic light source. It was hoped that laser 

induced plasmas would provide intense, broadband light for use in a 

spectroscopic instruments and that the light source would be inexpensive and 

compact enough for a bench top instrument.  

 

To test the viability of such a source in biological spectroscopy, a prototype 

plasma light source needed be developed. A collaboration with MI Engineering 

Ltd (herein referred to as MI) was sought in order to acquire the necessary 

engineering expertise to development a prototype instrument. An agreement 

was reached in which the prototype would be designed, developed and built at 

MI. The prototype would then be tested, with further modifications designed, 

installed and tested in the Liverpool laboratory of Dr Yates. The work presented 

in this thesis is a record of research into the scientific and commercial viability 

of laser induced plasmas (LIP) as light sources for biological spectroscopy. 
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The Yates laboratory would use the prototype instrument to spectroscopically 

probe biologically important glycosaminoglycan (GAG):protein interactions. 

This class of polysaccharides (to which heparin belongs) are of increasing 

interest as drug candidates due to their ability to bind, often in a specific 

manner, to several hundred proteins (Ori et al., 2011, Jackson et al., 1991). 

GAG binding often significantly alters ligand binding affinities and can alter 

enzymatic activity by several orders of magnitude (Li et al., 2000, Desai et al., 

1998, Butler et al., 1999). Research to determine how GAGs can regulate the 

structure, function and activity of proteins is ongoing in the laboratory of Dr 

Yates and in many other research establishments throughout the world. It is 

hoped that this research will lead to the engineering of new GAG based 

therapeutics capable of binding specifically to selective drug targets. To this 

end, one of the most powerful tools available to the scientist in the field of 

therapeutic research, and in many other areas of scientific research, is 

spectroscopy. 

 

1.2 Biological Spectroscopy: A Review of Light Source 

Requirements  

 

In order to provide an overview of the scientific background to this project and 

to demonstrate the need for high intensity broadband plasma light sources for 

biological spectroscopy, a short review of the spectroscopy of important 

biomolecules is necessary. The particulars of GAG spectroscopy will be 

discussed in further detail. 

 

Spectroscopy is the study of the interaction of matter with electromagnetic 

(EM) radiation. These interactions give rise to three different phenomenon: 

absorbance, emission and scattering. Spectroscopic techniques involve the 

irradiation of a sample by EM radiation, followed by measurement of the 

absorption, emission or scattering of the sample as a function of some 

experimental parameters. These measurements may be for example, the 

absorption coefficient at a particular wavelength, the emission lifetime of a 

fluorophore or the scattered intensity as a function of angle. The results of 
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spectroscopic experiments can then be analysed, using prior knowledge of the 

physical basis of the interaction of radiation with matter, to yield useful 

information concerning molecular structure, dynamics and energetics. 

 

The emission of biological molecules following their excitation, possibly by an 

external light source, are of interest when designing spectroscopic detectors 

but are of lesser importance for light source design. It is the absorbance and 

scattering processes that are of primary consideration. Molecules must absorb 

or scatter within the working wavelength range of the impinging light source. 

The dependency of the absorption and scattering of biological molecules on 

the wavelength and intensity of the impinging radiation must therefore be 

examined. 

 

1.2.1  Molecular Excitation Processes 

 

Three major types of molecular excitation are observed upon absorbance of 

light. As well as excitation between electronic states, the internal energy of a 

molecule is partitioned into energies that correspond to the internal degrees of 

freedom of the molecule. These degrees of freedom are the rotations of the 

molecule around its centre of mass, the oscillations/vibrations of its atoms 

about their equilibrium positions. The internal energy of a molecule does not 

include translational kinetic energy or potential energies imparted by external 

fields. Nuclear energies are also ignored in this definition. Each molecule 

therefore exists in a number of possible rotational, vibrational and electronic 

energy states. These states are quantised, meaning that only specific discrete 

energy states are allowed. Transitions between energy states generally 

require the absorption/emission of a photon with a wavelength given by the 

Planck relation: 

 

𝐸2 − 𝐸1 = ℎ𝜐 =
ℎ𝑐

𝜆
           𝑬𝒒𝒖𝒂𝒕𝒊𝒐𝒏 𝟏 

 

E1 is the energy of the initial state, E2 is the energy of the final state, h is 

Planck’s constant, ν is the photon frequency, c is the speed of light and λ is 
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the photon wavelength. Transitions between rotational, vibrational and 

electronic states generally occur in the microwave, IR and UV-Vis regions 

respectively. The difference between energy levels is therefore greatest for 

electronic transitions, less for vibrational transitions and least for rotational 

transitions. Figure 1 shows the relative size of electronic, rotational and 

vibrational energy levels. 

 

 

 

Figure 1. The relative levels of the electronic, vibrational and rotational energy states of a 

molecule. Electronic states are shown in blue, vibrational states in red and rotational states 

in green. EM radiation absorbed by a molecule may produce transitions between these 

states. 

 

One of the fundamental interactions between light and matter is that an 

impinging photon transfers all of its energy to an atom or molecule. The energy 

transferred raises a molecule to higher electronic, vibrational or rotational 

energy states. This is absorption. The two most useful absorption techniques 

in biological spectroscopy are UV-Visible (electronic transitions) and infrared-

IR (vibrational transitions) spectroscopy. Figure 2 shows the excitation and 

relaxation processes discussed in this chapter. 
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Figure 2. Schematic of the excitation and emission processes described in this chapter. The 

distance between electronic states has been compressed by a factor of at least ten 

compared to the distance between vibrational states. Adapted from Handbook of 

Spectroscopy (Hof and Machan, 2014) 

 

Microwave spectroscopy (rotational transitions) is seldom employed on 

biological samples because of the low transmission of microwaves through 

water. Water is highly absorbent of microwave radiation because its rotational 

transitions occur at the energies of microwave photons. These rotational 

transitions do not occur at sharply defined frequencies due to heterogeneous 

hydrogen bonding between water molecules as well as the spreading of 

transition energies due to Heisenberg’s uncertainty principle. This spreading 

of transition energies causes broad absorbance throughout the microwave 

region. 

 

The probability that an impinging photon is absorbed by an atom or molecule 

is governed by several rules. The first rule is that a transition is most probable 

when the energy of the photon matches (or resonates with) the difference 
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between the transition energy levels as given by Equation 1. The absorption 

band is generally Lorentzian (following a Lorentz distribution) in shape and is 

not infinitely narrow for a number of reasons including the accuracy of the 

measuring instrument, molecular velocities and the environment of the 

absorbing material. In biological spectroscopy, molecular collisions and many 

different solvent environments cause the broadening of the absorption band. 

Ideally, excitation of molecules is achieved using a laser but lasers are not 

always available at the required wavelength so broadband sources must be 

used.    

 

The second rule is that absorption depends upon difference between the 

populations of the initial and final energy levels. At thermal equilibrium the 

populations of molecules in the ground and excited state are given by the 

Boltzmann law: 

 

𝑛𝑖

𝑛0
= 𝑔𝑖𝑒𝑥𝑝 (

𝐸𝑖

𝑘𝑇
) 

 

Where ni is the population of the state i, n0 is the population of the ground state, 

gi is the degeneracy and Ei is the energy of state i relative to the ground state. 

The application of electromagnetic radiation perturbs the Boltzmann 

distribution, raising molecules to the higher energy state. Electromagnetic 

waves also cause transitions from a higher energy state to a lower one through 

the processes of stimulated emission. Through absorption and stimulated 

emission, electromagnetic radiation can equalise the populations of the excited 

and ground state. At this point the sample is   saturated and no more 

absorption occurs.      

 

The third rule is that there must be a displacement of charge in going from one 

energy state to another. There are two fundamental types of charge 

displacement: a linear displacement or an electric transition dipole, and a 

rotational displacement or a magnetic transition dipole. The electric transition 

dipole interacts with the oscillating electric field of the impinging radiation and 

the magnetic transition dipole interacts with the oscillating magnetic field. 
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Magnetic transition dipoles are generally much smaller than electric transition 

dipoles as rotations of charge within a molecule are usually much smaller than 

the separations of charge induced by electric fields. Combine this with the fact 

that in an EM wave the magnetic component is much smaller than the electric 

component as �⃗� = 𝑐�⃗� , electric transition probabilities are much greater than 

magnetic transition probabilities. The electric transition probabilities are 

proportional to the absolute square of the electric transition dipole moment: 

 

𝑃𝐼→𝐹 ∝ |−𝑒∫Ψ𝐹
∗(𝑟 )𝑟 Ψ𝐼(𝑟 )|

2

 

 

Where e is the charge of the electron, 𝑟  is the position vector of the electron 

and Ψ𝐼 and Ψ𝑅 are the wavefunctions of the initial and final states. The 

transition dipole moment is a vector that corresponds to the movement of 

charge within the molecule. The absorption coefficient is proportional to the 

transition probability. The above equation is used to derive selection rules that 

predict the probability of a transition. These rules are not strictly obeyed due 

to the many possible distortions of molecular wavefunctions that can occur.  

 

The probability of a transition occurring also depends on the orientation of the 

transition dipole moment with respect to the direction of oscillation of the 

electric field vector of the EM wave. If the angle between the direction of the 

electric field in an EM wave and the transition moment is θ, then the effective 

transition moment is proportional to cos 𝜃 and the transition probability is 

proportional to cos2 𝜃. In unpolarised light, the electric field is orientated in all 

possible directions normal to the direction of travel of the wave. Therefore, the 

electric field always has a component that is parallel to the transition moment 

and so the effective transition moment is non-zero. The transition moments of 

molecules in solution take up all possible directions and so there is also a 

component of the electric field that is parallel to a transition vector and the 

effective transition moment is again non-zero. If the EM wave is polarised and 

the molecules are orientated in a specific direction, such as in a crystal, then 

there will be a direction for which effective transition moment is zero. The 

effective transition moment will be at a maximum normal to this direction. This 
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gives rise to the phenomenon of dichroism or the differential absorption of light 

that is polarised in different directions. The differential absorption of plane 

polarised light is known as linear dichroism and the differential absorption of 

circularly polarised light is known as circular dichroism (CD). Ultraviolet CD 

(UVCD) and infrared CD (VCD) is of particular interest for probing the structure 

of biomacromolecules and will be discussed shortly. 

 

In general, the energy provided to molecules by photons promotes electrons 

from their electronic ground state orbitals to electronic excited state orbitals or 

antibonding orbits. Three types of ground state orbitals may be involved. 

These are the σ, π and n orbits and correspond to single and double bonds 

and non-bonding electrons respectively. Electrons may be promoted to two 

different types of antibonding orbitals: the σ* and π* orbitals. There are no n* 

orbitals as the n orbital electrons do not form bonds. The following four 

transitions can occur: 𝜎 → 𝜎∗, 𝑛 → 𝜎∗, 𝑛 → 𝜋∗ and 𝜋 → 𝜋∗. The general pattern 

of energy levels is shown in Figure 3. 

 

 

Figure 3. The relative energies of the molecular transitions. 

 

Both 𝜎 → 𝜎∗ and 𝑛 → 𝜎∗ transitions require a large amount of energy and 

therefore occur in the far UV region. The transitions 𝑛 → 𝜋∗ and  𝜋 → 𝜋∗, 

occurring in molecules with unsaturated bonds, require less energy and 

therefore occur at longer wavelengths. For example, the 𝜎 → 𝜎∗ transition that 
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occurs in ethane has a λmax of 135 nm but the 𝜋 → 𝜋∗ transition in ethylene 

occurs at a λmax of 175 nm. 

 

Although the initial interest in laser induced plasmas came about through the 

need for a brighter IR light source for VCD, a bright broadband light source 

would also be extremely useful at other wavelengths. In particular, many 

chromophores present in biological molecules are absorbent in the mid-UV 

region between 200-300 nm. Table 1 lists the maximal absorption band of 

important biological chromophores in water at pH 7. The wavelength 

absorbance maxima and molar extinction coefficients are highly dependent on 

environmental factors such as the secondary structure of macromolecule, 

temperature, pH and the presence of conjugated groups. All the absorbance 

bands of the major chromophores in biomacromolecules occur in the mid-UV 

region of the electromagnetic spectrum apart from the π→π* transition of the 

peptide bond which occurs around 190 nm. Owing to the strong absorption of 

molecular oxygen at 190 nm, peptide bond spectroscopy is often carried out 

at 205 nm, where the absorbance is about half that at 190 nm, and/or in a 

nitrogen atmosphere (Scopes, 1974, Rosenheck and Doty, 1961, Woods and 

O'Bar, 1970). Both water and D2O are strongly absorbent below 170 nm, 

hampering biological spectroscopy below this wavelength (Mota et al., 2005, 

Ikehata et al., 2008). In the mid-UV region between 250-300nm, the aromatic 

amino acids and disulphide bonds exhibit characteristic spectral features that 

are sensitive to conformation. For example, tyrosine exhibits absorption 

maxima at 275nm and 282nm. Spectral effects due to these aromatic groups 

may be used to estimate tertiary or quaternary structure.  
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 Chromophore λmax   (nm) ε at λmax  (cm2mol-1) Reference 

Peptide π→π* ~190 ~7000 (Engelhardt et al., 1990, 

Tsai, 2006) 

Peptide n→π* 

(forbidden) 

~220 ~100 (Tsai, 2006) 

Tyrosine 274 1405 (Mihalyi, 1968) 

Tryptophan 280 5560 (Mihalyi, 1968) 

Phenylalanine 257 195 (Mihalyi, 1968) 

Cystine (disulphide 

bond) 

250 300 (Tsai, 2006) 

Histidine 211 5900 (Tsai, 2006) 

Adenosine 259 15400 (Bock et al., 1956) 

Guanosine 252 13700 (Bock et al., 1956) 

Cytidine 271 8900 (Bock et al., 1956) 

Thymidine 265 7890 (Shugar and Fox, 1952) 

Uridine 262 10000 (Bock et al., 1956) 

DNA 258 6600 (Tsai, 2006) 

RNA 258 7400 (Tsai, 2006) 

Heparin/Heparan 

Sulphate following 

cleavage by 

heparitinases 

232 5000-6600 (Kariya et al., 1992, Rice and 

Linhardt, 1989) 

 

Table 1. Important biological chromophores listing the absorbance wavelength and 

extinction coefficient. The absorption wavelength of the double bond in heparin/HS following 

enzymatic cleavage is included because of its relevance to this project. 

 

In the visible range (400-700 nm), many transition metals are strongly 

absorbent. This absorbance is due to ligands complexing with transition metal 

ions. Repulsion between electrons in the ligands and electrons in the metal ion 

causes a shifting and splitting of the energy levels of the d orbitals in the metal 

ion. The absorbance of a photon, generally with a wavelength in the visible 

region, can promote an electron from the lower level to the higher level d 

orbital. The energy of the transition is highly depend on oxidation state, ligand 

identity, anion presence and solvation. Transition metal complexes can be 

optically active, differentially absorbing circularly polarised visible light due to 

the chiral arrangement of their ligands. Metal ions and their complexes are of 

great interest to biological science. Eight transition metals - vanadium, 
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manganese, iron, cobalt, nickel, copper, zinc, and molybdenum considered 

essential for control of various metabolic and signalling pathways (Šoltés and 

Kogan, 2009) and the homeostasis of these metals is a vital part of the cellular 

function (Bleackley and MacGillivray, 2011). Metalloproteins, or metal binding 

proteins also account for over a third of all structurally characterised proteins 

(Finney and O'Halloran, 2003, Andreini et al., 2006). In blood plasma and in 

synovial fluid, the concentrations of transition metals are typically in the order 

of micrograms per gram wet weight (2005) but high concentrations in the 

millimolar range have been observed, for the more common elements, in 

tissues and organelles (Somlyo et al., 1985, Beilby et al., 1999, Frederickson 

et al., 2000). At these concentrations, spectroscopy such as atomic absorption 

spectroscopy (AAS) and inductively coupled plasma emission spectroscopy 

can be used to accurately quantify levels of metal ions, but these methods 

require purification of samples and are destructive of the sample and any 

information concerning the nature of metal ligands present. 

 

Bright broadband light sources are used in atomic absorption spectroscopy 

where a continuous source, most often a xenon arc lamp or deuterium lamp, 

is used to illuminate the ionised sample. It is important however that the source 

has minimal flicker to give acceptable SNR ratios and to allow for the correction 

of background absorbance and radiation scattering. Using a continuous light 

source of constant intensity combined with a high resolution monochromator 

allows for very high sensitivity and SNRs using this technique (Dietz and 

Rubinstein, 1973, Abdelhalim et al., 2010).  

 

In the infrared (IR) region, bright broadband light sources are of immense 

interest. Sources that are currently used in FTIR and VCD machines are 

glowbars heated to around 800°C. This is a low temperature compared to 

plasma light sources that can easily achieve several thousand degrees. As has 

been discussed in the previous section, both glowbar and plasma are 

approximately blackbody emitters. Heating a blackbody radiator increases the 

intensity of emitted light across the entire wavelength range, with the total 

intensity proportional to the forth power of the temperature according to 

Stefan’s Law. The dramatic increase in temperature offered by plasma light 
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sources therefore makes them strong candidates for intense IR sources. Table 

2 lists some of the characteristic IR absorption bands of biomolecules. 

Wavenumber 

(cm-1) 
Assignment 

3250-3300 
Amide A, protein backbone N-H stretching in resonance with 

Amide II overtones 

3080-3100 Amide B, protein backbone N-H stretching 

3010 =C-H stretching of alkenes 

3000-3100 C-H stretching in aromatics 

2957 Asymmetric CH3 stretching 

2920 Asymmetric CH2 stretching 

2872 Symmetric CH3 stretching 

2851 Symmetric CH2 stretching 

1738 C=O Stretching 

1600-1700 Amide I, protein backbone C=O stretching 

1480-1575 Amide II, protein backbone N–H bend in plane and C–N stretch 

1468 CH2 scissoring 

1430-1650 C=C skeletal vibrations of aromatic rings 

1395 C=O stretching of COO- 

1378 CH3 symmetric bending 

1343 CH2 wagging 

1230-1330 Amide III, protein backbone N-H bend in plane and C-N stretch 

1240 Asymmetric PO2
- stretching 

1170 Ester C-O asymmetric stretching 

1080 Symmetric PO2
- stretching 

1000-1275 C-H in plane bending in aromatics 

720 CH2 rocking 

625-770 Amide IV, protein backbone mainly O=C-N bending 

640-800 Amide V, protein backbone out of plane N-H bending 

537-606 Amide VI, protein backbone out of plane C=H bending 

390-900 C-H out of plane bending in aromatics 

  

Table 2. The band assignments of the main IR chromophores in biomolecules. As is the 

convention in IR spectroscopy wavenumbers are quoted. Data from (Rehman et al., 2012, 

Krimm and Bandekar, 1986, Bandekar, 1992, Elliott and Ambrose, 1950, Miyazawa et al., 

1956) 
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Of all the vibrational absorbance bands, the most important in biological 

spectroscopy are the amide I and amide II bands because they both originate 

from the absorption of the peptide backbone of proteins. The absorption of the 

amide I band (1600-1700 cm-1) is the most intense protein absorption band 

and is mainly associated with C=O stretching. The amide II band (1480-1575 

cm-1) originates mainly from N-H bending and stretching of the C-N bond. The 

absorption of both bands is sensitive to conformation due to hydrogen bonding 

between the electropositive oxygen of the amide group and an electronegative 

hydrogen, bound to the nitrogen atom in the amide group, causing shifts in the 

vibrational energy levels of the C=O and N-H. Through the comparison of the 

vibrational spectra of proteins with model peptides, such as poly-L-lysine that 

possess a single known secondary structure, the relative proportions of 

secondary structures present in a protein can be estimated (Nevskaya and 

Chirgadze, 1976). The deconvolution of the amide I and II bands into 

contributions from different secondary structures is complicated by vibrational 

contributions from C=O and N-H groups present in amino acid side chains. 

Contributions from side chains must be removed prior to deconvolution.  

 

FTIR gives accurate predictions of the proportions of secondary structures. 

This can be seen by comparing the relative amounts of secondary structures 

predicted by FTIR with the solved protein structure determined by 

crystallography (Kong and Yu, 2007). X-ray crystallography gives very precise 

positions for the atoms in protein crystals but provides only a static picture and 

limited insight into the dynamics, which is often crucial for an understanding of 

function in vivo. The structures of many proteins, carbohydrates and other 

interesting biomolecules have not be solved by x-ray diffraction methods due 

to the difficulties of growing high purity crystals, a process which can take 

several weeks if not months. Crystallography may also reveal little of biological 

relevance as crystals of biomolecules may not contain biologically important 

conforms. By dehydrating biomolecules to create crystals suitable for 

diffraction studies, we may be altering the biologically important conforms 

whose existence requires the hydrogen bonding of. 
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Water absorbance is a problem in the infrared region as it is absorbent 

throughout the IR region. This is compounded by the fact that the concentration 

of water is 55M but sample concentrations are often millimolar or less. The 

problem of water absorbance can be mitigated by using heavy water D2O. The 

change in the reduced mass of the oscillating bonds in D2O shifts the 

absorbance bands away regions of biological interest, in particular the Amide 

I and II bands. The utility of IR spectroscopy is still limited using D2O as the 

solvent, because its absorbance is still significant across much of the IR range. 

Mathematical approaches can be used to subtract the omnipresent water/D2O 

absorbance but water is too absorbent at certain wavelengths to obtain precise 

and accurate results. It may be advantageous in some cases to determine the 

vibrational energy levels of molecules using Raman scattering, rather than 

direct IR absorption, even though the Raman scattering effect is itself very 

weak. Raman scattering will be discussed in further detail below. 

 

Although IR spectroscopy is unable to determine the complete structure of 

macromolecules due the presence of multiple overlapping bands and water or 

D2O absorption, IR spectroscopy can yield a wealth of information concerning 

changes in bond length (as bond length and bond strength are directly related) 

(Tonge and Carey, 1990, Andersson and Barth, 2006), bond angles (Klähn et 

al., 2005, Cheng et al., 2001) and conformational freedom (protein IR 

absorption bands often narrow upon protein:ligand binding as a result of 

conformational restriction (Wharton, 2000)) (Barth and Mäntele, 1998, Deng 

and Callender, 1999, Hellwig et al., 1999). IR absorption is highly sensitive to 

changes in molecular structure caused by changes in bond strengths.  The 

coupling of the vibrational modes of adjacent parts of molecules reveals 

information concerning the local environment of the vibrating bond. IR 

spectroscopy is also one of the few methods that directly reports the strength 

of hydrogen bonding. Hydrogen bonding generally lowers the frequency of 

stretching vibrations since it reduces the restoring force, and increases the 

frequency of bending vibrations since an additional restoring force is produced 

(Badger, 1940, Tonge et al., 1996). Because of its sensitivity, IR spectroscopy 

finds many uses in the biological sciences such as the determination of 

protonation states of specific amino acids in proteins (Hienerwadel et al., 1997, 
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Noguchi et al., 1999), detection of protein phosphorylation (Barth and Mäntele, 

1998), the monitoring of enzyme catalysed reactions (Thoenges and Barth, 

2002, Barth et al., 1991, Pacheco et al., 2003) and the monitoring of protein 

folding, unfolding and misfolding (Fabian et al., 1999, Dyer et al., 1998, 

Dioumaev, 2001). 

 

As well as the straightforward absorption of non-polarised light, optically active 

molecules exhibit circular dichroism or differentially absorb left and right 

circularly polarised light. CD can be expressed in terms of molar absorbance 

in units of cm-1 mol-1: 

Δ휀 = 휀𝑙 − 휀𝑟 

 

εl is the molar absorbance in left circularly polarised light and εr is the molar 

absorbance in right circularly polarised light. The observed circular dichroism 

of a sample is often quoted as the ellipticity: 

 

Θ(𝜆) =
2.303[𝑂𝐷𝑙(𝜆) − 𝑂𝐷𝑟(𝜆)]. 180

4𝜋
 

 

Here ODl and ODr are the optical densities observed using left or right circular 

polarised light. The molar ellipticity is also used because it is a function of the 

properties of the optically active biomolecules only: 

 

[Θ](𝜆) =
100. Θ(𝜆)

𝐶. 𝑙
 

 

C is the concentration of the biomolecules in mol L-1 and l is the path length in 

cm. The units of molar ellipticity are usually deg.cm-2.dmol-1  

 

Nearly all molecules synthesised by living organisms are optically active. A 

molecule that exhibits CD will also possess different refractive indices for each 

of its circularly polarised components, an effect known as circular birefringence 

and the difference in refractive index as a function of wavelength is called 

optical rotary dispersion. These two effects are related (CD is related to ORD 
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via the Kronig-Kramers transforms) but CD is generally preferred as a 

spectroscopic probe because CD only occurs at the frequency of absorbance 

bands.  

 

Optical activity ultimately depends upon the asymmetry/chirality of the 

molecule under examination. The rotational strength (proportional to the area 

under an absorbance band in CD) of a transition is given by: 

 

𝑅0𝑎 = 𝑖𝑚𝑎𝑔(⟨Ψ0|𝜇|Ψa⟩. ⟨Ψa|𝑒|Ψ0⟩ 

 

where µ and e are the magnetic and electric dipole operators. The quantities 

⟨Ψ0|𝜇|Ψa⟩ and ⟨Ψa|𝑒|Ψ0⟩ are the magnetic and electric transition moments. 

These moments take the form of vectors in complex space. In a molecule with 

a plane of symmetry the real component of the rotational strength will always 

be zero, so the molecule will show no optical activity. Chiral molecules, that 

possess levorotary (L) and dextrorotary (D) enantiomers, do not possess a 

plane of symmetry and are asymmetric about their chiral centre(s). Therefore 

chiral molecules possess a rotational strength in circularly polarised light or so 

called optical activity. 

 

Optical activity arises in amino acids from the asymmetry of the groups 

surrounding the central chiral carbon atom. In nearly all naturally occurring 

proteins, for as yet unknown reasons, amino acids are always present in the L 

configuration. D amino acids are found in peptidoglycans that form the cell 

walls of most bacteria, making bacteria resistance to proteases and other 

enzymes. The optical activity of a protein is usually much greater than the sum 

of the optical activity of its constituent amino acids due to the regular 

arrangement and orientation of chiral centres that occur in secondary 

structures. If a number of chromophores of the same type are in close 

proximity, they can behave as if they are one single absorbing unit or exciton, 

giving rise to spectral features in the CD spectra that are characteristic of the 

type of secondary structure present. UVCD is also known as electronic CD 

because the electron transitions occur at energies in the UV region. In this 

region, spectral features are broadened, due to the distribution of molecular 
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vibrational and rotational states within a single electronic state. In the far-UV 

(170-250nm), protein absorption occurs mainly due to 𝜋 → 𝜋∗ peptide bond 

transitions around 200nm. Protein far-UVCD exhibits characteristic CD 

spectral features for α-helices, β-sheets and random coils (Figure 4). By 

comparison of the far-UVCD spectra of a protein with a library of proteins of 

known structure (structures in the Protein Data Bank obtained by X-ray 

crystallography) or homopolypeptides known to contain only one type of 

secondary structure, the proportions of structures can be estimated. As an 

approximation, one can consider the UVCD spectra as a simple linear 

combination of the absorbance of α-helices, β-sheets and random coils: 

 

𝜃(𝜆) = 𝐴[𝜃𝛼] + 𝐵[𝜃𝛽] + 𝐶[𝜃𝑟] 

 

where A,B and C are the relative proportions of secondary structures present. 

 

 

Figure 4. Electronic CD spectra of some of the secondary structures present in proteins. 

(Greenfield, 2006).  
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The spatial relationships of specific structural motifs cannot be obtained by 

UVCD but UVCD does possess some advantages over other structural 

methods. UVCD can be used over a range of conditions such as pH and 

temperature, is able to examine protein structure in solution and in quasi-

natural conditions (unlike X-ray crystallography). With UVCD spectroscopy, 

smaller amounts of sample are needed as the intensity of the UV light 

increases. Typically 100 μg of protein is enough to determine a protein UVCD 

spectrum using a modern synchrotron radiation source. UVCD is also a 

relatively rapid technique requiring relatively little sample preparation and 

greatly reduced scanning times when compared to NMR or crystallography. 

UVCD is also non-destructive so the sample can be recovered and reused if 

necessary. UVCD can be used to monitor dynamic processes such as stability, 

intermediate structures, folding, aggregation and binding. This makes UVCD 

an invaluable technique, particularly for the investigation of protein 

conformational changes in proteins upon binding of drug candidates. 

 

VCD is infrared analogue of UVCD and is the differential response to left and 

right circularly polarised infrared radiation during a vibrational transition. VCD 

combines the sensitivity of optical activity with the rich structural information 

obtained with vibrational spectroscopy. VCD can relatively easily determine 

the absolute configuration (S or R) of enantiomeric molecules, determine the 

racemic purity of a sample and probe the conformational properties of 

molecules in solution (Figadere et al., 2008, Polavarapu and Zhao, Kott et al., 

2014, Freedman et al., 2002). VCD distinguishes between S and R 

enantiomers because their VCD spectra are reflections of each other about 

the x or zero axis. The ability to determine the absolute configuration and 

racemic purity of samples is of particular importance to the pharmaceutical 

industry because the physiological effects of different drug enantiomers are 

often very different. For example, the R enantiomer of the analgesic drug 

Naproxen is known to be highly toxic to the liver. The drive to improve drug 

efficacy has made the search for single enantiomer drugs an important area of 

therapeutic research, with VCD an indispensable tool for the measurement of 

the enantiomeric properties of samples.  
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VCD has proven a useful technique for the analysis of protein structure. The 

vibrational transactions of the Amide I and II bands are well resolved in VCD 

(Gupta and Keiderling, 1992) and it is known from the analysis of the VCD 

spectra of polypeptides that it is mainly secondary structure, that determines 

the shape of these bands (Singh and Keiderling, 1981, Freedman et al., 1995, 

Keiderling and Xu, 2002, Tanaka et al., 2001). The amide I band is most easily 

studied because it lies in a spectral window of D2O and has a high VCD 

intensity. The amide I VCD spectra of the α-helix, antiparallel β sheet, random 

coil, β hairpin and β turn structures have now been characterised in 

polypeptides and are distinctly different (Keiderling, 1986, Paterlini et al., 

1986). Because IR transitions involve the oscillations of the atomic nuclei 

within molecules, isotopic substitution and labelling has been used to shift the 

vibrational frequencies of particular residues and groups to spectroscopically 

unique positions and yield site specific conformational information (Torres et 

al., 2001, Silva et al., 2000). The dependence of VCD band shape on 

secondary structure has led to the development of factor analysis methods to 

separate spectral contributions and quantify the ratios of each type of 

secondary structure present (Pancoska et al., 1995). These methods are 

similar to the methods of principal component analysis often applied to UVCD 

but because VCD is a relatively new technique, few protein spectral standards 

currently exist for analytical comparison. 

 

In some respects, VCD offers some advantages over UVC, although both 

methods yield information concerning secondary structure which should be 

compared in a proper structural analysis. There are relatively few electronic 

transitions accessible that show conformational sensitivity, limiting the 

information that can be obtained by UVCD.  Aromatic modes, which are 

overlap the amide bands in UVCD, are much more resolved in VCD spectra 

and can be used to study secondary structure near aromatic residues (Yasui 

and Keiderling, 1986, Tanaka et al., 2006).  UVCD spectra are inherently low 

resolution and show much more overlap than VCD spectra. Vibrational 

coupling tends to be shorter range, generally sensitive to the next residue or 

hydrogen bonded residue (Keiderling, 2002). Because of this local nature, 

VCD spectra are closer to being proportional to the number of secondary 
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structural elements present. This is unlike UVCD, where the spectra tend to be 

dominated by α-helices.  

 

Ab initio approaches, using quantum mechanical methods such as density 

functional theory (DFT), have been able to accurately predict the VCD spectra 

of simple molecules allowing for the direct comparison of theoretical structures 

with measured spectra (Stephens et al., 2008, Freedman et al., 2002). The 

use of density functional theory for predicting the molecular structure has had 

a significant impact on the study of small chiral molecules. For larger 

biomolecules, predictive models of structure and conformation become 

inaccurate and unreliable but progress is being made with the modelling of 

small peptides (Kubelka et al., 2002, Kubelka and Keiderling, 2001b, Bour et 

al., 2000). The effect of solvent on the structure of peptides is also beginning 

to be addressed in structural models (Knapp-Mohammady et al., 1999, Han et 

al., 2000, Kubelka and Keiderling, 2001a). 

  

The results of a VCD measurement are two vibrational absorption spectra for 

right and left polarised light. The unpolarised IR absorbance is the sum of the 

left and the right absorption spectra. The magnitude of VCD is commonly 

expressed as Kuhn’s dissymmetry factor (Kuhn, 1930): 

 

∆휀

휀
=

2(휀𝐿 − 휀𝑅)

휀𝐿 + 휀𝑅
=

𝐴𝑑

𝜆
 

 

The quantity ∆휀 휀⁄  is the anisotropy ratio, the ratio between the VCD 

absorbance and the IR absorbance. 휀𝐿 and 휀𝑅 are the molar absorption 

coefficients of left and right circularly polarised light. Kuhn’s dissymmetry factor 

is dimensionless and proportional to 𝑑 𝜆⁄ , where A is the constant of 

proportionality, d is the typical internuclear distance and λ is the wavelength of 

the light (Gibbs, 1882). The inverse proportionality of Kuhn’s dissymmetry 

factor with wavelength explains why the VCD effect is weaker than UVCD. 

Typical values of Kuhn’s dissymmetry factor are 10-4-10-5 in the IR and 10-3 in 

the near-UV (Buckingham, 1994), often resulting in VCD scan times of several 

hours to acquire data with good SNRs, even with modern VCD spectrometers. 
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The VCD effect can be seen more easily by increasing path lengths and/or 

sample concentrations but with many important biological molecules, the 

acquisition of larger sample quantities may not be possible.  

 

1.2.2  Molecular Relaxation Processes  

 

Following excitation and absorption, molecules return to thermal equilibrium 

and achieve a Boltzmann distribution through relaxation processes. Molecules 

may relax back to the ground state through several stages including through 

non-radiative transitions, vibrational transitions between different vibrational 

states and electronic transitions between different electronic states. There are 

three types of transition through which an atom/molecule may relax back to 

the ground state.  

 

The first mechanism through which molecules lose energy and relax back to 

their ground states is through non-radiative transitions. Non-radiative 

transitions do not involve the emission of a photon and occur through the 

collision of an excited molecule with another molecule, transferring its energy 

to that molecule in the form of kinetic energy. This increase in kinetic energy 

causes heating of the absorbing material.  

 

The second mechanism through which energy is released is through the 

spontaneous emission of a photon, occurring over a timescale of 

nanoseconds. A photon is emitted from the atom/molecule in a different, 

random direction to the original exciting photon. This process is termed 

spontaneous emission. Two other important related mechanisms are 

fluorescence and phosphorescence. In these processes, energy is released 

as photons in a similar manner to spontaneous emission but over a longer 

period of time ranging from a nanoseconds to hours. The emitted photon is 

usually at a longer wavelength to the exciting photon as relaxation often occurs 

though several stages. This is exploited in the labelling of biomolecules with 

fluorescent molecules or fluorophores, usually polyaromatics or heterocyclic 

molecules, which enables selective detection of particular components of 
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biolmolecular assemblies such as in live cells. Broadband light sources are 

often required to excite fluorophores as lasers may not be available at the 

fluorophore’s excitation wavelength. 

 

The third mechanism through which molecules/atoms may lose energy is 

stimulated emission. Stimulated emission occurs when an incoming photon 

close to the energy to the relaxation transition energy, stimulates the excited 

atom/molecule to emit a photon. The emitted photon travels in the same 

direction as the incoming photon. The two photons are the same wavelength 

and are in phase with each other. Stimulated emission amplifies the incoming 

radiation and is the basis for laser amplification. 

 

The combination of absorption followed by instantaneous or near 

instantaneous emission of photons is the basis for two important processes: 

Raleigh (or Mie) scattering and Raman scattering. Raleigh scattering occurs 

when the wavelength of light impinging upon a sample does not match any 

energy difference between two electronic states of the molecules in the 

sample. In this situation, the incident electromagnetic wave causes an 

oscillation of the electron cloud surrounding the molecules. Classically, 

oscillating electron clouds form an oscillating electric dipole that radiates 

electromagnetic waves at the same frequency of the inducing oscillation. An 

electron can be said to transit to a virtual state following the absorption of a 

photon, then transit back to the ground state emitting a photon of identical 

energy. The emitted photon has a different propagation vector from the 

incident photon.  Raleigh scattering is an elastic process, that is, the 

wavelengths of the scattered photons are the same as the wavelengths of the 

incident photons. 
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Figure 5. An incident EM wave of intensity I0 travelling in the x direction is incident on a 

spherical particle. The intensity of the emitted EM wave is measured at a distance r, at an 

angle θ from the x axis in the x-y plane. 

   

Raleigh scattering occurs when the size of the molecule is much smaller than 

the wavelength of the incident light. This ensures that all parts of the electron 

cloud receive EM waves that are of the same phase. For Raleigh scattering of 

unpolarised light from a single spherical particle (Figure 5), the intensity of the 

scattered light Iθ at a distance r as a function of angle from the direction of 

propagation of the incident light is given by: 

 

𝐼𝜃 = 𝐼0
8𝜋4𝛼2

𝑟2𝜆4
(1 + cos2 𝜃)          𝑬𝒒𝒖𝒂𝒕𝒊𝒐𝒏 𝟐  

 

I0 is the intensity of the incident light, α is the molecular polarisability, λ is the 

wavelength of the incident light and θ is the angle from the direction of 

propagation of the incident light measured in the x-y plane. The molecular 

polarisability α describes the ease with which the electron cloud is distorted by 

an external electric field. The electric dipole 𝜇  induced in the molecule is: 

 

𝜇 = 𝛼𝐸0
⃗⃗⃗⃗ cos

2𝜋𝑐𝑡

𝜆
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𝐸0
⃗⃗⃗⃗  is the maximum amplitude of the electric field vector in an EM wave and c 

is the speed of light. Equation 2 demonstrates that the intensity of the incident 

light determines the sensitivity of Raleigh scattering experiments. Incident light 

is scattered in all directions, thus the intensity of light arriving at a detector is 

greatly reduced compared to the incident intensity. In order to increase SNRs 

or deduce the measurement time of Raleigh scattering experiments, the 

incident light must be as intense as possible. This is of even greater 

importance in time variant scattering experiments such as the measurement 

of protein aggregation over time, where the intervals of time over which 

scattering is recorded may be short and SNRs consequently low. 

 

A useful expression of Equation 2 is the Raleigh ratio, which expresses the 

amount of scattering but is independent of r, 𝜃 and the incident light intensity: 

 

𝑅𝜃 =
𝐼𝜃
𝐼0

𝑟2

(1 + cos2 𝜃)
=

8𝜋4𝛼2

𝜆4
 

 

For a monodisperse solution, the Raleigh ratio can also be determined by 

replacing the molecular polarizability with a term containing the refractive 

indexes of the solvent and the solution: 

 

𝛼 =
𝑀

𝐶𝑁𝐴

(𝑛0
2 − 𝑛𝑠

2)

4𝜋
 

 

M is the molecular weight of the solute, C is the concentration of the solution, 

NA is Avogadro’s number, n0 is the refractive index of the solvent and ns is the 

refractive index of the solution. For a monodisperse solution, the Raleigh ratio 

becomes: 

 

𝑅𝜃 =
𝐼𝜃
𝐼0

𝑟2

𝑉(1 + cos2 𝜃)
=

2𝜋2𝑛𝑠
2

𝜆4

𝐶𝑀

𝑁𝐴
(
𝑑𝑛

𝑑𝐶
)
2

= 𝐾𝐶𝑀 

The constant terms in the above equation are usually grouped as the constant 

K so that the amount of scattering only depends upon the molecular mass and 

the concentration. If the solution is polydisperse, the above equation is 
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modified by replacing 𝑀 by �̅�, the weight average molecular weight. Strictly 

this equation is only valid at infinite dilution but at higher concentrations, 

deviations from linear behaviour are modelled by inclusion of the second and 

third virial coefficients such that: 

 

𝐾𝐶

𝑅𝜃
=

1

𝑀
+ 2𝐴2𝐶 + 3𝐴3𝐶

2 

 

If the particle size is comparable to the wavelength of the incident light, the 

result is Mie scattering and a more complicated angular distribution of the 

scattered light is observed. In Mie theory, larger particles are treated as being 

composed of an infinite number of scattering centres. Integration over these 

scattering centres, results in interference due to path length differences from 

scattering centres to the observer. No interference is observed at θ=0 as the 

path difference from scattering centres to the observer is zero. The angular 

dependence of the scattered light intensity from large particles depends upon 

the radius of gyration of the scattering particle. The radius of gyration 𝑅𝐺 and 

the average molecular weight �̅� of the scattering particle can be determined 

by measuring the angular dependence of scattered light for different 

concentrations of solution using the Debye-Zimm relationship: 

 

𝑙𝑖𝑚𝜃→0

𝐾𝐶

𝑅𝜃
= (

1

�̅�
+ 2𝐴2𝐶)(1 +

𝑞2𝑅𝐺
2

3
) 

 

The parameter q contains the angular and wavelength dependence of the 

scattering: 

𝑞 =
4𝜋

𝜆
sin

𝜃

2
 

 

Plotting 𝐾𝐶 𝑅𝜃⁄  against 𝑞 + 𝐾𝐶 (a so called Zimm plot) and extrapolating for 

q=0 and c=0, yields values for the radius of gyration and the average molecular 

weight (Zimm, 1948). The determination of the radius of gyration may also yield 
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information concerning the shape of biomolecules as for a sphere 𝑅𝐺 =

√
3

5
𝑟𝑠𝑝ℎ𝑒𝑟𝑒 and for a rod of length, 𝑅𝐺 = √12 𝑙 . 

 

If the scattering volume is very small, it is possible to record fluctuations in the 

scattered intensity caused by the diffusion of particles in and out of the 

scattering volume. This is the basis of the technique of dynamic light scattering. 

By recording fluctuations in the scattered light, it is possible to derive diffusion 

coefficients, radii of gyration, the distribution of molecular masses and the 

shape of molecules. Both static light scattering and dynamic light scattering 

can be used to monitor changes in average molecular mass and radii of 

gyration, for example in protein aggregation. 

 

The second type of scattering that is of importance in biological spectroscopy 

is Raman scattering. When light is scattered by a molecule, most of the 

photons are scattered elastically (Raleigh scattering) and the wavelength of 

the scattered photon is identical to wavelength of the exciting photon. A small 

fraction of the scattered light is scattered inelastically, with the result that the 

molecule either losses or gains vibrational energy. Raman scattered photons 

therefore have a different wavelength to the incident photons. If the molecule 

losses vibrational energy the scattering is known as Stokes-Raman scattering 

and if the molecule gains vibrational energy the scattering is anti-Stokes-

Raman scattering. The smaller Stokes peaks are observed either side of the 

main Raleigh scattering peak in the spectrum of the scattered light (Figure 6). 

The Stokes peak is much larger than the anti-Stokes peak due to the greater 

population of molecules in the vibrational ground state. For this reason, the 

Stokes peak is usually measured in Raman spectroscopy. The fraction of 

molecules initially in the vibrational excited state is given by the factor 

𝑒𝑥𝑝(−𝐸 𝑘𝑇⁄ ) where E is the energy difference between the ground and the 

excited state, k is Boltzmann’s constant and T is the temperature. At room 

temperature this is a small fraction of the molecules in the ground state.  
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Figure 6. The Raleigh and Raman scattering spectral peaks observed with excitation by at a 

monochromatic light source. Raman scattering peaks are observed at either side of the 

Raleigh scattering peak. The wavelength difference between the Raman peaks and the 

Raleigh peak is equal to the energy difference between the vibrational states. The Stokes 

peak is of greater intensity than the anti-Stokes peak because of the greater population of 

molecules in the vibrational ground state. 

 

In conventional Raman spectroscopy, the energy of the incident photons does 

not match the energy difference between electronic states. Molecules are 

excited to a virtual state before relaxing back to the electronic ground state via 

different vibrational states. Resonant Raman scattering occurs if the energy of 

the incident photons matches that of the transition between the electronic 

ground state and an excited electronic state. The selection rule for a molecule 

to be Raman active is that a change in the polarisation of the electron cloud 

must occur during the interaction with the incident radiation. The absorbance 

of a photon and the transition of an electron to a higher electronic state, for 

some molecules results in a large change in the polarisation of the electron 
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cloud and a large increase in the likelihood of a Raman transition of up to 106 

times. Such transitions are said to be resonance enhanced 

.  

Conventional Raman scattering is very weak compared to Raleigh scattering 

and as a result, very high intensity light sources, high sensitivity detectors 

and/or very high solution concentrations are required to detect Raman 

transitions. The intensity of a Stokes-Raman scattering peak is given by: 

 

𝐼 =
𝐶𝐼0𝛼

2

𝜆4
 

 

C is a constant that depends upon several factors including sample 

concentration and temperature, I0 is the intensity of the incident light, α is the 

molecular polarisability and λ is the wavelength of the incident light. In 

resonance enhanced Raman spectroscopy, it is a large increase in the 

molecular polarisability that leads to a very large increases in the intensity of 

the Stokes peaks.      

 

Raman scattering is of particular interest in biological spectroscopy because it 

allows for determination of vibrational energy levels of molecules in water. The 

excitation frequency for Raman scattering is in the UV/Visible region where 

water is a weak absorber/scatterer. This allows for the determination of the 

vibrational levels of specific groups throughout the region 200-2000cm-1, 

where IR spectroscopy would be inhibited by the absorbance of water or D2O. 

An example of this is the Amide III band, occurring at 1230-1295cm-1, which 

can only be studied by Raman scattering. The applications of Raman are 

generally the same as IR spectroscopy where the vibrational energy levels of 

molecular bonds are sensitive to factors such as conformation, ionisation state 

and ligand binding. 

 

The research undertaken here relates to the spectroscopic studies of 

glycosaminoglycan-protein interactions. It is to GAG spectroscopy that 

attention is now focused.  
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1.3 The Spectroscopy of Heparin and Heparan Sulphate 

 

The GAG family of carbohydrates (Table 3), particularly polysaccharides 

based on heparan sulphate (HS) and closely related heparin, are of increasing 

interest to  medicinal science due to their ability to bind to and regulate the 

function of a few hundred different proteins (Ori et al., 2011, Jackson et al., 

1991). This ability is imparted by the extremely high negative charge density 

and structural complexity of heparin and HS. Protein structure, and 

consequently function and activity, are often significantly altered upon binding 

to heparin/HS. 

 

Heparin and HS are both linear polysaccharides consisting composed of 

alternate units of α-D-glucosamine (GlcN) and uronic acid, either β-D-

glucuronic acid (GlcA) or α-L-iduronic acid (IdoA). An oxygen atom covalently 

bonds monosaccharides at the first and forth carbon atoms in the saccharide 

ring. This linkage is known as a 1→4 O-glycosidic bond and can rotate through 

a variety of angles. These rotations are  defined by the angles formed by H1-

C1-O-C4 and C1-O-C4-H4 and have been energy mapped using NMR and 

DFT for the ATIII binding pentasaccharide (Ragazzi et al., 1990, Hricovíni, 

2015) and some chemically modified heparins (Mulloy and Forster, 2000).  

Variable patterns of the disaccharide subunits with epimerisation, N-sulphate, 

O-sulphate and N-acetyl groups give rise to a large number of complex 

sequences (Figure 7). 
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Figure 7. Monosaccharide building blocks of heparin and HS.  
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Name 

Disaccharide Repeating Unit 

Notes 

Hexuronic Acid Monosaccharide Hexosamine Monosaccharide 

Hyaluronic 

acid  

The only unsulphated GAG and the only 

GAG not found attached to a core protein. 

 

Can be very high molecular weight, up to 

1 million Daltons. 

 

Found in synovial fluid, cartilage, skin and 

the ECM of connective tissue. 
                                                     GlcA               GlcNAc 

Keratan 

sulphate 

 

Found in the cornea, bone, the central 

nervous system and localised with 

chondroitin sulfate in cartilage. 

                       Gal        R1=H    

                  or Gal(6S)  R1=SO3H               

         GlcNAc        R2=H 

     or GlcNAc(6S) R2=SO3H 
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Name 

Disaccharide Repeating Unit 

Notes 

Hexuronic Acid Monosaccharide Hexosamine Monosaccharide 

Chondroitin 

sulphate 
 

Is the most abundant GAG in the human 

body. 

 

Found in cartilage, bone, heart valves and 

is a major component of the ECM. 

 

The loss of chondroitin sulphate from 

cartilage is a major cause of osteoarthritis. 

                GlcA        R1=H 

            or GlcA(2S) R1=SO3H 

    GalNAc        R2=H R3=H 

or GalNAc(4S) R2=H R3=SO3H 

or GalNAc(6S) R2=SO3H R3=H 

or GalNAc(4S,6S) R2=SO3H R3=SO3H 

Dermatan 

sulphate 

 

Originally known as chondroitin sulphate 

B. 

 

Found in skin, endothelium cells, heart 

valves, muscle tendons and the lungs.                 GlcA        R1=H 

           or IdoA        R1=H 

           or IdoA(2S) R1=SO3H                         

    GalNAc                R2=H          R3=H 

or GalNAc(4S)         R2=H          R3=SO3H 

or GalNAc(6S)         R2=SO3H   R3=H 

or GalNAc(4S,6S)   R2=SO3H    R3=SO3H 
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Name 

Disaccharide Repeating Unit 

Notes 

Hexuronic Acid Monosaccharide Hexosamine Monosaccharide 

Heparin 

 

Highest negative charge density of any 

known biological molecule. 

 

Most common dissachharide is IdoA(2S)-

GlcNS(6S) between 70-90% 

 

Found inside intercellular granules in mast 

cells. 

 

Wildly used as an introvenous 

anticoagulant 

                GlcA        R1=H 

            or IdoA        R1=H 

            or IdoA(2S) R1=SO3H                         

    GlcNAc        R2=COCH3 R3=H        R4=H 

or GlcNAc(6S) R2= COCH3 R3=H       R4=SO3H 

or GlcNS          R2=SO3H    R3=H       R4=H 

or GlcNS(6S)   R2=SO3H    R3=SO3H R4=SO3H 

or GlcNS(3S)   R2=SO3H    R3=SO3H R4=H 

or GlcNS(3S,6S) R2=SO3H R3=SO3H R4=SO3H 
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Name 

Disaccharide Repeating Unit 

Notes 

Hexuronic Acid Monosaccharide Hexosamine Monosaccharide 

Heparan 

sulphate 
 

Made from the similar dissachides as 

heparin but possing a domain structure. 
                GlcA        R1=H 

            or IdoA        R1=H 

            or IdoA(2S) R1=SO3H 

    GlcNAc        R2=COCH3 R3=H       R4=H 

or GlcNAc(6S) R2= COCH3 R3=H      R4=SO3H 

or GlcNS          R2=SO3H    R3=H       R4=H 

or GlcNS(6S)   R2=SO3H    R3=SO3H R4=SO3H 

or GlcNS(3S,6S) R2=SO3H R3=SO3H R4=SO3H 

 

Table 3. The GAG family of carbohydrates showing the disaccharide repeating unit and the possible substituent groups.
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Although there are 24 possible disaccharide subunits, not all are commonly 

found in HS/heparin. HS possesses a domain structure (unlike heparin) 

consisting of blocks of repeating GlcAc-(1→4)-GlcNAc disaccharides, the most 

common disaccharide in HS (Lyon and Gallagher, 1998) (NA domains) and 

blocks of highly sulphated heparin-like IdoA-(1→4)-GlcNS disaccharides (NS 

domains) (Rabenstein, 2002a). The NA and NS domains are separated by a 

mix of both GlcNAc and GlcNS containing disaccharides known as the NA/NS 

domain. The disaccharide makeup of HS is known to depend on the type and 

the age of the cell (Feyzi et al., 1998). The most common disaccharide in 

heparin is IdoA(2S)-GlcNS(6S) and is found throughout the heparin chain 

(Patey et al., 2006). The means that heparin has mainly α 1→4 glycosidic 

linkages. The structure of heparin is comparable to the NS domains of HS. 

 

These biologically important molecules are already used medicinally, most 

notably heparin, which is used intravenously to prevent blood coagulation. The 

global heparin market is very large, estimated at £8.2 bn in 2014 and growing 

at a rate of 6.3% per anum (2015). Heparin binds to and activates the serine 

protease inhibitor anti-thrombin III (ATIII) which in turn de-activates several 

proteins in the coagulation cascade. Heparin is synthesised as a proteoglycan 

in the Golgi apparatus of mast cells, where it consists of a serglycin core 

protein to which is attached multiple heparin chains (Carlsson et al., 2008). 

Following synthesis, the heparin proteoglycan is transported to the cytoplasmic 

secretory granules of mast cells. Pharmaceutical heparin is produced by the 

extraction of the heparin proteoglycan from large amounts of mast cell 

containing tissue (usually bovine lung or porcine intestinal mucosa), followed 

by cleavage of the heparin chains by an number of methods including alkaline 

beta elimination, nitrous acid digestion and cleavage by endo-β-D-

glucuronidase to form a polydisperse mixture of heparin molecules. 

 

Heparan sulphate is a major component of the extra-cellular medium (ECM) 

and is found attached to the surface of many different cell types in metazoan 

organisms via membrane spanning proteins as a heparan sulphate 

proteoglycan (HSPG). HSPGs are a group of complex macromolecules that 

are found extensively in the extracellular matrix (ECM) of all mammalian cells. 
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They consist of a core protein that is covalently bound to one or more highly 

anionic HS chains. These molecules fall into three groups according to their 

locality. These groups are: membrane bound HSPGs such as 

glycosylphosphatidylinositol (GPI) anchored proteoglycans (glypican core 

protein) and syndecans, the secreted ECM HSPGs agrin, perlacan and type 

XVIIII collagen and the secretory vesicle proteoglycan (PG) serglycin, onto 

which mast cell heparin is biosynthesised (Sarrazin et al., 2011). 

 

HS appears to have different functions, notably the regulation of many different 

forms of ligand-receptor binding by its requirement as a cofactor for the binding 

of cytokines and growth factors to their receptors. Many ligands require binding 

to HS before being in a suitable conformation for binding to and activation of 

receptors. Many of these HS binding proteins regulate important cellular 

activities, including growth (Forsten-Williams et al., 2008) and differentiation 

factors (Dombrowski et al., 2008), morphogens (Colombres et al., 2008), 

proteases and protease inhibitors (Griffith, 1983), chemokines (Lortat-Jacob et 

al., 2002, Bao et al., 2010), cytokines (Webb et al., 1993, Murphy et al., 2007), 

adhesion molecules (Kallapur and Akeson, 1992, Peter et al., 1999) and 

components of the extracellular matrix (Trindade et al., 2008). Through their 

ability to change protein function and activity, GAGs regulate or are important 

in numerous physiological processes, including cell differentiation (Holley et 

al., 2011, Castellot et al., 1985), proliferation(Flint et al., 1994, Aviezer et al., 

1994) and migration (Higashiyama et al., 1993), embryonic development (Lin 

et al., 1999, Morio et al., 2003), blood coagulation (Marcum et al., 1986), 

angiogenesis (van Wijk and van Kuppevelt, 2014, Aviezer et al., 1994), 

inflammation (Parish, 2006, Zhang et al., 2014), axon guidance (Bülow et al., 

Irie et al., 2002), amyloidogenesis (Magnus et al., 1992, Snow and Wight, 

1989) and tumorigenesis (Nagarajan et al., 2015), viral invasion (Summerford 

and Samulski, 1998, Marchetti et al., 2004) and metastasis (Sanderson et al., 

2004, Sanderson, 2001, Hulett et al., 1999, Yin et al., 2010, Vlodavsky et al., 

1999). It is because of this regulatory role that both native and 

engineered/synthetic GAGS and carbohydrates in general are of interest as 

drug candidates.  
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The ability of GAGs to modify the function and activity of proteins has led to 

much research into the possibility of engineering GAGs for selectively 

regulating specific protein structures and functions, whilst attempting to 

minimise binding to other non-target proteins to reduce side effects. Heparin 

has often been used in bioassays as a proxy for HS, as heparin is much more 

easily obtained in large quantities and can be easily chemically modified to 

examine the effect of specific groups and sequences on the binding affinity 

and activity of proteins (Chung et al., 2015, Lapierre et al., 1996). Heparin is 

also used for economic reasons, because of the difficulties of acquiring large 

amounts of HS.  Although the anticoagulant properties of heparin are of great 

importance to healthcare, when attempting to create heparin/HS based 

therapeutics for bind to proteins other that ATIII, the anticoagulant properties 

of these molecules must be minimised. Research has shown that heparin/HS 

is capable of inhibiting cellular invasion by HIV, H5N1, herpes simplex and 

dengue viruses (Howell et al., 1996, Skidmore et al., 2015, Chen et al., 1997, 

Nahmias and Kibrick, 1964, Copeland et al., 2008), preventing erythrocyte 

invasion and rosetting in plasmodium falciparum malaria (Skidmore et al., 

2008, Boyle et al., 2010), attenuating the activity of Alzheimer’s β-secretase 

BACE-1 (Patey et al., 2006) and inhibiting cell proliferation (Silber et al., 1993, 

Benitz et al., 1986). Heparin can both promote and inhibit protein aggregation, 

the understanding and control of which is of particular relevance to the food 

industry as well as the medical industry (Raffaele and Peter, 2013). 

Pathological protein aggregation occurs in the amyloidal diseases of prion 

disease (Vieira et al., 2014), Parkinson’s (Cohlberg et al., 2002) and 

Alzheimer’s disease. HSPGs have been found in nearly all amyloidal plaques 

investigated to date (Snow et al., 1989, Stenstad et al., 1991, Magnus et al., 

1992, Brandt et al., 1974, Snow et al., 1988b, Snow et al., 1987). These 

HSPGs are known to be deposited during amyloid fibrilogenesis (Snow and 

Kisilevsky, 1985) and for this reason are thought to play a key role in fibril 

formation (Snow and Wight, 1989). To date however, the exact mechanism of 

fibril formation and the involvement of HS has not been discerned.            

 

Progress has been made in identifying specific structural requirements and 

some of the minimum saccharide sequences required for protein binding have 
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now been developed. The minimum fragment requirement varies from a 

tetrasaccharide for annexin V (Ishitsuka et al., 1998, Capila et al., 2001, Capila 

et al., 1999) (calcium ions are also a requirement for HS:Annexin binding) to a 

dodecasaccharinde for binding and activation of FGFR2 (Walker et al., 1994). 

Minimal saccharide sequences and the presence of specific groups have been 

elucidated for binding to some proteins, including the pentasacharride 

sequence that is required for binding to the protein ATIII that imparts heparin 

with its anticoagulant properties (Figure 8) (Lindahl et al., 1980, Rosenberg 

and Lam, 1979, Lindahl et al., 1984, Desai et al., 1998). This has led to the 

development of low molecular weight heparins, notably the pentasaccharide 

drug Arixtra, as a treatment for heparin induced thombocytopeanea, a 

condition in which the binding of heparin to blood platelets via platelet factor 4 

forms an immunogenic complex. The minimal saccharide sequences required 

binding to apolipoprotein E (Bazin et al., 2002), lipoprotein lipase 

(Parthasarathy et al., 1994), HIV-1 tat protein (Rusnati et al., 1997, Rusnati et 

al., 1998, Rusnati et al., 1999), CCL2 protein (Sweeney et al., 2006), platelet 

derived growth factor A (PDGF-A) (Feyzi et al., 1997), basic fibroblast growth 

factor (FGF2) (Turnbull et al., 1992, Habuchi et al., 1992, Maccarana et al., 

1993, Walker et al., 1994, Guimond et al., 1993), fibroblast growth factor 

receptor 2 (FGFR-2) (Walker et al., 1994), fibroblast growth factor receptor 4 

(FGFR-4) (Loo et al., 2001) and hepatocyte growth factor (HGF) (Ashikari et 

al., 1995, Lyon et al., 1994) have also been identified.  We are however, very 

far from a complete heparin/HS interactome and how specific protein binding 

sites are created is not fully understood. Although the enzymes that are 

involved in heparin/HS biosynthesis of GAGs are thought to have all been 

identified, how exactly they act to create the required sequences and 

conformations is yet to be elucidated. 
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  Figure 8. Minimal pentasaccharide antithrombin binding site. From (Rabenstein, 2002b) 

 

The lack of knowledge concerning binding sequences and/or conformations is 

mainly due to the extremely high information content, encoded in HS/heparin. 

There may be an amount of conformational redundancy and degeneracy 

present in heparin/HS sequences (Meneghetti et al., 2015) but from a 

combinatorial perspective, a small oligosaccharide such as a DP12 (Degree of 

Polymerisationof12 monosaccharides) can potentially contain just over a 

billion possible separate structures, many of which will be isomeric. Combined 

with the knowledge that heparin/HS can be hundreds of monosaccharides 

long, the possible variety of these molecules makes them very difficult to 

fractionate to pure molecular structures. Obtaining pure heparin structures in 

reasonable amounts for assay or spectroscopy (~nM) is extremely time and 

labour intensive and in practice is currently an impossible task for all but the 

shortest of oligosaccharides. Even using modern separation techniques such 

as HPLC, fractions may still contain many different molecular isomers and 

samples are obtainable only in very small amounts after multiple fractionations. 

The difficulties of obtaining pure samples in reasonable amounts, limits the use 

of analytical techniques that are routinely used for sequencing and structural 

determination of proteins: Nuclear Magnetic Resonance (NMR), Mass 

Spectrometry (MS) and X-ray crystallography. 

 

The structural determination of GAGs using NMR suffers from the fact that 

NMR spectra show only an average of the structural features present in the 

sample molecules. NMR spectra of heparin are further complicated by 

dynamic conformational flexibility of the iduronate pyranose ring. This ring can 

be found in the 1C4 and 4C1 chair and 2S0 skew boat conformations if the ring 

is found at the reducing end (the C1 carbon not involved in a glycosidic bond) 
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and in the 1C4 and 2S0 throughout the chain. The glucuronic acid (GlcA) and 

glucosamine resides have been found to be in the 4C1 conformation.  These 

conforms were originally identified from NMR spectra (Mulloy et al., 1993, 

Sanderson et al., 1987, Ferro et al., 1990) but complicate any further structural 

analysis by NMR. Line broadening also occurs in NMR spectra of 

polysaccharides as the length of the polysaccharide chain increases in the 

sample. This is due to decreasing mobility of the molecules leading to 

heterogeneities and anisotropy in the applied magnetic field. In practice this 

means that it becomes difficult to assign all the peaks in the spectra of samples 

containing oligosaccharides of length greater than DP12 because of poorly 

resolved spectra. 

 

Mass spectrometry can determine sulphation patterns and the identity of the 

amino groups in oligosaccharides below around a DP12. Combined with 

affinity and size exclusion chromatography, MS can determine sequences that 

possess binding affinities for proteins. In order to facilitate sequence 

determination, MS requires that samples be of homogenous sulphation and 

amino group pattern, so the difficulties of saccharide separation are then 

encountered. MS is unable to determine however, the identity of the anomeric 

iduronate ring and with oligosaccharides above DP12, the number of ion 

fragments seen in MS data makes sequence determination very complex. MS 

also reveals no direct information concerning the conformation of 

polysaccharides. 

 

X-ray diffraction crystallography although an extremely successful technique 

for determining the structure of proteins and protein complexes, has severely 

limited applications when it comes to the structural determination of 

heparin/HS, not least due to the difficulties of crystallising pure polysaccharide 

structures. To date this has not been done with heparin or HS.  

 

To further our study of GAG-protein interactions, we need to look for other 

spectroscopic techniques that may provide understanding as to the structural 

and conformational requirements for binding. We must also seek insight into 

the dynamics and conformational changes that occur in upon binding. One 
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such phenomenon that we can exploit to probe polysaccharide-protein binding 

is that of optical activity. However, problems are encountered when applying 

electronic CD (UVCD) to GAG-protein interactions due to the difficulty of 

deconvoluting spectra into separate contributions from GAG or protein. This is 

mainly due to the overlap of spectral features around 190nm because of UV 

chromophores present in the GAG, predominantly from carboxyl groups, 

present in the uronic acid residues (n-π* transitions) and N-acetyl groups in 

the glucosamine residues (π-π* transitions). The dependence of heparin 

conformation on the presence of cations and substitution pattern, gives unique 

far-UVCD spectra (Morris et al., 1975, Rudd et al., 2007), which further 

complicates attempts to attribute spectral components to either GAG or 

protein. 

 

IR spectroscopy offers a potential solution to the problems encountered with 

UVCD analysis of GAG-protein interactions. The FTIR spectra of GAGs has 

peaks in both the regions of the amide I and amide II bands, arising from the 

C=O bond in the N-Acetyl groups. This presents the same problems with 

separation of protein and polysaccharide components that are seen in UV 

spectroscopy. It is therefore impossible to assign changes in spectral features 

to conformational changes in either GAG or protein that occur upon binding. 

However, looking at GAGs using infra-red CD or VCD, the amide I band is 

featureless (Figure 9) and so changes in spectral features upon GAG:protein 

binding can be directly attributed to conformational changes occurring in 

proteins. 
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Figure 9. The VCD (left) and IR transmission (right) spectra of heparin, HS and Chondroitin 

Sulphate B at 25 mg/ml. The amide I region is essentially featureless in VCD. From (Rudd et 

al., 2008a).  

 

The lack of a GAG VCD signal in the amide I is thought to be due to the 

irregular arrangement of N-acetyl groups. This prevents the formation of a 

regular geometric arrangement of hydrogen bonds and leads to a lack of 

chirality.  This is strong evidence that GAGs do not form a regular repeating 

structure such as an α helix. There is no longer a need to subtract or 

deconvolute spectra as only the protein components can be seen in the amide 

I region. We can exploit this lack of a GAG peak in the amide I band to 

selectively observe conformational changes occurring in a protein upon 

binding to a GAG (Figure 10). 
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Figure 10. VCD spectra of concanavalin A, heparin and concanavalin A bound to heparin. 

concanavalin A is at 100 mg/ml and heparin is present at a molar equivalent. Concanavalin 

A is a tetrameric lectin that is mitogenenic in plants. The conformational change in 

concanavalin A upon binding to heparin can easily be seen. From (Rudd et al., 2008a). 

 

1.4  SNRs in Spectroscopy 

 

Although VCD presents a unique way of examining structural and 

conformation changes occurring in a protein upon binding to a GAG, the 

weakness of the VCD signal meant that experiments were be run for a long 

time in order to obtain results with good SNRs. The low VCD absorbance of 

proteins also precluded time resolved experiments on GAG:protein binding 

because these interactions  occurring occur over a time scale of seconds and 

minutes. This also hampers the utility of VCD in many other interesting, time 

varying biological systems. It was therefore of practical scientific interest to the 
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Yates laboratory to determine methods to increase SNRs so that VCD and 

other spectroscopic techniques could be utilised for GAG spectroscopy. It was 

hypothesised that improved SNRs might be obtained by increasing the 

intensity of the infrared (IR) light source. To test this hypothesis further, a 

quantitative analysis of the dependency of SNRs in absorbance spectroscopy 

was necessary to determine the effect on SNRs of increasing the light source 

intensity. 

 

Spectral noise has two effects on absorbance measurements. Firstly, baseline 

noise limits ability of the experimenter to discern small signal peaks and 

secondly, noise limits the precision of larger peaks. In protein VCD 

spectroscopy, where the absorbance of circularly polarised infra-red light by 

the protein is very low, it is the former effect that leads to low SNRs. Spectral 

noise comes from the inherent imprecision of the photon detector to determine 

the exact physical intensity of impinging light Ip. During this analysis, the 

symbol i will denote current and capital I to denote light intensity. The subscript 

Ip will denote the actual physical light intensity and Im will denote the measured 

light intensity. Photon detectors convert some proportion of the power of the 

impinging photons, in a wavelength dependant manner, into an electromotive 

force or voltage V. This voltage generates a signal current i that is directly 

proportional (through Ohm’s Law) to the resistance/impedance of the detector. 

The current i is measured and then converted into a light intensity Im. Within 

the operating intensity of the detector i.e. below the saturation intensity and 

above the minimum detectable intensity (also known as noise-equivalent 

power), i is directly proportional to Im. The coefficient relating i to Im is a function 

of wavelength that depends on detector type: 

 

𝐼𝑚 = 𝑓(𝜆)𝑖 

 

The proportionality factor 𝑓(𝜆) is known as the spectral responsivity and is 

usually determined by the manufacturer of the detector by measuring the 

current generated at a known intensity Ip over the operating wavelength range 

of the detector. Figure 11 shows the spectral responsivity of a typical 

photodiode. In commercially available spectrophotometers the current i is 
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converted to Im by the supplied hardware/software using the predetermined 

responsivity. 

 

 

Figure 11. The spectral responsivity of the Thorlabs FDS100 silicon photodiode as 

measured by NIST. The units of the responsivity are A/W which is current in Amps over light 

intensity in Watts. Source: http://www.thorlabs.de/thorcat/0600/FDS100-CAL-SpecSheet.pdf 

 

In a noiseless system and below the saturation intensity of the detector, the 

current i is directly proportional to the physical impinging intensity Ip. Deviations 

in this relationship are caused by spectral noise. These fluctuations lead to 

differences between the actual intensity Ip and the measured intensity Im and 

arise from three distinct sources. These sources are termed thermal, 

proportional noise and shot noise. 

 

Thermal noise, also known as Johnson noise or fixed noise, is generated by 

the detector electronics and is temperature dependant and independent of the 

magnitude of the light intensity Ip. Thermal noise dominates at low Ip and is 

observed as baseline fluctuations as Ip approaches zero. The amount of 

thermal noise in a detector can be measured by recording the dark current: the 

intensity Im that the detector measures at 𝐼𝑝 = 0. In the low intensity regime, 

the SNR of the detector is therefore proportional to the signal current i (or Ip), 

because the amount of noise is fixed. 
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Proportional or technical noise originates from fluctuations in the light source 

intensity Ip. This noise is known as proportional noise because it is directly 

proportional to the light intensity Ip. In most absorbance techniques, the light 

source intensity can be corrected for by some method of measuring Ip (such 

as beam sampling). The contribution of proportional noise to the SNR is 

independent of the absorbance signal magnitude.  

 

Shot or Poisson noise originates from the quantised nature of photon 

detection. Photon detection obeys Poisson statistics because detection events 

are independent, counted in positive integers and follow a random temporal 

distribution. If N is the actual number of photons detected by the detector in a 

time t and it is assumed that the light source intensity is constant over time, 

then the probability distribution of detected photons is: 

 

𝑃(𝑁) =
𝑒−𝑝𝑡(𝑝𝑡)𝑁

𝑁!
 

 

Where p is the mean number of photons detected in unit time. For large N, the 

Poisson distribution approaches a normal distribution centred at the mean. 

Poisson distributions have the property that the mean number of events 

occurring in a time t is equal to the variance, therefore: 

 

〈𝑁〉 = 𝜎2𝑁 = 𝑝𝑡 

 

The standard deviation is: 

𝜎(𝑁) = 〈𝑁〉1 2⁄ = (𝑝𝑡)1 2⁄  

 

The contributions of each type of noise to the variation in the signal current are 

statistically independent and depend upon the experimental conditions. The 

total RMS noise current can therefore be written as: 

 

𝑖𝑛 = (𝑖𝑇
2 + 𝑖𝑃

2 + 𝑖𝑆
2)

1 2⁄
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𝑖𝑇 denotes thermal, 𝑖𝑃 denotes proportional and 𝑖𝑆 is shot current. In order to 

obtain the maximum SNR ratio to be obtained it is necessary for 𝑖𝑃, 𝑖𝑇 ≪ 𝑖𝑆. 

Even under ideal experimental conditions, where thermal and proportional 

noise have been eliminated, shot noise due to intrinsic variations in the number 

of detected photons is always present. The amount of shot noise thus provides 

a lower bound for the uncertainty in the signal. The SNR under ideal conditions 

is therefore given by: 

 

𝑆𝑖𝑔𝑛𝑎𝑙

𝑁𝑜𝑖𝑠𝑒
=

〈𝑁〉

𝜎(𝑁)
=

𝑝𝑡

(𝑝𝑡)1 2⁄
= (𝑝𝑡)1 2⁄  

 

This is the upper bound for the SNR with photon counting detection. The mean 

number of photons detected in unit time, p is: 

 

𝑝 = 𝑄𝜆𝐼 

  

Where Q is the wavelength dependant quantum efficiency of the detector and 

I is the intensity impinging upon the detector. The quantum efficiency of a 

detector is a measure of the sensitivity of the detector and is a ratio of the 

number of photons detected to the number of photons impinging upon the 

detector. An ideal detector has a quantum efficiency of one. The SNR of a 

measurement conducted over a time t is therefore: 

 

𝑆𝑖𝑔𝑛𝑎𝑙

𝑁𝑜𝑖𝑠𝑒
= (𝑄𝜆𝐼𝑡)

1 2⁄          𝑬𝒒𝒖𝒂𝒕𝒊𝒐𝒏 𝟑 

 

The SNR of a measurement can therefore be increased by increasing the 

detection time or increasing the light intensity. To double the SNR either the 

detector quantum efficiency, light intensity or the count time must be increased 

by a factor of four. Spectral averaging can also be used to increase the SNR 

and has an identical effect to increasing the run time t. Spectral averaging 

increases SNRs proportionally to the square root of the number of 

measurements that are averaged. 
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It is a more complex problem to determine the maximum obtainable SNR for 

absorbance measurements. Increasing the intensity of the source or the 

detection time may not necessarily lead to increased SNR for absorbance 

measurements. This is because absorbance is the logarithm of the ratio of the 

light intensity I1 passed though the sample to the intensity of light I0 impinging 

upon the sample. The Beer-Lambert law further relates the absorbance to the 

absorption coefficient ε of a sample: 

 

𝐴𝑏𝑠𝑜𝑟𝑏𝑎𝑛𝑐𝑒 = 𝑙𝑜𝑔10 (
𝐼0
𝐼1

) = 𝑙𝑐휀 

 

l is the path length of the light through the sample and c is the sample 

concentration. I will use subscript zero or one to denote measurement 

variables in the presence (1) or absence (0) of the sample.  

 

The simplest method to determine I1 and I0 is to conduct two measurements, 

with and without the sample in place, counting the number of photons arriving 

at the detector in each case. In practical biological spectroscopy, the 

measurement conducted without the sample in place is a control 

measurement, usually a cuvette containing only the relevant biological buffer. 

This method works as long as the intensity of the light source I0, does not 

change between measurements. If I0 varies between measurements, incorrect 

absorbance values will be calculated. This method can therefore be used with 

light sources of constant spectral intensity such as lasers and bulbs. Due to 

the probabilistic nature of detection, the absolute intensities I0 and I1 are 

unknown and must be inferred from the N0/1, the number of photons detected 

in measurement times t0/1. 

  

𝑀𝑒𝑎𝑠𝑢𝑟𝑒𝑑 𝑖𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦 𝐼0/1 =
𝑁0/1

𝑄𝑡0/1
 

 

As N becomes larger, the measured intensities I0 and I1 approach Normal 

distributions with means given by: 
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〈𝐼0 1⁄ 〉 =
〈𝑁0/1〉

𝑄𝑡0 1⁄
 

 

If the number of detection events N is very low, approaching single photon 

detection, the measured intensity can be very different from the mean intensity, 

leading to a much greater random error in the calculated absorbance. This can 

occur in extreme situations where the sample is of very high absorbance, the 

detector is of very low Q, the light intensity is very low or the measurement 

times are very short. In these situations, the assumption that the measured 

𝐼0/1 = 〈𝐼0/1〉 cannot be used. When N is large, the absorbance calculated from 

the two measurements is: 

  

𝐴𝑏𝑠𝑜𝑟𝑏𝑎𝑛𝑐𝑒 = 𝑙𝑜𝑔10 (
𝐼0
𝐼1

) = 𝑙𝑜𝑔10 (
𝑡1
𝑡0

𝑁0

𝑁1
) = 𝑙𝑐휀 

 

N0/1 is the number of photons detected in each measurement. The mean 

absorbance over a large number of detected photons is simply: 

 

〈𝐴𝑏𝑠〉 = 𝑙𝑜𝑔10 (
〈𝐼0〉

〈𝐼1〉
) = 𝑙𝑐휀 

 

The standard deviation of the absorbance can be determined using the formula 

for the propagation of errors: 

𝜎2(𝐴𝑏𝑠) = (
𝜕𝐴𝑏𝑠

𝛿𝑁0
)
2

𝜎2(𝑁0) + (
𝜕𝐴𝑏𝑠

𝛿𝑁1
)
2

𝜎2(𝑁1) 

 

The partial derivatives are easy to solve by a change of base to the natural 

logarithm: 

 

𝐴𝑏𝑠𝑜𝑟𝑏𝑎𝑛𝑐𝑒 =
1

𝑙𝑛10
𝑙𝑛 (

𝐼0
𝐼1

) =
1

𝑙𝑛10
𝑙𝑛 (

𝑡1
𝑡0

𝑁0

𝑁1
) 

 

Putting this into the propagation of errors formula: 
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𝜎2(𝐴𝑏𝑠) = (
1

𝑙𝑛10
)
2

((
𝜕

𝛿𝑁0
𝑙𝑛 (

𝑡1
𝑡0

𝑁0

𝑁1
))

2

𝜎2(𝑁0) + (
𝜕

𝛿𝑁1
𝑙𝑛 (

𝑡1
𝑡0

𝑁0

𝑁1
))

2

𝜎2(𝑁1))

= (
1

𝑙𝑛10
)
2

((
1

𝑁0
)
2

𝑄𝐼0𝑡0 + (
−1

𝑁1
)
2

𝑄𝐼1𝑡1)

= (
1

𝑙𝑛10
)
2

((
1

𝑄𝐼0𝑡0
)
2

𝑄𝐼0𝑡0 + (
−1

𝑄𝐼1𝑡1
)
2

𝑄𝐼1𝑡1)

= (
1

𝑙𝑛10
)
2 1

𝑄
(

1

𝐼0𝑡0
+

1

𝐼1𝑡1
) 

 

Using 𝐼1 = 𝐼010
−𝐴𝑏𝑠 the variance can be formed as: 

 

𝜎2(𝐴𝑏𝑠) = (
1

𝑙𝑛10
)
2 1

𝑄
(

1

𝐼0𝑡0
+

10𝐴𝑏𝑠

𝐼0𝑡1
) 

 

The maximum obtainable SNR for absorbance measurements is therefore: 

 

𝑆𝑖𝑔𝑛𝑎𝑙

𝑁𝑜𝑖𝑠𝑒
=

〈𝐴𝑏𝑠〉

𝜎(𝐴𝑏𝑠)
= 𝐴𝑏𝑠

((
1

𝑙𝑛10
)
2 1
𝑄 (

1
𝐼0𝑡0

+
10𝐴𝑏𝑠

𝐼0𝑡1
))

1 2⁄
⁄

 

= 𝐴𝑏𝑠
1

𝑙𝑛10
𝑄−1 2⁄ (

1
𝐼0𝑡0

+
10𝐴𝑏𝑠

𝐼0𝑡1
)
1 2⁄⁄

 

= 𝑙𝑛10𝑄
1
2𝐼0

1
2𝐴𝑏𝑠 (

1

𝑡0
+

10𝐴𝑏𝑠

𝑡1
)

−1 2⁄

 

= 𝑙𝑛10𝑄
1
2𝐼0

1
2𝐴𝑏𝑠 (

𝑡1𝑡0
𝑡1 + 𝑡010𝐴𝑏𝑠

)
1 2⁄

= 𝑙𝑛10(𝑄𝐼0𝑡0𝑡1)
1
2𝐴𝑏𝑠(𝑡1 + 𝑡010

𝐴𝑏𝑠)−1 2⁄        𝑬𝒒𝒖𝒂𝒕𝒊𝒐𝒏 𝟒 

   

Equation 4 is the maximum possible SNR for an absorbance measurement 

with perfect noise reduction. Equation 4 is of similar form to Equation 3, 

depending linearly upon the square roots of the source intensity and detector 

quantum efficiency. The equation for the SNR is parameterised in 𝑡1 and 𝑡0, 

containing a more complex time factor (
𝑡1𝑡0

𝑡1+𝑡010𝐴𝑏𝑠)
1 2⁄

 that contains the 
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absorbance term. Note that Equation 4 does not hold as 𝑡0 or 𝑡1 → 0 or as the 

absorbance becomes very large as the small number of photons detected 

leads to deviations in the measured intensity 𝐼0/1 from the mean intensity 〈𝐼0/1〉.  

 

To determine how the SNR behaves as the sample absorbance varies, the 

constant 𝑙𝑛10𝐼0
1

2𝑄
1

2 is set to unity. The times 𝑡0 and 𝑡1 are allowed to take any 

real positive values. The resultant functions of setting 𝑡0 = 𝑡1 for a variety of 

times and absorbance values in the range 0 < 𝐴𝑏𝑠 < 5 are plotted in Figure 

12. 

 

 

Figure 12. A graph of the function 𝑆𝑁𝑅 = 𝐴𝑏𝑠 (
𝑡1𝑡0

𝑡1+𝑡010𝐴𝑏𝑠)
1 2⁄

. SNR and absorbance are both 

dimensionless quantities.   

  

Figure 12 shows that if 𝑡0 = 𝑡1 the maximum SNR is achieved when a sample 

has an absorbance of approximately 1. To further explorer the consequences 

of varying the measurement times, the resultant functions of setting 𝑡0 = 1 and 

allowing 𝑡1to vary are plotted in Figure 13. 
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Figure 13. A graph of the function 𝑆𝑁𝑅 = 𝐴𝑏𝑠 (
𝑡1𝑡0

𝑡1+𝑡010𝐴𝑏𝑠)

1

2
 where t0=1 and t1 takes a range of 

values from 1 to 1000. S/N and absorbance are both dimensionless quantities. 

 

Figure 13 shows that if t1 increases while t0 is held constant, SNR ratios 

increase in a non-linear manner with absorbance. A comparison of Figures 12 

and 13 shows that, in this simple case, that by increasing the time of the blank 

measurement t0 as well as increasing the sample measurement t1, substantial 

increases in SNRs can be obtained. For example, t0=t1=1000 gives a maximal 

SNR of approximately 9.5 whereas t0=1,t1=1000 gives an approximate SNR 

of 2.25, an increase in the SNR ratio by a factor of 4.2 for a doubling of the 

total measurement time. Maximal SNRs can be also achieved by optimising 

the sample absorbance. Figures 12 and 13 clearly show that samples of low 

(<0.5) or high (>4) absorbance will necessarily produce low spectral SNRs. It 

is therefore advantageous to prepare the absorbance of a sample so that the 

greatest improvement in SNR can be achieved for increased measurement 

times. This can be achieved by varying the path length or the concentration of 
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the sample. The differentiation of Equation 4 reveals the exact absorbance at 

which the SNR is maximal or minimal for any t0 and t1: 

 

𝑑𝑆𝑁𝑅

𝑑𝐴𝑏𝑠
= 𝑙𝑛10(𝑄𝐼0𝑡0𝑡1)

1
2

𝑑

𝑑𝐴𝑏𝑠
𝐴𝑏𝑠(𝑡1 + 𝑡010

𝐴𝑏𝑠)−1 2⁄  

 

Setting this differential to zero to obtain maxima and minima the following 

equation is obtained: 

  

𝑡1

𝑡0
= 10𝐴𝑏𝑠 (

𝑙𝑛10

2
𝐴𝑏𝑠 − 1)   

 

Equations of this form are unsolvable for the absorbance using analytical 

methods but it is obvious that 𝑡0, 𝑡1 > 0 and that there are no solutions where 

the absorbance is less than 𝑙𝑛10 2⁄ = 0.87 or 𝑡0, 𝑡1 = 0. 

 

In many practical situations the intensity of the light source I0 and its variance 

𝜎2(𝐼0) may be known prior to the experiment. The experimenter may therefore 

not need to measure and determine these parameters in advance. In this case, 

the variance of the absorbance is: 

 

𝜎2(𝐴𝑏𝑠) = (
1

𝑙𝑛10
)
2 1

𝑄𝐼1𝑡1
 

 

Using 𝐼1 = 𝐼010
−𝐴𝑏𝑠 the variance can be formed as: 

 

𝜎2(𝐴𝑏𝑠) = (
1

𝑙𝑛10
)
2 10𝐴𝑏𝑠

𝑄𝑡1𝐼0
 

 

The maximum obtainable SNR for absorbance measurements is therefore: 

 

𝑆𝑖𝑔𝑛𝑎𝑙

𝑁𝑜𝑖𝑠𝑒
=

〈𝐴𝑏𝑠〉

𝜎(𝐴𝑏𝑠)
= 𝐴𝑏𝑠

1
𝑙𝑛10

(
10𝐴𝑏𝑠

𝑄𝑡1𝐼0
)
1 2⁄⁄

 

= 𝑙𝑛10𝐴𝑏𝑠 (
𝑄𝑡1𝐼0

10𝐴𝑏𝑠)
1 2⁄

        Equation 5 



55 
 

This is the maximal possible obtainable SNR for this experiment arrangement. 

The graph of this function for a variety of values of t0 is plotted in Figure 14. 

For simplicity the constant 𝑙𝑛10(𝑄𝐼0)
1

2  is set to unity. 

 

Figure 14. A graph of the function 𝑆𝑁𝑅 = 𝑡1
1

2𝐴𝑏𝑠 10
−𝐴𝑏𝑠

2⁄ . t1 takes a range of values from 1 

to 1000. S/N and absorbance are both dimensionless quantities. 

 

Again, the maxima are found by derivatisation of Equation 5 and setting to 

zero: 

 

𝐴𝑏𝑠 =
2

𝑙𝑛10
= 0.87 

 

This is the sample absorbance that gives the maximum SNR when the 

variance of the impinging light intensity is a small fraction of the intensity. It is 

therefore advantageous to prepare samples with an absorbance of 0.87 (or as 

close to this value as possible). 

 

These methods can also be used to determine time varying absorbance. 

Firstly, the intensity of the beam I0 and its variation 𝜎2(𝐼0) due to Poisson noise 
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are determined by recording the signal current i0 over a time interval t0 without 

a sample in the beam. Secondly, with a sample in the beam, intensities I1 are 

recorded for consecutive time intervals of length t1. Consecutive absorbance 

spectra can now be determined for each time interval. Each spectra will have 

a different SNR, given by Equation 5, because of the changing absorbance 

properties of the sample.  

 

These crude but simple and effective methods of absorbance determination 

assume that that the light source intensity I0 and its variance 𝜎2(𝐼0) does not 

change over time. If a pulsed light source such as a flashlamp or a laser 

induced plasma is used, the intensity varies between pulses and also varies 

over the lifetime of a pulse. In order to determine the absorbance of a sample, 

the total number of photons detected for all pulses must be used. The total 

number of photons impinging upon the sample and transmitted through the 

sample must be determined. This can be done by placing a beam sampler in 

the beam before it impinges upon the sample and counting the number of 

photons reflected from the beam sampler and transmitted through the sample. 

A schematic of this arrangement is shown in Figure 15. If the 

transmission/reflection of the beam sampler is known as a function of 

wavelength, the total integrated intensity I0 for all pulses can be determined. 

  

 

 

Figure 15. A schematic of the optical arrangement for the determination of sample 

absorbance with a varying light source intensity. 

 

To determine the minimal possible SNR due to Poisson noise of such an 

arrangement, the previous equations must be modified. The probability 

distribution of detected photons for one detector becomes: 
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𝑃(𝑁) =
𝑒−𝑝(𝑝)𝑁

𝑁!
 

 

p is now the mean number of photons detected for all pulses. N is the actual 

number of photons detected for all pulses. This probability distribution is still 

Poissonian and so the variance is equal to the mean p: 

  

〈𝑁〉 = 𝜎2𝑁 = 𝑝 = 𝑄𝐼 

 

I is the intensity integrated over all pulses. The standard deviation is: 

 

𝜎(𝑁) = 〈𝑁〉1 2⁄ = 𝑝1 2⁄ = (𝑄𝐼)
1
2 

 

For a single detector the SNR is therefore: 

 

𝑆𝑖𝑔𝑛𝑎𝑙

𝑁𝑜𝑖𝑠𝑒
=

〈𝑁〉

𝜎(𝑁)
=

𝑝

𝑝1 2⁄
= 𝑝1 2⁄ = (𝑄𝐼)

1
2 

 

To determine the SNR for absorbance measurements obtained using the 

optical arrangement shown in Figure 15, the mean and variance in the 

integrated intensity IT must be constructed from the mean and variance in the 

integrated intensity IR. This can be done if the transmittance of the beam 

splitter as a function of wavelength is known. It is assumed that the beam 

sampler has an absorbance of zero at all wavelengths: 

Transmittance of beamsplitter 𝑇𝜆 =
𝐼𝑇
𝐼0

 

𝐼𝑇 =
𝑇𝜆

1 − 𝑇𝜆
𝐼𝑅 

〈𝑁𝑇〉 =
𝑇𝜆

1 − 𝑇𝜆

〈𝑁𝑅〉 

It is assumed that Detectors 1 and 2 have the same quantum efficiency Q. The 

mean number of photons detected in the beam IR by Detector 1 is: 

 

〈𝑁𝑅〉 = 𝜎2𝑁𝑅 = 𝑝𝑅 = 𝑄𝐼𝑅 
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The variance in the number of photons in the beam IT can now be found using 

the propagation of errors formula: 

 

𝜎2(𝑁𝑇) = (
𝜕𝑁𝑇

𝛿𝑁𝑅
)
2

𝜎2(𝑁𝑅) = (
𝑇𝜆

1 − 𝑇𝜆
)
2

𝜎2𝑁𝑅 = (
𝑇𝜆

1 − 𝑇𝜆
)
2

𝑄𝐼𝑅

= (
𝑇𝜆

1 − 𝑇𝜆
)
2

𝑄(1 − 𝑇)𝐼0 = (
𝑇2

1 − 𝑇
)𝑄𝐼0 

 

The mean number of photons detected in the beam I1 is: 

 

〈𝑁1〉 = 𝜎2𝑁1 = 𝑝1 = 𝑄𝐼1 

 

The absorbance over a large number of detected photons is simply: 

 

𝐴𝑏𝑠𝑜𝑟𝑏𝑎𝑛𝑐𝑒 =
1

𝑙𝑛10
𝑙𝑛 (

𝐼𝑇
𝐼1

) =
1

𝑙𝑛10
𝑙𝑛 (

𝑁𝑇

𝑁1
) 

 

Again, applying the propagation of errors formula to obtain the variance in the 

absorbance: 

 

𝜎2(𝐴𝑏𝑠) = (
𝜕𝐴𝑏𝑠

𝛿𝑁𝑇
)
2

𝜎2(𝑁𝑇) + (
𝜕𝐴𝑏𝑠

𝛿𝑁1
)
2

𝜎2(𝑁1)

= (
1

𝑙𝑛10
)
2

((
𝜕

𝛿𝑁𝑇
𝑙𝑛 (

𝑁𝑇

𝑁1
))

2

𝜎2(𝑁𝑇) + (
𝜕

𝛿𝑁1
𝑙𝑛 (

𝑁𝑇

𝑁1
))

2

𝜎2(𝑁1))

= (
1

𝑙𝑛10
)
2

((
1

𝑁𝑇
)
2

(
𝑇2

1 − 𝑇
)𝑁𝑇 + (

−1

𝑁1
)
2

𝑁1) 

 

= (
1

𝑙𝑛10
)
2

((
𝑇2

1 − 𝑇
)

1

𝑁0
+

1

𝑁1
) = (

1

𝑙𝑛10
)
2

((
𝑇2

1 − 𝑇
)

1

𝑄𝐼0
+

1

𝑄𝐼1
)

= (
1

𝑙𝑛10
)
2 1

𝑄
((

𝑇2

1 − 𝑇
)

1

𝐼0
+

1

𝐼1
) 
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Using 𝐼1 = 𝐼𝑇10
−𝐴𝑏𝑠 the variance of the absorbance becomes: 

𝜎2(𝐴𝑏𝑠) = (
1

𝑙𝑛10
)
2 1

𝑄
((

𝑇2

1 − 𝑇
)

1

𝐼0
+

10𝐴𝑏𝑠

𝐼𝑇
) 

 

IT is substituted using 𝑇 =
𝐼𝑇

𝐼0
 or 𝐼𝑇 = 𝑇𝐼0: 

 

𝜎2(𝐴𝑏𝑠) = (
1

𝑙𝑛10
)
2 1

𝑄
((

𝑇2

1 − 𝑇
)

1

𝐼0
+

10𝐴𝑏𝑠

𝑇𝐼0
) = (

1

𝑙𝑛10
)
2 1

𝑄𝐼0
(

𝑇2

1 − 𝑇
+

10𝐴𝑏𝑠

𝑇
) 

 

The SNR for this experimental arrangement can now be determined: 

 

𝑆𝑁𝑅 = 𝐴𝑏𝑠

((
1

𝑙𝑛10
)
2 1

𝑄𝐼0
(

𝑇2

1−𝑇
+

10𝐴𝑏𝑠

𝑇
))

1

2⁄
= 𝑙𝑛10(𝑄𝐼0)

1

2𝐴𝑏𝑠 (
𝑇2

1−𝑇
+

10𝐴𝑏𝑠

𝑇
)
−

1

2
  

= 𝑙𝑛10(𝑄𝐼0)
1
2𝐴𝑏𝑠 (

𝑇(1 − 𝑇)

𝑇3 + (1 − 𝑇)10𝐴𝑏𝑠
)

1
2

            𝑬𝒒𝒖𝒂𝒕𝒊𝒐𝒏 𝟔 

 

The SNR depends strongly upon the transmission of the beam sampler as well 

as the sample absorbance. The SNR, as in the other experimental 

arrangements previously discussed, also depends upon the square root of the 

source intensity I0 and the quantum efficiency of the detector. A contour plot of 

the SNR against beam sampler transmission and sample absorbance is shown 

in Figure 16 with the quantity 𝑙𝑛10(𝑄𝐼0)
1

2 set to unity. The figure shows that the 

greatest SNR can be achieved in this case with a sample absorbance of 

approximately 1 and a beam sampler transmission of approximately 0.75.   
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Figure 16. A contour lot of the SNR of measurements conducted using the experimental 

arrangement shown in Figure 15. The plot is derived from Equation 6 with the quantity 

𝑙𝑛10(𝑄𝐼0)
1

2 set to unity. 

 

The analysis presented above has examined the nature of SNR ratios in 

absorbance spectroscopy using light sources that are both constant and 

varying and has demonstrated that: 

 

 SNRs are proportional to the square root of light source intensity, thereby 

justifying the need for high intensity light sources in absorbance 

spectroscopy. Increasing the light source intensity is therefore of particular 

interest for the spectroscopy of low absorbance samples i.e. in 

GAG:Protein VCD spectroscopy where the absorbance signals (and 

consequently SNRs) are very small. 

 SNRs are proportional to the square root of detector quantum efficiency. 

The quantum efficiency of a detector is defined as the ratio of the squared 
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SNR of the input signal to the square SNR of the output. It is a measure of 

the efficiency of a detector in converting incident light into a spectral signal. 

A perfect detector has an efficiency of 1. 

 If a beam sampler is used to determine the intensity of light impinging upon 

a sample, the maximum SNR is obtainable when the beam sampler has a 

transmission of approximately 0.75. This value ensures that optimal 

amount of light is impinging upon the sample so that its intensity (and 

consequently the sample absorbance) can be determined with a minimal 

amount of variance due to Poisson noise. 

 

1.5  Plasma as a High Intensity Light Source 

 

Although VCD presents a unique way of examining structural and 

conformation changes occurring in a protein upon binding to a GAG, the 

weakness of the VCD signal means that these experiments needed to be run 

for a several hours to obtain measurements that had good SNRs. To overcome 

this, several methods were identified that could improve SNRs and therefore 

improve the scanning time and sensitivity of modern spectrometers. These 

were: 

 

 To increase the concentration of the sample. This increases the 

absorbance/scattering of the sample according to the Beer-Lambert Law 

(𝐴 = 𝜖𝑐𝑙). This may not be possible in many situations, in particular when 

only small amounts of sample are available due to the 

expense/practicalities of obtaining biologically interesting (and high purity) 

GAGs and proteins. 

 Increase the path length of the light through the sample (as 𝐴 = 𝜖𝑐𝑙) . 

Again, this may not be possible as increased quantities of sample are 

required to achieve longer path lengths. 

 Increase the quantum efficiency of the detector. Modern detectors are 

usually semiconductor based, employing charged coupled devices and 

avalanche photodiode arrays. Very high sensitivity can be obtained (single 

photon counting is possible with short wavelength radiation) using 
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photomultiplier devices. It was not within the resources of this project in 

time, money or expertise, to attempt to improve on modern detectors. 

 Increase the intensity of the light source. In absorption spectroscopy, 

SNRs increase as the square root of the light intensity (see Section 1.1). 

For samples that are of very low concentration and/or possess very low 

cross sections of interaction, increasing the intensity of the light source 

offers the best opportunity for increasing SNRs.  

 

The most viable way to improve SNRs in absorbance spectroscopy, 

specifically in GAG:Protein VCD,  and consequently improve measurement 

times and sensitivity was to try to increase the intensity of the light source. 

Modern VCD spectrometers are essentially FTIR instruments adapted for VCD 

by the inclusion of a photoelastic modulator (PEM) to circularly polarise the IR 

light coming from the source. In most FTIR or VCD instruments the IR light is 

provided by a heated element or glowbar. Glowbars are silicon carbide rods, 

electrically heated up to temperatures of around 1500 K and emit IR light in a 

wavelength range of approximately 1 to 25 µm.  

 

Light generation in the UV/visible range is commonly achieved in benchtop 

laboratory spectrometers use a combination of a UV producing source such 

as a deuterium or xenon bulb and a visible/NIR (near infrared) source, which 

is usually a tungsten halogen bulb. A number of different light sources are 

commercially available that can be used to generate broadband light across 

the UV, visible and IR spectral range.  Broadband light sources commonly 

used in absorption spectrometry are listed in Table 4. If higher intensity short 

wavelength light is required then the current alternatives are to use 

synchrotron light sources (Yarwood et al., 1984) that can generate very high 

intensity light down to 180nm, and other similarly expensive (and therefore not 

widely available) technologies. Spectroscopy on certain samples may be 

impossible without the high intensity light provided by a synchrotron. There is 

therefore a need to produce an inexpensive, high intensity, compact UV/Vis/IR 

light source for certain applications where the absorbance of the sample may 

be minimal, leading to very long scanning times.  
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Lamp Type 
Wavelength 

Range 

Colour 

Temperature 

Approximate 

cost of Light 

source 

Notes 

Xenon arc 

lamps 
200 to 2500 nm Up to 6000K 

 

£5200 

 

£300 – 1000 per 

lamp 

 Very high irradiance 

 Produces small high irradiance 

arc 

 Intense UV spectrum 

 Can simulate solar light 

Mercury 

vapour lamps 
200 to 2500 nm Up to 6800K 

 

£5200 

 

£30 – 100 per 

lamp 

 Long lamp lifetimes 

 Good output in UV 

 10 min warmup time. 

 Inexpensive 

 Often used as calibration lamps 

Deuterium 

lamps 
180 to 800nm  

 

£3000 

 

£400 per lamp 

 Intense continuous UV 

spectrum 

 Not a blackbody spectral 

emitter 

 Preferred source for UV 

spectroscopy 

 High stability 

 Negligible UV/Vis output 

Xenon flash 

lamp 
160 to 2000nm Up to 15000K 

 

 

£4000 

 

£300 per lamp 

 Pulsed light source up to 100Hz 

 Very high intensity 

 Intense UV output 

 Pulse length ~ 100ms 

 May require water cooling at 

higher repetition rates 

 Short lifetimes due to electrode 

decay. 

Tungsten 

Halogen 

lamps 

250 to 2500nm 2800 to 3400 K 

  

 

£3800 

 

£20 - 100 per 

lamp 

 

 High efficiency and relatively 

inexpensive 

 Almost no line emission 

 Excellent stability 

 High total visible output 

 Very little UV spectrum 

IR ceramic 

sources 

(glowbars) 

1- 25 µm 
Approximately 

1500 K 

 

 

£200 per lamp 

 High emissivity. 

 Good for IR spectroscopy 

 Relatively  low  temperature 

 Relatively inexpensive 

 Long lifetime 

 

Table 4. Commonly used light sources for spectroscopy. The approximate cost includes both 

the cost of a standalone light source for research use and the cost of a replacement lamp.  

Approximate prices are from Newport Corporation. 
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All of the above light sources produce both line emission and continuum 

emission. By heating a lamp up to thousands of degrees, electrons transit to 

higher energy states. These may be discrete bound states or, if the 

temperature is high enough, unbound (or free) states that are no longer bound 

in molecular or atomic orbitals. If an electron transits to an unbound state, a 

plasma is generated. These unbound states form a continuum of energies 

above the discrete bound states. Over time, electrons relax back to equilibrium 

and move to lower energy states, releasing a photon in the process. When an 

electron transits from an upper bound to a lower bound discrete energy state, 

line emission is produced and when the unbound electrons lose energy and 

move to a lower energy bound or unbound state, continuum emission is 

produced. Continuous emission is broadband because of the continuous 

nature of the free electron energy states. In Figure 17, the spectrum of light 

emitted from the HPX-2000 Xenon Light Source from Ocean Optics Ltd, line 

emission spectrum can be seen as humps or spikes above the continuum 

emission. The continuum emission has a maximum intensity just below 600 

nm. 

 

Figure 17. The intensity of the HPX-2000 Xenon Light Source as a function of wavelength. 

This light source retails for around £7000 and has an emission output of 35 W (or 75 W for 

the more powerful version) in the wavelength range 185 nm to 2200 nm. Source: 

www.oceanoptics.com. 
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The intensity and wavelength of both line and continuum emission depend 

upon the identity and temperature of the heated substance. At low 

temperatures during the warming phase of lamp, the electrons only occupy 

discrete bound states and only line emission will initially be radiated. As the 

lamp heats up, a plasma is formed and further heating increases the amount 

of continuum relative to the line radiation. Continuum radiation reaches a 

maximum at the operating temperature of the lamp. 

  

All of the lamps listed in Table 4, apart from the deuterium lamp, radiate the 

vast majority of their light through thermal radiation. The deuterium lamp has 

the narrowest thermal continuum, radiating from 180 to 370 nm, but does not 

produce most of its UV radiation through thermal radiation processes. The 

strong UV emission of a deuterium lamp is produced by the relaxation of the 

excited vibrational and rotational states of molecular deuterium. Although the 

vibrational and rotational energy levels of molecular deuterium are discrete, 

their multitude and overlap creates an effective continuous distribution of 

photon energies. This enables the deuterium lamp to run at a much lower 

operating temperature than other bulbs e.g. the xenon lamp, which generate 

UV by thermal processes.  

 

Thermal radiation, generated by the thermal motion of electrons in the heated 

element, is approximately blackbody in nature. A blackbody is a perfect emitter 

and absorber of radiation (it has an emissivity of unity) and the spectrum of 

light emitted from a blackbody is given by Planks law: 

 

𝐵𝜆(𝜆, 𝑇) =
2ℎ𝑐2

𝜆5

1

𝑒
ℎ𝑐

𝜆𝑘𝐵𝑇 − 1

             𝑬𝒒𝒖𝒂𝒕𝒊𝒐𝒏 𝟕 

 

where h is the Planck constant, KB is the Boltzmann constant and c is the 

speed of light in a vacuum. The units are W.Sr-1m-3. This equation describes 

the spectral radiance of a blackbody 𝐵𝜆(𝜆, 𝑇) or the power emitted per unit solid 

angle as a function of wavelength. The colour temperature of a lamp is the 

temperature of a blackbody radiating with the same spectral radiance as the 
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lamp. The spectral radiance 𝐵𝜆(𝜆, 𝑇) of light emitted from blackbodies of three 

different temperatures is plotted against wavelength in Figure 18. The 

logarithmic graph of spectral radiance against wavelength is shown in Figure 

19. 

 

 

Figure 18. Blackbody spectral radiance emission curves plotted against wavelength 

for three different temperatures. 
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Figure 19. A logarithmic graph showing the radiance of a blackbody over a wide range of 

wavelengths. The straight line shows the Wein’s Law relationship for the most intense 

wavelength emitted (Oriel, 2012). 

 

Planck’s law represents the upper limit of the amount of radiation that a 

substance may emit at a given temperature. The ratio of the actual emitted 

radiation Rλ to that emitted by a blackbody Bλ at any given wavelength is known 

as the emissivity ελ: 

 

휀𝜆 = 𝑅𝜆 𝐵𝜆⁄  

 

Plasmas are approximately blackbodies, meaning that their emissivity is 

almost unity. This makes them extremely good light sources as any absorbed 

energy is almost entirely reemitted as electromagnetic (EM) radiation. The 

radiation emitted from a blackbody obeys two well-known laws. The first is 

Wein’s displacement law: 

 

𝜆𝑚𝑎𝑥 =
𝑏

𝑇
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T is the absolute temperature in Kelvin and b is the constant of proportionality 

equal to 2.9 × 10-3 mK. This law describes how the radiance of a blackbody 

peaks at a wavelength that is inversely proportional to the temperature. The 

second law is the Stefan-Boltzmann Law:  

 

𝑗 = 𝜎𝑇4        

 

This law describes that the emissive power j or the power radiated per unit 

surface area across all wavelengths, increases as the fourth power of the 

absolute temperature T of the surface. In Figures 18 and 19, j is the area under 

a blackbody emission curve with temperature T. It can also be seen from 

Figures 18 and 19 that an increase in intensity occurs across all wavelengths 

as a result of increased temperature.  

 

High temperature sources are necessarily plasma sources, because all 

substances form ionised plasmas at high temperatures. The subsequent 

increase in intensity from replacing the glowbar with a plasma light source can 

be found by evaluating, or integrating Equation 7. Fortunately, a website exists 

at http://www.spectralcalc.com/blackbody_calculator/blackbody.php that 

evaluates these integrals to determine the radiance at a particular wavelength 

or within a wavelength range. The glowbar was assumed to be at a 

temperature of 1000 K and the plasma was assumed to be at a temperature 

of 10000K. Both emitters were assumed to have an emissivity of unity. The 

calculated radiances at the amide I absorption band at 6µm are: 

 

Tglowbar  = 1000K                  Radiance = 1.53 kW/m2/sr/µm 

Tplasma    = 10000K  Radiance = 56.5 kW/m2/sr/µm 

 

This is an increase in radiance of 36.9 times, or a corresponding increase in 

SNRs of 6 times. In the UV/Visible range, plasma sources offer even greater 

increases in radiant intensity as temperature increases. 

  

http://www.spectralcalc.com/blackbody_calculator/blackbody.php
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1.6  Laser Induced Plasmas and Plasma Fundamentals 

 

Heating a substance to the high temperatures required for plasma formation 

requires a great amount of energy and can be extremely inefficient due to 

constant heat loss through diffusion, conduction, convection and radiation 

processes. One of the best ways to minimise entropic energy losses and 

achieve high temperatures is to input energy over as short a time period as 

possible. In this way, cooling does not have time to occur and maximum 

temperatures can be achieved. This principle is key to achieving the highest 

possible temperatures per input energy. The application of a focused laser 

pulse is an effective way to very quickly raise the temperature of a substance 

high enough to induce plasma formation. The idea for the prototype light 

source was to harness the IR and also the UV/Visible light emitted from a laser 

induced plasma (LIP) and investigate the viability of such a light source for 

biological spectroscopy.  

 

The discovery that pulsed lasers can breakdown air and other substances was 

reported soon after the invention of the q-switched laser in the early nineteen 

sixties (International Quantum Electronics, 1964, Damon and Tomlinson, 

1963, Meyerand and Haught, 1963). A rapid and concentrated delivery of 

energy, via a short, very intense pulse of coherent photons, can heat electrons 

to the ionisation energies. Any molecular bonds present before heating are 

endothermically destroyed during the heating process. It is a relatively simple 

process to produce a plasma (even in air) by directing a pulsed laser (usually 

a Q-switched laser) with the requisite peak energy through a convex lens. A 

pulsed laser generates a much higher intensity at the pulse peak maximum a 

pulse than a continuous wave laser can generate. The electric field strength of 

a pulse at the focal point becomes very high due to the interference of coherent 

plane waves. When the electric field strength produced by the focused pulse 

exceeds the dielectric strength of the media, material that is normally 

electrically neutral and transparent becomes ionised, resulting in a plasma. 

This phenomenon has since been extensively studied in a variety of gases at 

different pressures and using lasers of different wavelengths and pulse 

durations (Ireland and Morgan, 1974, Daiber and Winans, 1968, Rosen and 
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Weyl, 1987). A commonly used pulse laser in these experiments was the Q-

switched Nd:YAGv with a fundamental mode at 1064nm. The breakdown 

threshold at 1064nm for air at atmospheric pressure is approximately 1012 

Wcm-2 (Lencioni, 1974). This intensity must be obtained at the focal point of 

the lens in order for plasma formation in air to occur. 

 

Instruments that utilise the emission from a plasma as an IR spectroscopic 

light source have already been built and tested with some degree of success, 

most notably in a paper by Adamson and Cimolino (Adamson and Cimolino, 

1984b). In this paper the authors generate laser induced plasmas in both air 

and argon and utilise the IR emission to successfully measure the absorbance 

of tungsten hexacarboxyl in the carbonyl stretching region (~2000 cm-1). 

Intensity measurements over a 2 ms sample time are compared to a glowbar 

source (data shown were only for air plasma). Peak intensity from the plasma 

was found to be 25 times higher than the glowbar source in this timeframe 

showing that a LIP is indeed a promising high intensity light source in the IR 

region. Adamson and Cimolino are referenced by Musselman (Musselman, 

1987) in which an optical setup for the capture of the IR emission from a LIP 

is described. 

 

Focused laser pulses have been used to generate radiation at much shorter 

wavelengths.  In Borghese et al (Borghese and Di Palma, 2007), a 250 mJ Q-

switched Nd:YAG laser was focused onto a pulsed 250 µs jet of Xenon gas 

emitted from a high pressure nozzle . The authors were able to generate and 

characterise the VUV spectral output of the generated plasma between 110-

210 nm. Photons with even shorter wavelengths may have been emitted, but 

the MgF2 coated aluminium grating that was used to disperse the spectral 

output was vanishingly reflective below 110 nm. Such short wavelengths were 

obtainable due to high electron temperatures generated within the plasma. 

 

The generation of high temperatures using focused laser pulses is used in 

several important areas of ongoing scientific research. The most powerful 

pulsed lasers in the world are used to generate the millions of degrees Kelvin 

needed for a sustained inertial containment fusion reaction to occur. Using this 
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technology, the required temperatures have been reached, but as of 2015, the 

problem of how to harness the released energy in a manner commensurate 

with power generation has not yet been overcome (Craxton et al., 2015).  

 

LIP technologies are of particular interest to the computer hardware industry 

where research is underway to develop an extreme UV (EUV) light source, 

capable of emitting as low as 13.5nm, for the nanometre scale lithography of 

CPUs (Fomenkov et al., 2004, Bakshi, 2006, Hassanein et al., Igor V. 

Fomenkov et al., 2007). The sources are based on high pulse rate, high energy 

lasers focused onto a stream or jet of tin particles or xenon gas. The plasma 

must be formed in a vacuum as VUV/EUV radiation is highly absorbent by 

most matter due to a multitude of atomic resonances in the VUV/EUV region. 

In particular, air is strongly absorbent below 200 nm due to absorption by 

molecular oxygen and absorbent below 150 nm due to molecular nitrogen. If 

the light source is to be used for the generation of wavelengths shorter than 

150 nm, as with the device constructed by Borghese and colleagues 

(Borghese and Di Palma, 2007), the plasma must be generated in a vacuum 

to prevent reabsorption of the emitted radiation (hence the term vacuum UV). 

This is why supersonic nozzles are employed to inject a pulse of gas at high 

pressure into a vacuum chamber. The gas must be injected into the chamber 

and ionised by the laser before it can expand beyond the point at which 

attenuating reabsorption can occur. The vacuum must be restored after each 

pulse of gas. 

 

The commercial viability of EUV light sources using laser induced plasmas is 

still in doubt, even though substantial amounts of time and money have been 

invested. The main obstacle is the manufacture of suitable optics. The 

absorbance of materials at short wavelengths (<150 nm) prevents the use of 

refractive optics, so reflectors must be used to collect and collimate the emitted 

light. Mirrors become increasingly difficult to manufacture at short wavelengths 

because in order to obtain a high degree of reflectivity, the surface of the mirror 

must be smooth to within the wavelength of the incident light. This poses a 

serious engineering challenge. Currently, silicon and molybdenum based 

multi-layered mirrors can be cut to an average roughness of 0.2 nm RMS 
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(Lowisch et al., 2010) and offer up to 70% reflectivity at 13.5nm (Muharrem et 

al., 2012). This is further complicated by the fact that the mirrors are directly 

exposed to the plasma and are therefore subject to damage from the impact 

of high energy ions, debris and stresses due to expansive shock (Harilal et al., 

2005a, Hassanein et al., 2004, Hansson et al., 2002, Srivastava et al., 2007). 

EUV plasmas can be generated by laser heating of particulate matter, (Harilal 

et al., 2005a, Harilal et al., 2005b, Srivastava et al., 2007), usually tin vapour, 

as much more of the energy of the laser pulse is deposited in the plasma. One 

of the main problems with these sources is the removal of the vapour and 

debris from the vacuum chamber. The high energy heavy ions formed in these 

sources can be very damaging to expensive optics and other components. 

Damage can be mitigated by guiding the vapour plume away from sensitive 

components with strong external magnetic fields generated by 

superconducting magnets. 

  

The spectral emission from LIPs is commonly utilised in the area of Laser 

Induced Breakdown Spectroscopy (LIBS) where it is used to identify the 

elemental composition of solids, liquids, gases and aerosols. There exists 

considerable literature concerning the optimisation of LIPs for LIBS. A 

summary of some of the most useful equations and definitions used in LIBS 

can be found in Hahn and Omenetto (Hahn and Omenetto, 2010). In LIBS, a 

focused laser beam is directed at the surface of a solid or liquid, or onto a 

streaming gas or aerosol. For the purpose of elemental analysis, high 

sensitivity requires reducing the intensity of continuum emission and 

increasing the intensity of line emission (Hanafi et al., 2000, Friedland, 1975). 

This is achieved by using the minimal laser power required to heat the sample 

so that its atomic spectral lines are visible and continuum emission is at a 

minimum. Continuum emission dominates the spectra during the early lifetime 

of the plasma <100ns, with line emission becoming prevalent as the plasma 

expands and cools. The life time of the plasma, the time it takes to cool to 

ambient temperature, is in the order of microseconds and depends upon 

several factors including the nature of the material being ionised (in LIBS), the 

composition and pressure of the ambient gas, laser wavelength, laser peak 

energy and peak lifetime (Hanafi et al., 2000). 
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To design, build and optimise a spectrometer that uses a laser induced plasma 

as its light source, it is necessary to understand some of the physical 

processes that underlie the emission of light from plasma. In particular, it is 

useful to understand these processes in terms of energy states and their 

transitions. Presented here is a summary of the physics of energy states and 

the state transitions that occur in laser induced plasmas. An understanding of 

these processes has been useful during the design, build and testing of the 

spectrometer and has helped improve both the suitability of plasma as a light 

source and instrument’s reliability.  

 

1.6.1 Physical Processes in Laser Induced Plasmas 

 

Owing to the destruction of the molecular bonds (atomisation) that occurs 

during the laser heating process, vibrational and rotational energy states and 

their transitions do not occur in plasmas. A description of the radiative 

processes that occur in plasmas can therefore be described solely in terms of 

electronic energy states and their associated radiative transitions. In the 

presence of external electric and magnetic fields, the energy levels of atomic 

electrons are split and shifted. This is known as the Stark Effect for electric 

fields and the Zeeman Effect for magnetic fields. The magnitude of this 

splitting/shifting depends on the magnitude and direction of the external fields. 

In laser induced plasmas, the source of external electric and magnetic fields 

comes initially from the laser light and then from the free electrons and positive 

ions that are generated. The magnitude and direction of an EM field at any 

point in space is the vector sum total of the contributions from each source of 

charge. The total field “felt” by any one bound electron within a plasma can 

therefore vary significantly. Thus the allowed atomic energy levels of any one 

atom in a plasma (and therefore the transition energies) can be significantly 

different from another. Over the many atoms emitting within the plasma, this 

leads to a broadening and overlapping of the line emission, often forming a 

continuum of broad peaks rather than narrow lines. Determination of the 

electron density and electron temperature in plasma is most often achieved by 

measuring the Stark broadening of line emission peaks (Griem, 1964). In LIP 
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spectra, these peaks are visible over the top of the much wider blackbody 

radiation curve generated by the bremsstrahlung radiation of free electrons 

(see Figure 20). 

 

 

Figure 20. LIB spectral emission of Argon showing line emission peaks from bound 

transitions and background continuum emission from free transitions. The continuum 

emission approximates a blackbody radiator or Planck distribution. The plasma is created 

using a ruby laser with a pulse energy of 1.5 J at 694.3 nm, with a pulse width of 40 ns. The 

argon pressure is 0.78 atm. Reproduced from Hanafi, M., Study of Laser-Induced 

Breakdown Spectroscopy of Gases,  1999 (Hanafi et al., 2000) 

 

The important energy exchange processes occurring during the formation, 

existence and decay of the plasma are inelastic collision processes. These are 

the processes of excitation, ionisation, brehmsstralung and recombination, 

which are described in turn: 

 

Excitation: An atom absorbs energy by collision with either a free electron or 

a photon, exciting one of its orbital electrons into a higher energy orbital. These 

interactions are bound-bound transitions. 
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For free electron-atom collisions: 

 

A(a) + eE1
− → A(b) + eE2

−       𝐸𝑙𝑒𝑐𝑡𝑟𝑜𝑛 𝑖𝑛𝑑𝑢𝑐𝑒𝑑 𝑒𝑥𝑐𝑖𝑡𝑎𝑡𝑖𝑜𝑛 

 

In electron induced excitation, the free electron loses some kinetic energy, 

exciting the atom from state a, to a higher energy state b. The reverse process, 

collisional de-excitation, is known as quenching. In this process the free 

electron gains kinetic energy rather than losing it. 

  

For atom-photon collisions: 

 

A(a) +  hυ → A(b)         𝑃ℎ𝑜𝑡𝑜𝑛 𝑖𝑛𝑑𝑢𝑐𝑒𝑑 𝑒𝑥𝑐𝑖𝑡𝑎𝑡𝑖𝑜𝑛 

 

Absorbance of photons excites electrons in the atom to higher energy orbitals. 

The reverse process produces the line emission peaks seen in the emission 

spectrum of the plasma and are used to identify elemental composition of 

materials in LIBS. Line emission is generally in the UV/Vis region of the 

spectrum due to the energy spacing of the electronic states of atoms. 

 

Ionization: If an orbital electron absorbs enough energy through collision with 

electrons/photons, it may possess more energy than the most energetic orbital 

in the atom. When this occurs, the electron makes the transition to a free state 

and is no longer bound within an orbital of the atom. These are bound-free 

transitions and result in the ionisation of the atom:  

 

A(a) + eE1
− → A(b)+ + eE2

− + e−    𝐸𝑙𝑒𝑐𝑡𝑟𝑜𝑛 𝑖𝑛𝑑𝑢𝑐𝑒𝑑 𝑖𝑜𝑛𝑖𝑠𝑎𝑡𝑖𝑜𝑛 

 

A(a) + hυ → A(b)+ + e−    𝑃ℎ𝑜𝑡𝑜𝑛 𝑖𝑛𝑑𝑢𝑐𝑒𝑑 𝑖𝑜𝑛𝑖𝑠𝑎𝑡𝑖𝑜𝑛 

 

Under high intensity photon flux such as is found in LIPs, multiphoton excitation 

and ionisation occurs, in which an atom simultaneously absorbs multiple 

photons, exciting bound electrons to higher energy orbitals or into free states. 

Multiphoton absorption is the initial process through which seed electrons are 
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generated. It is multiphoton absorption that enables long wavelength lasers 

(~20 µm) to induce plasma formation in gases where single laser photons do 

not possess enough energy for photoionisation to occur. 

 

The production of seed electrons leads to a cascade ionisation effect in which 

free electrons create one or more free electrons via electron induced 

ionisation. This cascading effect rapidly increases the electron density in the 

plasma. In a low pressure gas (<0.1 atm), the dominant mechanism of free 

electron production is photon induced ionisation, whereas at higher pressures 

the dominant mechanism is electron induced ionisation. This is because the 

shorter mean free path for electrons at high pressures increases the rate of 

collision ionisation (Gamal and Harith, 1983). Cascade ionisation is the main 

process through which free electrons are generated for lasers of moderate 

intensity and photon energy, such as the Nd:YAG laser at a wavelength of 

1064 nm. 

 

Bremsstrahlung (braking radiation): Brehmsstralung radiation is the main 

source of the continuum of blackbody-like radiation from plasmas. Energetic 

free electrons that move close to ions or neutral atoms, are 

deflected/accelerated by the local electric field. Brehmsstralung converts the 

electron kinetic energy into synchrotron radiation. 

 

A(b)(+) + eE1
− → A(a)(+) + eE2

− + hυ       𝐵𝑟𝑒𝑚𝑠𝑠𝑡𝑟𝑎ℎ𝑙𝑢𝑛𝑔 

 

Inverse bremsstrahlung can also occur in which free electrons absorb laser 

energy in the vicinity of ions or neural atoms. This is the mechanism by which 

free electrons can absorb laser energy increasing free electron temperatures. 

It is the inverse brehmsstralung process that causes broadband absorbance 

and opacity of plasma. 

 

A(b)(+) + eE2
− + hυ → A(a)(+) + eE1

−      𝐼𝑛𝑣𝑒𝑟𝑠𝑒 𝐵𝑟𝑒𝑚𝑠𝑠𝑡𝑟𝑎ℎ𝑙𝑢𝑛𝑔 

 

The brehmsstralung processes allow free electrons to occupy and move 

through a continuum of energy states: 
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Recombination: Recombination is the reverse process to ionisation. 

Recombination can occur either by the emission of a photon, called radiative 

recombination, or capture of a free electron as a result of its collision with an 

atom, called collisional recombination: 

 

A(b)+ + e− → A(a) + hυ 

 

These are free-bound transitions and contribute significantly to the continuum 

spectra. The recombination of electrons to discrete bound states takes place 

from free electron states that have a continuous distribution of energy states. 

Recombination produces blackbody like emission spectra. 

 

 

 

Figure 21. The electron transitions occurring in plasma. The blue lines denote the Coulomb 

potential energy as a function of distance from the nucleus and the associated allowed 

discrete energy states. Above zero potential energy, the electron states are continuous and 

are the ionisation states. The radiative transitions between states are (a) excitation: bound-

bound absorbance (b) de-excitation: bound-bound spontaneous emission (line emission) (c) 

Ionisation: bound-free absorbance (photoionisation, collisional ionisation) (d) free-bound 

emission (recombination radiation) (e) free-free absorbance (inverse brehmsstralung) (f) 

free-free emission (brehmsstralung). 
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Electron energy state transitions in plasma can be divided into the heating and 

cooling processes shown in Figure 21. The cooling processes are all emission 

processes, generating either line or continuum emission: 

 

Electron heating (absorption processes): 

Bound-bound transitions: Photo-absorption 

Bound-free transitions: Multiphoton ionisation, Collisional ionisation 

Free-free transitions: Inverse Bremsstrahlung 

 

Electron cooling (emission processes): 

Bound-bound transitions: Spontaneous emission – Line emission. 

Free-free transitions: Bremsstrahlung radiation – Continuous emission  

Free-bound transitions: Recombination radiation – Continuous emission 

 

The spectral emission of a plasma is interpreted in terms of the spectral sum 

of each of the electron cooling processes. An understanding of these 

processes facilitate the optimisation of broadband emission from a plasma light 

source. Accurate determination of theoretical plasma spectra by summation 

the contributions from each of these processes is highly complex, requiring the 

quantum mechanical consideration of the populations of both bound and free 

electron energy states and the associated transition rates between states. The 

problem is further complicated by the fact that the parameters of a pulsed 

plasma are constantly changing in time and space. No attempt will be made 

here to construct a suitable model of the determination of theoretical spectra 

but the most important processes and their contributions to the overall 

spectrum are discussed separately in the following sections. 

 

1.6.2  Plasma Heating Processes - Multiphoton Ionisation 

 

At very high light intensities, multiphoton absorption can occur between energy 

states. Multiple photons are simultaneously absorbed, ionising an electron 

from its bound orbital states. Two photon ionisation was predicted by Maria 

Göeppert-Mayer in 1931 (Göppert-Mayer, 1931) but due to the lack of a 

sufficiently intense light source was not demonstrated experimentally until the 
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invention of the pulsed laser in the early 1960s. High intensity light sources are 

required for multiphoton ionisation to occur due to the very small cross sections 

of interaction of multiphoton absorption. These cross sections become 

vanishingly small for multiphoton ionisation events in which large numbers of 

photons are absorbed. Quantum mechanically, the probability of a multiphoton 

ionisation event occurring in unit time tends to zero as increasing numbers of 

photons are absorbed during the event. Although this probability vanishes for 

large numbers of photons, it never reaches zero and so with a high enough 

light intensity, an atom can be ionised through multiphoton ionisation 

regardless of the photon energies or number of photons absorbed. 

 

The number of photons that are required for ionisation is a very good indicator 

of the ease with which an atom becomes ionised under intense light. The more 

photons that are required for ionisation, the higher the intensity of light that 

must be applied. The number of photons required for ionisation, N, is 

dependent upon the wavelength of the light source used, λ, and the first molar 

ionisation energies of the atoms I. The first molar ionisation energy is the 

energy required to ionise one mole of neutral atoms. Therefore: 

 

 𝑁𝑜. 𝑜𝑓 𝑝ℎ𝑜𝑡𝑜𝑛𝑠 𝑎𝑏𝑠𝑜𝑟𝑏𝑒𝑑 𝑑𝑢𝑟𝑖𝑛𝑔 𝑖𝑜𝑛𝑖𝑠𝑎𝑡𝑖𝑜𝑛 𝑁

=
𝐼𝑜𝑛𝑖𝑠𝑎𝑡𝑖𝑜𝑛 𝑒𝑛𝑒𝑟𝑔𝑦 𝑜𝑓 𝑜𝑛𝑒 𝑎𝑡𝑜𝑚

𝐸𝑛𝑒𝑟𝑔𝑦 𝑜𝑓 𝑒𝑎𝑐ℎ 𝑝ℎ𝑜𝑡𝑜𝑛
=

𝐼
𝐴⁄

ℎ𝑐
𝜆⁄

=
𝐼𝜆

ℎ𝑐𝐴
   

 

A is Avagadro’s constant. Fractions of a photon are always rounded up. Table 

5 lists some common elements, their molar ionisation energies and the number 

of photons required for multiphoton ionisation by an Nd:YAG laser at λ=1064 

nm. 

  



80 
 

Element 
Atomic 

Number 

First Molar Ionisation 

Energy (eV) 

Number of Photons at 

1064nm for Ionisation 

H 1 13.59 12 

He 2 24.59 22 

C 6 11.26 10 

N 7 14.53 13 

O 8 13.62 12 

Ne 10 21.56 19 

Na 11 5.14 5 

Ar 18 15.76 14 

Ca 20 6.11 6 

Cu 29 7.73 7 

Kr 36 14 13 

Xe 54 12.13 11 

 

Table 5. Some common elements by atomic number and the number of photons each must 

absorb to undergo ionisation with an Nd:YAG laser at λ=1064 nm. 

 

The likelihood of an ionisation event is substantially increased if resonant 

absorption occurs between electron bound states at the laser wavelength. This 

process is known as resonance-enhanced multiphoton ionisation (REMPI) and 

is shown in Figure 22. Resonant absorption occurs if an allowed transition 

energy between bound states is an integer multiple of the photon energy. The 

energy difference of 21.43 eV between the ground state and the 11p[3/2]2 

excited state of Neon, allows for “near resonance”, with multiphoton 

absorbance of 12 photons simultaneously at the wavelength of a ruby laser 

(photon energy hν=1.785 eV) (Figure 23) (Baravian et al., 1976). 
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Figure 22. A three photon REMPI event. The electron passes through two other transient 

states prior to ionisation, a virtual state and an intermediate bound state. This REMPI event 

is actually two photon absorption to the intermediate state, followed by single photon 

absorption to the ionised state. The rate limiting step is the two photon absorption process, 

because single photon absorption is much more probable than two photon absorption for the 

same light intensity. Therefore, the light intensity required for this process is greatly reduced 

when compared to a single, three photon ionisation event. 

 

 

Figure 23. The multiphoton resonance effect of Neon with a ruby laser. The authors attribute 

the difference in the theoretical position to the experimentally determined position of 

resonance to errors in the laser temperature rather than to Stark effects. Reproduced from 

Baravian et al, Multiphoton ionisation of Neon: Experimental study of a resonance, 1969 

(Baravian et al., 1976). 
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Resonant absorption between bound states followed by ionisation from the 

excited intermediate state is much more likely than a single multiphoton 

ionisation transition. For this reason, much lower intensity light is needed to 

induce a plasma in a medium that can undergo resonant absorption at the 

photon wavelength. The Stark effect (see below) can also split and shift energy 

levels in and out of resonance depending upon the power of the laser. 

However, owing to wavelength gaps in the availability of lasers, it may be very 

expensive or impossible to obtain a laser for use at the resonant absorption 

wavelength. These wavelength gaps exist because of a lack of lasing mediums 

that can undergo stimulated emission at the required wavelength.  

 

1.6.3  Plasma Heating Processes - Collisional Ionisation 

 

Following photoionisation, the free electron and positively charged ion are 

accelerated and gain kinetic energy from the electric field of the impinging EM 

wave (they are also accelerated by the magnetic component of the wave but, 

this is much smaller because, for an EM wave,  |𝐵| = |𝐸| 𝑐⁄ ). The Lorentz force 

acting upon the ion and electron in the electric field of the laser light are equal 

in magnitude but opposite in direction. Owing to the large difference in mass 

between the ion and the electron, the electron gains much more kinetic energy 

than the ion. This is easily seen from the consideration that, if both the ion and 

electron are acted on by the same force for the same time, they gain the same 

momentum. Kinetic energy is 𝑝2 2𝑚⁄ , so the kinetic energy gained by each 

particle in the electric field is inversely proportional to its mass. The kinetic 

energy of particles in an ideal gas is related to temperature via 
1

2
𝑚𝑣2̅̅ ̅ =

3

2
𝑘𝑇.  

This means that the acceleration due to the Lorentz force creates a large 

temperature difference between the ions and the electrons and is the reason 

why laser induced plasmas are initially non-thermal plasmas i.e. not in thermal 

equilibrium. This complicates the physics somewhat as the assumption of 

thermal equilibrium is often a prerequisite of many ideal physical systems. 

              

If free electrons gain enough kinetic energy from the external electric field to 

reach a fraction of the ionisation energy of the atoms/ions in the plasma, bound 
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electrons can be ionised by the impact of free electrons. This is the second 

mechanism through which free electrons are generated and is termed 

collisional ionisation. Multiphoton ionisation is the main process through which 

the initial seed electrons are generated (seed electrons can also be generated 

via other means such as ionising radiation), but the vast majority of free 

electrons in a high pressure plasma (>100 torr) are generated via collisional 

ionisation. This is because the free electrons that are generated via collisional 

ionisation are also accelerated in the EM field and so can go on to generate 

more free electrons through further collisions. Collisional ionisation is thus a 

cascading effect, causing the avalanche breakdown of a medium in an intense 

EM field (Figure 24).  

 

 

Figure 24. A schematic diagram of the collisional ionisation process. Each electron ionised 

during the process can go on to ionise other atoms or, if they possess enough energy, 

further ionise positive ions. 

 

Following ionisation, the potential energy of a free electron is approximately 

zero. Energy (from the laser photons) that was not needed to raise the electron 

potential energy to zero can increase the kinetic energy of free electron 

through inverse bremsstrahlung.  

 

1.6.4  Cooling Processes - Bremsstrahlung 

 

As well as accelerations arising from interactions with external EM fields i.e. 

the laser, free electrons also undergo accelerations (and decelerations) due to 

the internal Coulomb fields of charged particles i.e. the positive ions in the 

plasma. Owing to energy conservation, these processes result in the 

production of a photon in the case of deceleration and the absorption of a 
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photon (from an external source of EM radiation) in the case of acceleration. 

The radiation emitted during decelerations is bremsstrahlung radiation or free-

free emission. The free-free absorption of radiation is inverse brehmsstralung. 

Figure 25 shows a schematic representation of these processes.  

 

 

 

Figure 25. A schematic diagram of the bremsstrahlung and inverse bremsstrahlung 

processes. The change in the kinetic energy of the electron is equal to the energy of the 

emitted/absorbed photon in both processes. 

 

Immediately following ionisation, the electron kinetic energies take specific 

discrete values that are determined by the ionisation potentials of the target 

atoms and the laser photon energy ℎ𝑐 𝜆⁄ . The bremsstrahlung processes then 

provide the energy exchange mechanism through which free electrons, after 

some time has passed, obtain thermal equilibrium and a continuous 

distribution of kinetic energies (velocities). If thermal equilibrium is achieved, 

the electron velocities relax into a Maxwell-Boltzmann distribution: 

 

𝑓(𝑣) = √(
𝑚

2𝜋𝑘𝑇
)
3

4𝜋𝑣2𝑒−
𝑚𝑣2

2𝑘𝑇  

 

This distribution is a probability density function that gives the probability of 

finding that a randomly selected electron has a velocity near v. Bremsstrahlung 
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radiation from electrons with a Maxwellian distribution of velocities is termed 

thermal bremsstrahlung.  

 

The intensity of bremsstrahlung and thermal bremsstrahlung radiation, as a 

function of frequency, emitted from a laser induced plasma in thermal 

equilibrium at temperature T, can be derived by treating the plasma as a 

thermally equilibrated gas of electrons and positive ions. An exact treatment 

requires a knowledge of quantum electrodynamics, but an accurate equation 

can be derived using simpler approximation methods. A derivation in cgs units 

can be found in Rybicki and Lightman (Rybicki and Lightman, 2004). The 

equations for brehmsstralung emissions are often derived using cgs units due 

to their use in describing the emission from astrophysical plasmas. A derivation 

of the brehmsstralung radiation spectrum in SI units is presented in the 

appendix for the purposes of understanding the origin and nature of 

brehmsstralung radiation. The result is stated here for the emission from a gas 

of electrons and ions in Joules per Hertz per second per kilogram: 

 

𝑑𝑊

𝑑𝑓𝑑𝑡𝑑𝑉
=

𝑍2𝑒6𝑁𝑖𝑁𝑒

96𝜋4휀0
3𝑐3𝑚𝑒

2

𝑛𝑟

𝑣

𝜋

√3
𝑔(𝑣, 𝑓)           𝐸𝑞𝑢𝑎𝑡𝑖𝑜𝑛 8 

 

Z is the charge of the positive ions 

Ni is the number density of positive ions 

Ne is the number density of electrons 

nr is the refractive index of plasma 

V is the electron velocity 

me is the electron mass 

 

𝑔(𝑣, 𝑓) is the Gaunt factor and is of order unity. The Gaunt factor is, to an 

approximation, used to combine various temperature and frequency effects. 

This equation is applicable to hydrogenic (hydrogen-like) ions that possess no 

other bound electrons following ionisation. The nuclear charge of the ion is 

therefore unshielded. For non-hydrogenic ions, where the shielding effect is 

taken into account, the Gaunt factor is replaced by the Biberman factor ξ. 

There are many different experimental and theoretical determinations of the 
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Gaunt factor and Biberman factor in the literature for a variety of different 

plasmas (Griem, 1964, Hughes, 1975, Stallcop and Billman, 1974, Brussaard 

and van de Hulst, 1962, Molinari et al., 2004, Karzas and Latter, 1961). A more 

precise derivation of Brehmsstralung emission takes into account the exact 

trajectory of the electron, dispersion (the refractive index of plasma), as well 

as quantum mechanical and relativistic effects. A complete quantum 

mechanical description of bremsstrahlung radiation can be found in Bethe and 

Heilter, 1934 (Bethe and Heitler, 1934). 

 

The real part of the refractive index 𝑛𝑟 is included in Equation 8 to account for 

dispersion effects within the plasma. In a low density plasma, such as those 

formed in gases at atmospheric pressure (the so called collisionless regime), 

the refractive index of a plasma is given by: 

 

�̃� = √1 −
𝜔𝑝

2

𝜔2
= √1 −

𝑓𝑝
2

𝑓2
        𝑬𝒒𝒖𝒂𝒕𝒊𝒐𝒏 𝟗 

 

The accent above the n indicates that the refractive index can be a complex 

quantity with real and imaginary parts given by �̃� = 𝑛𝑟 + 𝑖𝑛𝑖. ω is the angular 

frequency of the incident wave, related to the frequency of the wave by 𝜔 =

2𝜋𝑓. 𝑓𝑝 is the plasma frequency and is the natural frequency of the simple 

harmonic motion of electrons within a plasma about their equilibrium position 

following a small perturbation. It can be seen that if 𝑓 > 𝑓𝑝 then the refractive 

index of the plasma is real and lies between zero and unity. The wave 

propagates with a wavenumber given by: 

 

𝑘 =
𝑛𝜔

𝑐
 

 

Substituting for the refractive index in Equation 9, we find the dispersion 

relation for EM waves in plasma: 

 

𝜔2 = 𝜔𝑝
2 + 𝑘2𝑐2 
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In Equation 9, if 𝑓 < 𝑓𝑝 then both the refractive index and the wavenumber are 

imaginary. The physical interpretation of this is that the wave is evanescent. 

The wave is unable to propagate through the plasma and is reflected back. 

This means that radiation below the plasma frequency is not emitted from the 

plasma. The real part of the refractive index and therefore the emission, falls-

off close to, and becomes zero at, the plasma frequency. 

 

To obtain the spectrum of bremsstrahlung emission (the intensity as a function 

of frequency) from Equation 8, the distribution of electron velocities 

(Temperatures) and densities in space and time as well as appropriate Gaunt 

factors must be known. Consideration of these parameters in practical LIPs, 

with the intention of deriving the intensity of the continuum emission spectrum 

as a function of wavelength, is a complex task which will not be attempted here 

(see (T.L, 1985, Regt et al., 1995, D'Yachkov et al.) for how this can be done). 

However, it is possible to solve for these parameters (often computationally) 

to determine the bremsstrahlung emission. If these are known, the emission is 

found by integrating the expression for a single velocity (Equation 8) over the 

velocity distribution. If P(v) is the probability of a random electron in a plasma 

having a velocity between v and dv, then for a normalised probability density 

function (∫𝑃(𝑣)𝑑𝑣 = 1), the emission is: 

 

휀(𝑓, 𝑣) = ∫
𝑑𝑊

𝑑𝑓𝑑𝑡𝑑𝑉

∞

𝑣𝑚𝑖𝑛

𝑃(𝑣)𝑑𝑣 

 

The minimum allowable velocity vmin occurs in the lower limit because, for an 

electron to emit a photon of frequency f, it must have a kinetic energy greater 

than the emitted photon: 
1

2
𝑚𝑣2 ≥ ℎ𝑓. This is a photon discreteness effect 

arising from quantisation. Rearranging, we get: 

𝑣 ≥ √
2ℎ𝑓

𝑚
 or 𝑣𝑚𝑖𝑛 = √

2ℎ𝑓

𝑚
. 

 

The distribution of electron velocities P(v,t) can be very difficult to determine 

for many plasmas and for this reason the assumption of thermal equilibrium is 

often made. If the plasma is in thermal equilibrium, the emission is termed 



88 
 

thermal bremsstrahlung and P(v) is given by the Maxwell-Boltzmann 

distribution. Strictly, the Fermi-Dirac distribution should be used rather than the 

Boltzmann, but this adds a third parameter, the Helmholtz free energy, to the 

dependency of the Gaunt factor and so for simplicity the Maxwell-Boltzmann 

distribution is used. The Maxwell Boltzmann distribution is: 

 

𝑃(𝑣)𝑑𝑣 = (
𝑚

2𝜋𝑘𝑇
)

3
2
4𝜋𝑣2𝑒−

𝑚𝑣2

2𝑘𝑇𝑑𝑣 

 

The bremsstrahlung emission (in J-1s-1m-3Hz-1) at a frequency f is therefore: 

 

휀(𝑇, 𝑓) =
𝑍2𝑒6𝑁𝑖𝑁𝑒𝑛𝑟

96𝜋4휀0
3𝑐3𝑚𝑒

2
(

𝑚𝑒

2𝜋𝑘𝑇
)

3
2
4𝜋

𝜋

√3
∫ 𝑣𝑒−

𝑚𝑣2

2𝑘𝑇

∞

√2ℎ𝑓
𝑚

𝑔(𝑣, 𝑓)𝑑𝑣

=
𝑍2𝑒6𝑁𝑖𝑁𝑒

24𝜋3휀0
3𝑐3𝑚𝑒

2
(

1

2𝜋
)

3
2
(
𝑚𝑒

𝑘
)

1
2
𝑇−

1
2𝑒−

ℎ𝑓
𝑘𝑇

𝜋

√3
�̅�(𝑇, 𝑓)          𝐸𝑞𝑢𝑎𝑡𝑖𝑜𝑛 10 

= 2.38 × 10−53𝑍2𝑁𝑝𝑁𝑒𝑇
−
1
2𝑒−

ℎ𝑓
𝑘𝑇

𝜋

√3
�̅�(𝑇, 𝑓) 

 

The emission co-efficient 𝐽(𝑇, 𝑓) is defined as the emission per unit volume 

per unit frequency per unit solid angle (Js-1m-3Hz-1sr-1): 

 

𝐽(𝑇, 𝑓) =
휀(𝑇, 𝑓)

4𝜋

=
𝑍2𝑒6𝑁𝑖𝑁𝑒𝑛𝑟

96𝜋4휀0
3𝑐3𝑚𝑒

2
(

1

2𝜋
)

3
2
(
𝑚𝑒

𝑘
)

1
2
𝑇−

1
2𝑒−

ℎ𝑓
𝑘𝑇

𝜋

√3
�̅�(𝑇, 𝑓)      𝐸𝑞𝑢𝑎𝑡𝑖𝑜𝑛 11 
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Figure 26. Numerical values of the Gaunt factor �̅�(𝑇, 𝑓). u is the frequency variable ℎ𝑓/𝑘𝑇 

and the lines trace different temperatures for which 𝛾2 = 𝑍2𝑅𝑦 𝑘𝑇⁄ , where Ry is the Rydberg 

energy 𝑚𝑒4 2ℏ2⁄ . Reproduced from Karzas and Latter 1960 (Karzas and Latter, 1961). 

 

�̅�(𝑇, 𝑓) is the velocity averaged Gaunt factor. Numerical approximations of the 

velocity averaged Gaunt factor can be found in Karzas and Latter (Karzas and 

Latter, 1961). This Gaunt factor is plotted against ℎ𝑓/𝑘𝑇 in Figure 26. The 

values of the Gaunt factor for ℎ𝑓 > 𝑘𝑇 are unimportant as the emission 

decreases exponentially in this range. For ℎ𝑓 ≈ 𝑘𝑇 the Gaunt factor is 

approximately unity. For ℎ𝑓 < 𝑘𝑇 the Gaunt factor is in the range 1-5. It can be 

seen from Figure 26 that good order of magnitude results can be obtained by 

approximating the Gaunt factor as unity. 

  

The total power emitted per unit volume (Wm-3) is found by integrating the 

emission over the frequency: 
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∫휀(𝑇, 𝑓)𝑑𝑓 =
𝑍2𝑒6𝑁𝑖𝑁𝑒𝑛𝑟

24𝜋3휀0
3𝑐3𝑚𝑒

2
(

1

2𝜋
)

3
2
(
𝑚𝑒

𝑘
)

1
2 𝜋

√3
𝑇−

1
2 ∫ 𝑒−

ℎ𝑓
𝑘𝑇�̅�(𝑇, 𝑓)𝑑𝑓

∞

0

=
𝑍2𝑒6𝑁𝑖𝑁𝑒𝑛𝑟

24𝜋3휀0
3𝑐3𝑚𝑒ℎ

(
1

2𝜋
)

3
2
(𝑘𝑚𝑒)

1
2

𝜋

√3
𝑇

1
2�̿�(𝑇) 

 

�̿�(𝑇)is the frequency average of the velocity average Gaunt factor. Note that 

the total power emitted is proportional to 𝑇
1

2 ∝ 𝑣 ∝ 𝐸
1

2 where E is the kinetic 

energy of the electron. The Gaunt factor �̿�(𝑇) is almost constant over a broad 

range of temperatures as can be seen in Figure 27. 

 

Figure 27. The frequency averaged Gaunt factor (Z=1) from Bekefi, G., Radiation Processes 

in Plasmas (Bekefi, 1966). The curve is obtained from a numerical integration of a formula 

obtained by Sommerfeld (Sommerfeld, 1953). 

 

The emission intensity determination given here assumes that the plasma is 

in thermal equilibrium but this may not be the case in a laser induced plasma. 

Immediately following laser ionisation, the electron kinetic energies take 

discrete values due to the discrete nature of the bound orbitals and the 

monochromatic (single photon energy) nature of the ionising laser light. Over 

a short period of time, the electron kinetic energies relax into a continuum and 

eventually thermal equilibrium is obtained via the bremsstrahlung processes, 

but the time required to achieve equilibrium may be longer than the lifetime of 

the plasma spark. More rigorous modelling of the spark requires a 
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consideration of electron partition functions and the differential rate equations 

to determine the distribution of electron velocities in time and space. A more 

in-depth analysis of this can be found in Griem (Griem, 1964), but for the 

purpose of deriving approximate emission spectra it is reasonable to assume 

LTE. To obtain the spectrum of the emitted radiation, Equation 10 is converted 

to a function of wavelength using 𝑓 = 𝑐 𝜆⁄ : 

 

휀(𝑇, 𝜆) =
𝑍2𝑒6𝑁𝑖𝑁𝑒𝑛𝑟

24𝜋3휀0
3𝑐3𝑚𝑒

2
(

1

2𝜋
)

3
2
(
𝑚𝑒

𝑘
)

1
2
𝑇−

1
2𝑒−

ℎ𝑐
𝜆𝑘𝑇

𝜋

√3
�̅�(𝑇, 𝜆)        𝐸𝑞𝑢𝑎𝑡𝑖𝑜𝑛 12 

 

The above equation for the bremsstrahlung emission from a plasma can now 

be applied to typical laser induced plasmas to determine theoretical spectra 

and assist with light source design. Approximate values for each of the 

variables in Equation 12 can be found in the past literature concerning laser 

induced plasmas. These variables are: 

 Ni and Ne, the number density of ions and electrons. 

 nr, the real part of the refractive index of the plasma. 

 �̅�(𝑇, 𝜆) the velocity averaged Gaunt factor. 

 T, the electron temperature of the plasma. 

   

In a low temperature, weakly ionised, electrically neutral laboratory plasma and 

for the purposes of determining theoretical spectra, it is acceptable to assume 

that the number densities of ions and electrons are equivalent Ni = Ne, but the 

electron number density in a plasma can be determined experimentally using 

the Stark effect. By measuring the Stark broadening of the emission peaks of 

singly charged ions, the number density of electrons in a laser induced plasma 

spark can be determined (see Griem, The Principals of Plasma Spectroscopy 

(Griem, 1964)). In Bhindu et al, the electron density for both air and argon 

sparks with laser powers of 50-200mJ (Figure 28) were determined by Stark 

broadening to be approximately 2×1024 m-1. 
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Figure 28. The measured electron density in a laser induced plasma. The focal point of the 

laser is at zero with the positive direction away from the direction of the impinging laser 

pulse. The laser is a frequency doubled Nd:YAG at 532nm with a pulse width of 8ns at 

FWHM. The focal length of the focusing lens is 75mm. Reproduced from (Bindhu et al., 

2004). 

 

The real part of the plasma refractive index can be approximated by a step 

function which is zero above the plasma frequency and unity below. In a linear, 

isotropic, homogenous (LIH), singly ionised plasma, the plasma frequency is 

given by: 

 

𝜔𝑝 = √
𝑁𝑒𝑒2

𝑚𝑒𝜀0
 or 𝑓𝑝 = √

𝑁𝑒𝑒2

4𝜋2𝑚𝑒𝜀0
 

 

Using the experimentally determined value for the electron density of 2×1024 

m-1 from Bhindu et al, the plasma frequency is 𝑓𝑝 = 1.27 × 1013 Hz. The 

wavelength of light in air (for refractive index n≈1) that this frequency 

corresponds to is: 
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𝜆 =
𝑐

𝑓𝑝
= 2.36 × 10−5m or 23.6μm 

 

Waves above this wavelength do not propagate through the plasma and are 

reflected back. This wavelength corresponds to the mid infrared region of the 

EM spectrum. It is for this reason that infrared light have been used to probe 

laser induced plasma structure (Kroesen et al., 1996). For the purposes of 

utilising a laser induced plasma as an UV/Vis/IR source, the effects of 

dispersion can be ignored, as the production of light above this wavelength is 

not needed for spectroscopy of biomolecules. The real part of the refractive 

index nr in Equation 12 can therefore be assumed to be unity. 

 

 

Figure 29. Gaunt factors for various laser wavelengths and charges in an argon plasma. The 

points are plotted from a numerical approximation found in (Paulini and Simon, 1993) and 

lines from (Stallcop and Billman, 1974). 
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Numerical approximations of the velocity averaged Gaunt factor have been 

calculated for laser induced plasmas. These approximations are used for the 

accurate determination of elemental composition in LIBS. Figure 28 shows the 

numerical approximations for velocity average Gaunt factors for an argon 

plasma induced by the focused pulse of an Nd:YAG or CO2 laser. The Gaunt 

factor varies slowly with temperature for laser induced plasmas. For a singly 

ionised plasma, induced by the pulse from a fundamental mode ND:YAG laser 

at 1064nm, the Gaunt factor is approximately 1.2. In further calculations, it will 

be assumed that the velocity averaged Gaunt factor is 1.2. By assuming a 

singly ionised plasma and approximate values for the electron number density 

Ne=2×1024 m-1 and the velocity averaged Gaunt factor=1.2, the plasma 

emission 휀(𝑇, 𝜆) (Equation 12) becomes a pure function of wavelength and 

temperature: 

휀(𝑇, 𝜆) = 2.072 × 10−4𝑇−
1
2𝑒−ℎ𝑐

𝜆𝑘𝑇⁄  

 

This equation is plotted in Figures 30 and 31. 

 

 

Figure 30. Brehmsstralung emission plotted against wavelength for the region 0-20 µm. 
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Figure 31. Brehmsstralung emission plotted against wavelength for the region 0-1 µm. Note 

that very little emission occurs below 300 nm for electron temperatures below 10000°K. 

 

Figures 30 and 31 appear to violate the second law of thermodynamics by 

emitting increasing intensities of radiation as the wavelength becomes longer. 

However, the amount of radiation emitted from a plasma 휀(𝑇, 𝜆), is not equal 

to the amount of radiation that an observer receives, due to the reabsorption 

of radiation via the free-free (inverse bremsstrahlung) and bound-free 

absorption processes. The absorption coefficient αf of a medium is defined as 

the fractional loss of energy 𝑑𝐼𝑓 (in Js-1m-3sr-1) at a particular wavelength, when 

moving through a small distance dL: 

 

𝑑𝐼𝑓

𝑑𝐿
= −𝛼𝑓𝐼𝑓 

 

The absorption coefficient has units of m-1. The solution to this equation is 

simply: 

 

𝐼𝑓 = 𝐼𝑓0𝑒
−𝛼𝑓𝐿 
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Where L is the depth of the plasma. The quantity 𝛼𝑓𝐿 is the optical depth or 

the negative logarithm of the fraction of light that is not absorbed along the 

path 0→L. The absorption coefficient 𝛼𝑓 can also be related to a cross-section 

of interaction σf via 𝛼𝑓 = 𝑛𝜎𝑓 = 𝜌𝜎𝑓/𝑚. 

 

In order to determine the bremsstrahlung spectrum obtained from combined 

emission and absorption effects the total radiation field is defined by summing 

the emission and absorbance (assuming no back illumination) in a radiative 

transfer equation:  

 

𝑑𝐼𝑓

𝑑𝐿
= 𝑗𝑓 − 𝛼𝑓𝐼𝑓 

 

This first order differential equation is relatively simple to solve if the 

assumption of thermal equilibrium is made. For a body in thermal equilibrium, 

where the underlying particle distribution is Maxwellian, Kirchhoff’s thermal 

radiation law can be used to find the absorption coefficient 𝛼𝑓. Kirchhoff’s law 

states that the emission is equal to the absorbance so that 
𝑑𝐼𝑓

𝑑𝐿
= 0.  From the 

radiative transfer equation it follows that: 

 

𝑗𝑓 = 𝛼𝑓𝐼𝑓 

or 

𝐼𝑓 =
𝑗𝑓

𝛼𝑓
 

 

Furthermore, Planck’s Law states that for a blackbody the emission of the 

thermal radiation is given by: 

𝐼𝑓 = B(𝑇, 𝑓) =
2ℎ𝑓3

𝑐2(𝑒𝑥𝑝(ℎ𝑓 𝑘𝑇⁄ ) − 1)
 

 

B(𝑇, 𝑓) is the Planck function and is the emitted intensity of a blackbody at a 

temperature T and frequency f. Taking jf from Equation 11 and rearranging for 

αf: 
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𝛼𝑓 =
𝑗𝑓

B(𝑇, 𝑓)
=

𝑍2𝑒6𝑁𝑖𝑁𝑒
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�̅�(𝑇, 𝑓) 

 

The absorption coefficient, αf dependents strongly on frequency. At high 

frequencies (the Wein region) the absorption is negligible due to the limits of 

𝑓−3 and 𝑒𝑥𝑝(−ℎ𝑓 𝑘𝑇⁄ ). At low frequencies ℎ𝜈 ≪ 𝑘𝑇 (the Raleigh-Jeans 

regime), using the series expansion of ex, the absorption coefficient reduces 

to: 

 

𝛼𝑓 =
𝑍2𝑒6𝑁𝑖𝑁𝑒
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At low frequencies, the absorption coefficient is a function of f-2. By increasing 

the number density of electrons and ions, self-absorbance occurs at higher 

frequencies. If the entire spectrum is self-absorbed, the observed spectrum is 

that of a blackbody. The absorption as a function of frequency for both the low 

and the high frequency regimes is plotted in Figure 32. 
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Figure 32. Log graph showing the dependence of absorption coefficient against frequency. 

 

The radiative transfer equation is solved for the general case by a separation 

of variables: 

 

∫
𝑑𝐼𝑓

𝑗𝑓 − 𝛼𝑓𝐼𝑓

𝐼𝑓

0

= ∫ 𝑑𝐿
𝐿

0

= 𝐿(𝐷𝑒𝑝𝑡ℎ 𝑜𝑓 𝑝𝑙𝑎𝑠𝑚𝑎) 

𝐿 =
1

𝛼𝑓
𝑙𝑛 (

𝑗𝑓

𝑗𝑓 − 𝛼𝑓𝐼𝑓
) 

𝐼𝑓 =
𝑗𝑓

𝛼𝑓

(1 − 𝑒−𝛼𝐿) = B(𝑇, 𝑓)(1 − 𝑒−𝛼𝐿) =
2ℎ𝑓3(1 − 𝑒−𝛼𝐿)

𝑐2(𝑒ℎ𝑓 𝑘𝑇⁄ − 1)
      𝑬𝒒𝒖𝒂𝒕𝒊𝒐𝒏 𝟏𝟑 

 

The solution to the radiative transfer equation gives the classical 

bremsstrahlung spectra as plotted in Figure 33. 
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Figure 33. Bremsstrahlung spectral shape showing areas of self-absorbance. 

 

The bremsstrahlung emission (including self-absorption) from a plasma has 

three characteristic frequency regimes depending upon the value of the optical 

depth 𝛼𝑓𝐿: 

 

 The Wein region (𝛼𝑓𝐿 ≪ 1) occurs at high frequencies. In this frequency 

range, plasma is said to be optically thin. The self-absorption is negligible 

due to the f-3 dependence of 𝛼𝑓.  The radiation seen by the observer is 

simply the emission contribution from each volume element along the line 

of sight, 𝐼𝑓 = ∫ 𝑗𝑓𝑑𝐿. 

 The Raleigh-Jeans regime (𝛼𝑓𝐿 ≫ 1) occurs at low frequencies. In this 

frequency range, plasma is said to be optically thick. Owing to self-

absorption, plasma is opaque to the propagation of radiation with a 

dependency of f-2 on the absorption coefficient 𝛼𝑓. The observed spectrum 

is that of a blackbody. 

 When the optical depth is approximately unity, plasma is semi-transparent. 

 

By converting frequency in Equation 13 to wavelength and simplifying, the full 

solution for the spectrum of thermal bremsstrahlung is obtained: 
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𝐼𝜆 =
2ℎ𝑐2(1 − 𝑒−𝛼𝐿)

𝜆5 (𝑒
ℎ𝑐

𝜆𝑘𝑇⁄ − 1)
         𝑬𝒒𝒖𝒂𝒕𝒊𝒐𝒏 𝟏𝟒  

 

where  

𝛼𝑓 =
𝑍2𝑒6𝑁𝑖𝑁𝑒𝜆

3

192𝜋4휀0
3𝑚𝑒

2ℎ𝑐4
(

1

2𝜋
)

3
2
(
𝑚𝑒

𝑘
)

1
2
𝑇−

1
2(1 − 𝑒𝑥𝑝(−ℎ𝑐 𝜆𝑘𝑇⁄ ))

𝜋

√3
�̅�(𝑇, 𝑓) 

 

The units of 𝐼𝜆 are W.Sr-1m-3. This equation describes the spectral radiance of 

a blackbody or the power emitted per unit solid angle as a function of 

wavelength. 

 

In an electrically neutral plasma, such as a laser induced plasma, the free 

electron number density Ne is approximately equal to the ion number density 

Ni and the ion charge Z via the relationship: 

 

𝑁𝑒 ≈ 𝑍𝑁𝑖 

 

This simple equation shows that an increase in the electron number density is 

accompanied by either an increase in average ion charge or an increase in ion 

number density or both. Replacing 𝑍𝑁𝑖 with the electron density 𝑁𝑒 in Equation 

14 gives an absorption co-efficient of: 

 

𝛼𝑓 =
𝑒6𝑍𝑁𝑒

2𝜆3

192𝜋4휀0
3𝑚𝑒

2ℎ𝑐4
(

1

2𝜋
)

3
2
(
𝑚𝑒

𝑘
)

1
2
𝑇−

1
2(1 − 𝑒𝑥𝑝(−ℎ𝑐 𝜆𝑘𝑇⁄ ))

𝜋

√3
�̅�(𝑇, 𝑓) 

 

As the electron density 𝑁𝑒 increases, the absorption coefficient becomes very 

large. In laboratory laser induced plasmas, measured electron densities are 

high enough (𝑁𝑒 = 2 × 1024 𝑚−3 (Bastiaans and Mangold, 1985)) so that the 

absorption coefficient is large and the plasma has the emission spectrum of a 

blackbody.  

 

If the plasma is a blackbody, then the most important physical property of the 

plasma for the generation of short wavelength, high intensity light are high 
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electron temperatures as the emission from a blackbody is proportion to 

𝑒
−ℎ𝑐

𝜆𝑘𝑇⁄ . The electron temperatures are directly related to their velocities via 

the relation 
1

2
𝑚𝑣2 =

3

2
𝑘𝑇 from kinetic theory of gases. An increase in the 

electron temperatures results in both an increase in the spectral power output 

across all wavelengths and a shifts the emission towards shorter wavelengths. 

 

1.7  Chapter Summary 

 

Preliminary investigations into ways of increasing SNRs in VCD, and many 

other forms of absorbance spectroscopy, concluded that: 

 

𝑆𝑁𝑅𝑠 ∝ (𝑄𝐼𝑡)
1
2 

 

Q is the detector quantum efficiency, I is the light source intensity and t is time 

or some function of time. Replacing the glowbar inside the VCD spectrometer 

with a higher intensity emitter would therefore lead to improved SNRs in VCD. 

The glowbar inside the spectrometer is emitting approximately blackbody 

radiation at a temperature of 1500K. Plasma based light sources, such as 

xenon lamps, are commonly used in the laboratory as a spectroscopic source 

of UV and visible light. These lamps radiate approximately blackbody, 

continuous radiation that is many thousands of degrees Kelvin in temperature. 

Both the IR glowbar and plasma light sources are approximately radiators that 

obey the Stefan-Boltzmann law that states that the total radiative emission 

from a blackbody is proportional to the forth power of temperature. High 

temperature plasmas should be able to emit high intensity light throughout the 

IR, visible and into the UV and potential offer substantial improvements in 

source intensity and spectroscopic SNRs.  

 

A simple way to generate a high temperature plasma is to focus a pulsed laser 

through a convex lens. A plasma is formed at the focal point of the lens. This 

technology is capable of reaching very high temperatures and is used to 

generate high temperature in several areas of cutting edge of research such 
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as the generation of EUV light. LIP based technologies should be able to 

generation light that is useful for biological spectroscopy. As well as a 

broadband light source in the IR, a broadband light source emitting in the 

region 200-300nm would be extremely useful as many biological 

chromophores absorb in this region. As well as absorption spectroscopy, a 

bight broadband light source would be of considerable use in other forms of 

spectroscopy such as Raleigh scattering and turbidity experiments. 

 

An analysis of the emission spectrum of a laser induced plasma is composed 

of line and continuum emission. It is the continuum emission that is useful as 

a broadband light source. An examination of the physical processes involved 

reveals that it is the brehmsstralung and recombination processes that 

generate the continuum emission from a plasma. The power output of 

these processes is an important consideration and should be maximised 

in a plasma light source. The brehmsstralung emission from the plasma 

follows the equation: 

 

𝐼𝜆 =
2ℎ𝑐2(1 − 𝑒−𝛼𝐿)

𝜆5 (𝑒
ℎ𝑐

𝜆𝑘𝑇⁄ − 1)
 

 

If the absorption coefficient 𝛼 is large, the continuum emission is maximal and 

is that of a blackbody. In most laboratory plasmas, the absorption coefficient 

is large due to high electron densities. The design of a plasma spectrometer 

must seek to maximise the electron temperature in order to maximise the 

blackbody-like, bremsstrahlung spectral power output. 
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List of Materials 

 

L1667 SIGMA Lysozyme human 

LONZ17-517Q VWR PBS buffer solution 10x concentrate - Calcium & 

magnesium free 

10467010 ACROS Iron(III) chloride, 98%, pure, anhydrous 

10563951 ACROS Copper(II) chloride, anhydrous, 99%, extra pure 

10062590 ACROS  Zinc chloride, 98+%, extra pure 

11904191 ACROS Iron(II) chloride, 99%, anhydrous 

114359 SIGMA Bromocresol Green ACS reagent, Dye content 95 % 

32661 SIGMA Phenol Red ACS reagent  

A3004 Applichem Heparin sodium salt 208 IU/mg 

10910.03 Alfa Aesar Holmium (III) oxide REacton® 

77233 SIGMA-ALDRICH Perchloric acid, puriss. p.a., 20% 

428760 SIGMA Dowex Marathon ion exchange resin 

101720-L BOC N4.6 Helium 99.996% 

112008-BC BOC N5.0 Neon 99.999% 

112034-BOC Grade A Argon 99.9% N5.0  

112005-BOC Krypton 99.999% N5.0 

 

Thermo Scientific GENESYS 10S UV/Visible Scanning Spectrophotometer 

Tecan Infinite® M200 PRO series 
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Breakdown of Materials and Costs for the Construction of the 

Prototype Instrument 

Number 

of Items 
Supplier Item Code Item Description 

Cost 

Each 

Total 

Cost 

2 Thorlabs CCS200/M 
Compact 

Spectrometer 
£1980 £3960 

1 

WeiFang 

MingLiang 

Electronics 

Company 

Ltd 

ML-LASER-

YB5 

Nd:YAG Laser 

Treatment System 

$1150 

(£736) 
£736 

2 Thorlabs MB2020/M 

Aluminum 

Breadboard, 200 mm x 

200 mm x 12.7 mm, 

M6 Taps 

£54 £108 

1 Thorlabs MB1560/M 

Aluminum 

Breadboard, 150 mm x 

600 mm x 12.7 mm, 

M6 Taps 

£111.60 £111.60 

12 Thorlabs PH50/M 

Ø12.7 mm Post 

Holder, Spring-Loaded 

Hex-Locking 

Thumbscrew, L=50 

mm 

£5.54 £66.48 

12 Thorlabs BA1S/M 
Mounting Base, 25 

mm x 58 mm x 10 mm 
£3.74 £44.88 

12 Thorlabs TR50/M 

Ø12.7 mm Optical 

Post, SS, M4 

Setscrew, M6 Tap, L = 

50 mm 

£3.74 £44.88 

3 Thorlabs LMR05 
Lens Mount For 0.5" 

Optics, M4 Tap 
£10.81 £32.43 

6 Thorlabs LMR1/M 
Lens Mount For 1" 

Optics, M4 Tap 
£10.96 £65.76 

1 Thorlabs SM05L05 
Lens Tube, Ø1/2", 

0.50" Thread Depth 
£9.90 £9.90 

1 Thorlabs SM1L05 
SM1 Lens Tube, 0.5" 

Thread Depth,  
£9.06 £9.06 
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1 Thorlabs 83373 

English (Imperial) Tap: 

0.535"-40 Thread 

(SM05 Standard) 

£62.06 £62.06 

1 Thorlabs 97355 

English (Imperial) Tap: 

1.035"-40 Thread 

(SM1 Standard) 

£62.06 £62.06 

2 Thorlabs SM1SMA 

SMA Fiber Adapter 

Plate with External 

SM1 (1.035"-40) 

Thread 

£20.41 £40.82 

1 Thorlabs BSW26 

Ø1" 50:50 UVFS Plate 

Beamsplitter, Coating: 

350 - 1100 nm, t = 5 

mm 

£195.84 £195.84 

3 Thorlabs LA4647 

f = 20.1 mm, Ø1/2" UV 

Fused Silica Plano-

Convex Lens, 

Uncoated 

£59.11 £177.33 

2 Thorlabs LA4052 

f = 35.1 mm, Ø1" UV 

Fused Silica Plano-

Convex Lens, 

Uncoated 

£67.54 £135.08 

1 Thorlabs 
CM254-019-

F01 

Ø1" UV Enhanced Al-

Coated Concave 

Mirror, f=19.0 mm 

£37.44 £37.44 

1 Thorlabs WG40530 

Ø1/2" UVFS 

Broadband Precision 

Window, Uncoated 

£45.72 £45.72 

1 Thorlabs WG41010 

Ø1" UVFS Broadband 

Precision Window, 

Uncoated, 1 mm Thick 

£60.77 £60.77 

1 Thorlabs KM200B/M 

77 mm x 77 mm 

Kinematic Platform 

Mount 

£65.73 £65.73 

1 Thorlab KM05 
Kinematic Mount for 

Ø1/2" Optics 
£28.08 £28.08 

1 Thorlabs ID8 
Standard Iris, Ø8.0 

mm max. Aperture 
£32.31 £32.31 
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1 Wescol  
Single Stage Argon 

Regulator 
£40 £40 

1 RS-Online 715-4081 

Arduino Uno 

ATmega328 MCU 

Board Rev 3 

£17.33 £17.33 

1 RS-Online 774-7068 
Clear 30m PUR Air 

Hose 
£50.85 £50.85 

1 
Mi 

Engineering 
 

Bespoke Pressure 

Chamber 

Approx 

Cost 

£200 

£200 

1 Farnell 1226886 

TSL257-LF  SENSOR, 

LIGHT-VOLTAGE 

CONVERTER 

£1.21 £1.21 

1 

Gas 

Equipment 

LTD 

 4 bar Safety Valve £6.50 £6.50 

2 

Gas 

Equipment 

LTD 

 
3/4 BSP Male Hose 

Adapter 
£4.49 £8.98 

1 RS-Online 812-5273 RS Process Ball Valve £6.21 £6.21 

1 RS-Online 506-3090 

Black Natural Rubber 

Sheet, 1000mm x 

600mm x 3mm 

£17.32 £17.32 

    Total £6480.49 
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Two 

 

 
 

Instrument Design, Build and Commissioning  

 

2.1  MI Engineering’s Initial Light Source Design 

 

Prior to the start of the project and meetings between engineers at MI, the PI 

and myself, MI Engineering had drafted a preliminary design for a plasma light 

source. The Autocad drawings for MI’s light source are shown in Figures 34 & 

35. Prior to the start of the project and meetings between engineers at MI, the 

PI and myself, MI Engineering had drafted a preliminary design for a plasma 

light source. The Autocad drawings for MI’s light source are shown in Figures 

33 &34. This design was based on publications by Borghese et al (Borghese 

and Di Palma, 2007) and Adamson and Cimolino (Adamson and Cimolino, 

1984a) and discussions that took place between MI and the PI. 
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Figures 34 and 35. Autocad drawings of MI’s proposed light source design. 
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The concept behind MI’s design is similar to plasma light sources that employ 

high pressure supersonic nozzles and vacuum chambers to generate VUV and 

EUV radiation (Bielesch et al., 1998, Bartnik et al., 2013, Hansson et al., 2001). 

Some of the problems of this technology were discussed previously in 

connection with the generation of EUV for CPU lithography. The main 

obstacles to the commercial viability of EUV technologies are: 

 

 The manufacture of suitable optics. As noted previously, very expensive 

precision mirrors are required for the optics to capture the EUV light but 

optics for use in the biologically interesting mid-UV range (200-300 nm) 

are cheap and widely available through use of aluminium coating to 

enhance reflectivity in the UV. The availability and low cost of these mirrors 

mitigates the problem of damage occurring over time through the heating 

of particular matter and the impact of high energy particles. Mirrors can 

simply be replaced if reflectivity falls. 

 The cost of the ionising laser. In EUV lithography, very high laser powers 

(>10 kW) are needed to generate the required intensities at the focal point 

(~1011 W/cm2) (Hansson et al., 2002). A laser able to do this with 10 % 

efficiency consumes an electrical power of 100 kW. This leads to further 

difficulties with the engineering of lenses capable of transmitting such high 

intensity light without thermal damage/deformation arising from 

absorption. Lasers for the production of very short wavelength light need 

to have a very high repetition rate. This is because the plasma needs to 

be excited multiple times in order to generate the ultra-high speed 

electrons needed to radiate in the EUV. The lifespan of a laser induced 

plasma is in the order of 1ms (Bindhu et al., 2004, Bindhu et al., 2003, 

Chen et al., 2000). This means that a laser must have a repetition rate of 

MHz in order to excite a plasma more than once. These high repetition 

rates are only available from very expensive mode-locked lasers that 

employ methods such as cavity dumping and electro-optic q-switching to 

obtain short high power pulses at high repetition rates. Lasers with kHz 

repetition rates have been proposed as VUV sources (Bielesch et al., 

1998) as the laser ignites the hot gas that is left over from the preceding 

pulse. If the repetition rate of a laser is high enough, the electron density 
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in the focal volume can remain at a high level. The presence of residual 

free electrons in the focal volume dramatically reduces the breakdown 

threshold and results in a much greater proportion of the pulse energy 

absorbed by the plasma. 

 

Following an examination of the drawings, it was apparent that there were 

several issues with MI’s design: 

 

 Which wavelength region was the light source intended to generate? 

Plasmas can generate both UV, visible and IR radiation simultaneously, 

due to their close approximation to a blackbody radiator. However, the 

choice of light capture optics depends upon the wavelength region of 

interest. The drawings are marked for use with an IR lens but are based 

on a design used by Borghese et al to generate VUV radiation. To 

generate IR radiation, Adamson and Cimolino did not need to employ a 

high pressure nozzle or a vacuum chamber because the IR radiation was 

not absorbed by the medium (air or argon) in which the plasma was 

formed. It may be possible to employ more than one set of optics to 

simultaneously use the plasma as a light source for more than one 

wavelength region. This would require significant changes to MI’s original 

design. 

 How would the gas jet and laser pulse be timed to coincide? The timing of 

the laser pulse to the emission of the gas from the nozzle is critical to 

obtain the optimal radiative emission from the generated plasma. If the 

laser pulse impinges on the gas too early, then a sufficient quantity of gas 

will not be in the target volume (or worse, no gas at all) to absorb a 

substantial fraction of the laser energy. If the laser impinges on the gas too 

late, reabsorption of short wavelength radiation will occur. In Borghese et 

al, a 7 ns laser was focused onto a 250 µs pulsed jet of Xenon gas. With 

these pulsed gas jet light sources, it is necessary to employ complex 

equipment to adjust the timing of both/either the laser and/or the injection 

of the gas. 

 Would MI’s design be suitable for the generation of a high vacuum inside 

the chamber? Vacuums for the generation of EUV/VUV are often in the 
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order of 10-6 Torr (Hansson et al., 2002). A good quality vacuum pump 

would need to be used to obtain this very low pressure. In addition, the 

design may need to be strengthened to accommodate such a vacuum, 

especially around windows and seals.  

 Xenon is very expensive (~£1000 per litre at atmospheric pressure). For 

testing and initial experiments it would make sense to use a much cheaper 

noble gas such as argon. 

 Would the optical elements (mirror and lens) be damaged by the 

aerodynamic shock of a laser heated, rapidly expanding gas? 

 Solarisation of the optical fibre. In MI’s design the emitted light from the 

plasma is focused onto an optical fibre port and into an optical fibre, which 

then transmits the light for use in spectrometers. High energy UV radiation 

below 260 nm causes defects in the fused silica that is often used for short 

wavelength optical fibres. This effect is known as solarisation. Over time, 

solarisation causes significant transmission losses and eventually leads to 

the fibre becoming unusable. Solarisation can be reduced by the infusion 

of hydrogen into the fibre’s silica core. However, the hydrogen will slowly 

diffuse out of the cable, eventually resulting in solarisation. It would be 

better if this light source did not employ a fibre optic cable for these 

reasons. 

 

Although it would be interesting to explore the sub-200 nm region on many 

different molecules with a broadband spectrometer, the difficulties presented 

by the construction of a device employing a high pressure nozzle and vacuum 

chamber were beyond the scope of this project. Such a design is not needed 

for the generation of light in the interesting biological range of 200-300 nm. 

Removal of the need for a plasma light source to generate light below 200 nm 

allows for a simplification of the original design and substantially reduces the 

costs involved in the construction of a prototype. The plasma no longer needs 

to be generated in a vacuum because light with wavelengths above 200 nm is 

not reabsorbed by the medium in which the plasma is formed. This removes 

the need to pulse the gas into a vacuum through a high pressure nozzle and 

with it the need for a vacuum pump and complex jet/laser pulse timing 

equipment. 
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2.2  Proposed Plasma Light Source: Concept and Design 

 

If the requirement to generate light below 200 nm is removed, then there is no 

need to pulse the gaseous medium into a vacuum through a high pressure 

nozzle. Instead, the plasma can be formed by focusing the laser pulse into a 

sealed chamber that is filled with a gaseous medium. Light emitted from the 

plasma would gain egress through a window perpendicular to the laser beam. 

It would be possible hypothetically for the chamber to have multiple windows, 

which are transparent to light of different wavelengths. In this way, the light 

source may be useful across a broad range of wavelengths from the Mid-UV 

to the IR. 

 

Based on a sealed chamber design, a plasma light source spectrometer for 

the generation of light above 200 nm would consist of 5 main components: 

 

1. A pulsed laser. 

2. Focusing optics. 

3. A sealed chamber containing the gaseous medium in which the plasma is 

formed. 

4. Optics for the capture and collimation of emitted light. 

5. A suitable detector(s) system for the measurement of a sample’s 

transmission or scattering properties. 

 

Ideally, the instrument should be able to record the absorbance and/or 

scattering characteristics of a sample as they evolve over time. Key features 

of the instrument are: 

 

1. The ability to repeatedly measure the absorbance/scattering 

characteristics of a sample over a time scale of seconds to hours. The 

repetition rate of the laser dictates the number of times a second that a 

measurement can be taken. 

2. The ability to record measurements simultaneously across a broad range 

of wavelengths. This allows for time and wavelength resolved correlation 
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spectroscopy to be used to identify patterns and relationships within sets 

of samples. 

 

The schematic diagram of the proposed plasma spectrometer is shown in 

Figure 36. The following section examines the design considerations and 

choices made for each of the components. 

 

 

 

Figure 36. A schematic of the proposed plasma spectrometer design showing the five main 

component parts. 

 

2.3  Choice of Laser for Plasma Generation 

 

For a laser to ionise a gaseous medium it must be capable of producing, when 

focused, a very high output power (>1010 Wcm-2 for air). Only pulsed lasers, 

rather than continuous wave lasers, are able to generate focused powers of 

this magnitude. In pulsed laser operation, the energy stored in the laser cavity 

is released in a very short (in the order of nanoseconds or less), very intense 

pulse, sufficient to ionise air and other gases.  
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Pulsed laser operation is achieved by a variety of methods. The most common 

types are mode locked and Q-switched lasers. Mode-locking is the act of fixing 

the phase relationships between the resonating modes in the laser cavity. Very 

bright pulses of light can be obtained by fixing the phase between modes in 

such a way as to cause them to constructively interfere in a periodic manner. 

Mode locked lasers are capable of producing femtosecond or even picosecond 

pulses.  Mode-locked lasers are often expensive due to the non-trivial task of 

fixing the phase of the cavity modes, at repetition rates often in the MHz range, 

with pulse energies in the mJ range. It is especially difficult to combine high 

repetition rate with high pulse energy. Higher pulse energies from mode locked 

lasers can be obtained by amplifying pulses at a lower repetition rate using a 

regenerative amplifier but this introduces added complexity and expense. 

  

The phenomenon of laser induced breakdown of gases was first reported 

using a Q-switched laser (Maker et al., 1964). Q-switched lasers can be 

obtained much more cheaply than mode locked lasers and allow for much 

higher pulse energies (~1J), although at the expense of longer pulse durations 

(~ns) and lower repetition rates (~Hz). For the manufacture of a prototype 

plasma spectrometer it was not necessary to use a mode-locked laser with a 

very short pulse duration and high repetition rate. A Q-switched laser with a 

repetition rate of a few Hz, but with high pulse energies could be used to keep 

down the costs of a prototype. However, due to the low pulse rate, a LIP 

generated by the Q-switched laser will not be excited multiple times by the 

laser. This will lead to reduced plasma temperatures with the consequence 

that the emission will not be as intense or short in wavelength. A more 

expensive laser mode locked laser can be acquired at a later stage to upgrade 

the light source to provide higher intensity, shorter wavelength light.  For a 

proof of concept prototype design a Q-switch laser will be used to keep within 

the budget of this project.  

 

Q-switched lasers are pumped by very intense but low repetition rate pulsed 

sources such as flashlamps but, pulsed photodiodes are becoming more 

common for pumping Q-switched lasers with advances in technology and cost 

of these semiconductor devices. Q-switching a laser is achieved by placing an 
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attenuator inside the laser cavity. This is equivalent to heavily damping an 

oscillator so that it has a low quality or Q factor. The attenuator prevents light 

that leaves the gain medium from returning, thereby preventing feedback and 

subsequent resonant lasing action via stimulated emission. This allows the 

energy stored in the gain medium, in the form of electrons in high states, to 

build up as the medium is pumped. At the point of maximum energy storage, 

known as gain saturation, the attenuator is switched off. This is equivalent to 

removing the damping force from an oscillator so that it now has a high Q 

factor, hence the term Q-switching. Light emitted from the medium via 

spontaneous emission can now be reflected back from the high reflector and 

through the lasing medium, allowing feedback and resonant amplification via 

stimulated emission to occur. The components of a Q-switched Nd:YAG laser 

are shown in Figure 37. 

 

 

 

Figure 37. The main components within a Q-switched laser. The flashlamp excites the 

Nd:YAG crystal causing spontaneous emission to occur. At the point of population 

inversion, the Q-switch is saturated and transparent. This allows light to reflect back 

through the Nd:YAG crystal from the high reflector causing stimulated emission and 

lasing to occur.   

 

Q-switching ensures that lasing only takes place when the electrons in the 

lasing medium are at maximum population inversion. By using a medium such 

as solid state ND:YAG whose lasing atoms (in this case Neodymium atoms) 

have a large stimulated emission cross section of interaction (in other words a 
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high gain medium), the sudden change in Q-factor of the cavity produces a 

very intense pulse of coherent light.  

 

Q-switching can be done both “actively” and “passively”. Active Q switches are 

externally controllable mechanical devices such as a chopper wheel, or 

electronic devices, such as a Pockle’s cell. Electronically controlled active Q-

switches generally allow for better control and faster switching from low to high 

Q, but are often much more expensive than mechanical devices or passive Q-

switches. A Passive Q-switch is usually a material that is a saturable absorber 

of light at the lasing wavelength. A saturable absorber is absorbent until the 

light intensity reaches some threshold value, usually proportional to the width 

of the absorbent material, at which point the absorber is saturated and 

becomes transmissive. Suitable saturable absorbers can be dyes, 

semiconductor materials or ion doped crystals. The doped crystal Cr:YAG is 

commonly used as the passive Q-switch in Nd:YAG lasers as it is a saturable 

absorber at the lasing wavelength: 1064 nm. It has a recovery time of 8 ns 

from fully transmissive to fully absorbent after an impinging light beam has 

been turned off. 

 

Solid state Q-switched lasers such as the Nd:YAG are routinely employed to 

generate plasmas in the technique of LIBS, used to determine the elemental 

composition of a compound. In LIBS, a sample (often in the solid state but can 

also be liquid or gaseous) is heated to a plasma state by a focused pulse of 

laser energy. The light emitted from the plasma is then analysed by a 

spectrograph. The spectrum obtained is the sum of two components: the 

continuous bremsstrahlung emission from the thermal unbound electrons 

within the plasma and line emission obtained from the transitions of electrons 

between bound states. The line emission spectrum is characteristic of the 

elemental composition of the sample and can be deconvoluted to determine 

the relative proportions of each element present in the sample  

 

In LIBS, the laser and optics are optimised to reduce the amount of continuous 

background emission, as this masks the line emission spectrum. The intensity 

of the background spectrum is temperature dependant via the Stefan-
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Boltzmann law and is independent of sample composition. By applying the 

minimum amount of energy to a sample that is required to achieve a plasma 

state, the amount of energy is available for bremsstrahlung absorption (and 

subsequent blackbody radiation) by free thermal electrons is also minimised. 

Applying the minimum laser power required to ionise to a sample maximises 

the line emission to continuum emission ratio. For a plasma to be used as a 

broadband light source it is the continuum emission that needs to be 

maximised and the line emission that needs to be attenuated. One simple way 

to achieve this is to apply the maximum possible amount of energy during 

plasma generation. In this way, more energy is available for thermally heating 

the free electrons that are present in the plasma. This leads to an increase in 

plasma temperature and more intense continuum emission. The line emission 

spectra of the medium in which the plasma is generated will always be present 

but, as the temperature of the plasma increases, the line emission to 

continuum emission ratio becomes smaller. 

 

Q-switched lasers are routinely used for tattoo removal. Tattoos consist of 

pigment particles embedded in the dermis of the skin. These particles are too 

large to be removed by the body’s normal regeneration processes. By applying 

short but powerful pulses of light at the absorption wavelengths of the pigment, 

the particles rapidly heat up and fragment, allowing them to be removed from 

the body. The most commonly used laser for the removal of tattoos is also the 

Q-switched Nd:YAG laser emitting at 1064 nm. At this wavelength, melanin 

and haemoglobin are poor absorbers and so this laser is often the laser of 

choice for tattoo removal. Nd:YAG lasers are also one of the most commonly 

used lasers in many publications concerning laser induced plasmas (Davis et 

al., 1991, Harilal, 2004, Sircar et al., 1996). Owing to its use in tattoo removal, 

Q-switched Nd:YAG laser machines are widely available and relatively cheap. 

The manufacturers state that these lasers are able to output a 6 mm wide 

beam of up to 1 J in 9 ns. These lasers are economical but are powerful enough 

to generate laser induced plasmas in air. They also come supplied with a 

frequency doubling crystal to convert a fraction of the beam to 532 nm. This is 

useful for visualisation of the beam. As of 2013/14, tattoo removal machines 

manufactured in China are available for around £1000. Quotations obtained 



119 
 

from manufacturers of Q-switched Nd:YAG lasers for use in scientific research 

were much more expensive. For the manufacture of a prototype device it was 

decided to purchase and modify a tattoo removal machine. The tattoo removal 

machine that was purchased was the ML-LASER-YB5 Nd:YAG Laser 

Treatment System from Wei Fang Ming Liang Electronics Company Ltd. 

(Figure 38).  

 

Figure 38. The tattoo removal machine showing the housing for the electronics and water 

pump. The foot pedal and laser gun are on the right. 

 

The manufacturer states that the specifications of the laser are: 

 

Laser Type:   Q-switched Nd:YAG 

Laser Wavelength: λ=1064 and 532 nm 

Max Energy: 800 mJ 

Pulse Width: <10 ns 

Pulse Repetition Frequency: 1-6 Hz 

Laser Spot diameter: 3 mm 

Power Supply: 220 V, 50 Hz, 6 A 

Environment Temperature: 5-40 °C 

Relative Humidity: ≤ 70 % 
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Cooling System: Water cooled with airflow cooling 

 

The machine consists of a large plastic housing that is connected via a tube to 

a hand held “gun” that contains the laser cavity (Figure 39). The large plastic 

housing contains the laser pumping electronics, as well as a water pump for 

the cooling system. A digital control panel on the front of the housing allows 

adjustment of the pulse energy and the repetition rate, and also displays a 

readout of the water temperature as well as the number of pulses administered 

during the session. The tube joining the gun to the main housing contains the 

live and ground wires to trigger the laser pumping flash lamp inside the gun 

and also inlet and outlet tubes to circulate the water. The machine is switched 

on by a key and fired by the depression of the foot pedal switch. 

 

 

Figure 39. The handheld laser “gun” and its internal components. 

 

Inside the handheld “gun” are the main components of the laser (Figure 39). 

This instrument utilises a passive Q-switch in the form of a small crystal of 

Cr:YAG cut to the right length to allow lasing at the point of maximum 

population inversion. The lasing medium is 10 cm, 6 mm diameter rod of 

Nd:YAG crystal. This is a crystal of Yttrium Aluminium Garnet doped with 

around 1 % trivalent Neodymium or Nd3+. It is the Neodymium atoms that are 

excited by the pumping flashlamp and provide the lasing activity of the crystal. 

The excitation of the Neodymium atoms by the flash lamp and their subsequent 

de-excitation is a four level system (Figure 40). 
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Figure 40. The energy level diagram of Neodymium atoms in an Nd:YAG laser. Optical 

pumping from E1 to E4 is achieved through the absorption of photons emitted from the 

flashlamp. Non-radiative transitions lose energy through the thermal heating of the Nd:YAG 

crystal. 

  

Pumping the crystal via the flashlamp excites electrons in the E1 orbital to the 

E4 orbitals. Stimulated emission occurs at 1064 nm and is the fundamental 

mode of the laser. In Nd3+ other emission lines occur 946, 1123, 1319, 1338, 

1415 and 1444 nm but these are very weak compared to the fundamental 

transition at 1064 nm and can be ignored. The non-radiative transitions from 

E4 to E3 and from E2 to E1, lose energy via thermal heating of the laser rod. 

For this reason, the Nd:YAG crystal heats up during laser operation. Excessive 

heating results in warping, possible damage to the crystal and thermal lensing 

of the laser light (Koechner, 1970). To cool the lasing crystal, the instrument 

must be filled to the required level with deionised water that circulates around 

the crystal and flash lamp. Water flowing around the flash lamp prolongs its 

lifetime. To prevent damage to the laser, the machine automatically shuts off 

if the water temperature exceeds 50°C. 
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The efficiency, more specifically the gain (amplification by stimulated emission 

per unit length) of the laser, is sensitive to temperature. This is because the 

rate of non-radiative transitions is temperature dependant. Stimulated 

emission from E3 to E2 can occur only if there is an orbital available to receive 

the electron.  The population of the energy level E2 must therefore be 

maintained at a low level in order for a high rate of stimulated emission from 

E3 to E2 to occur. If the temperature of the lasing crystal increases, the rate of 

non-radiative transitions from E2 to E1 decreases, leading to an increase in the 

population of E2 and a subsequent reduction in the rate of stimulated emission 

from E3 to E2. This decrease in the likelihood of stimulated emission can be 

modelled as a decrease in the stimulated emission cross section of the 

Neodymium atoms (Figure 41). At high temperatures (>40°C), when using a 

frequency doubler and concave lens to visualise the beam, it was noticed that 

the centre of the beam darkens, indicating a loss of lasing activity along the 

central axis of the crystal. It is thought that this is due to the lack of adequate 

cooling within the crystal and the subsequent overpopulation of the E2 energy 

level, preventing emission from the E3 level. It is therefore important to ensure 

that the cooling water is not overheating and is circulating sufficiently to 

maintain a high laser output and prevent damage to the crystal. 

 

 

Figure 41. Peak effective stimulated emission cross section at λ=1064nm of 1% Nd:YAG as 

a function of temperature. The dashed line is a linear fit that gives σeff = (2.35-3.7×10-3T) × 

10-19 cm2 where T is in °C. Reproduced from (Rapaport et al., 2002). 
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It is interesting to note that, unlike most conventional lasers, this laser does 

not possess an optical coupler. An optical coupler is a semi-reflective mirror 

which allows some of the lasing light to exit the cavity as the beam, but also 

reflects light back through the crystal. In most lasers, an optical coupler 

increases the path length of light passing through the gain medium by 

providing feedback in the form of an optical cavity. The absence of an optical 

coupler prevents standing wave formation in the optical cavity between the 

high reflector and the optical coupler. In this Nd:YAG laser, an increase in path 

length is not required due to the large cross section of interaction of 

Neodymium atoms and the resultant high gain. Light at 1064nm only requires 

one pass though the Nd:YAG crystal in order for stimulated emission of the 

vast majority of Neodymium atoms and for high intensity lasing to occur. In 

fact, the addition of an optical coupler probably leads to a reduction in the peak 

emitted power, due to a broadening of the pulse length, reabsorption of laser 

light due to excitation from the E2 to E3 energy levels and thermal losses due 

to imperfections in the mirrors. The absence of an optical coupler also prevents 

higher modes from forming in the optical cavity with the result that, unless a 

frequency multiplier is used, only the fundamental mode at 1064 nm is emitted 

from the laser. 

 

The most important parameter of the laser for the generation of plasmas is the 

pulse peak power. The pulse peak power must be large enough to obtain the 

required threshold intensity for breakdown. The peak power P of a pulsed laser 

can be calculated from pulse duration τ and the total energy in the pulse E. 

The pulse duration is defined as the FWHM time of one pulse. If a Gaussian 

shaped pulse is assumed: 

 

𝑃𝑒𝑎𝑘 𝑝𝑜𝑤𝑒𝑟 ≈ 0.94
𝐸

𝜏
        𝑬𝒒𝒖𝒂𝒕𝒊𝒐𝒏 𝟏𝟓 

 

If the pulse is not Gaussian, the factor of 0.94 needs to be adjusted. The 

greater the pulse peak power the greater the intensity obtained at the focal 

point of the focusing lens. The peak pulse power in combination with the focal 
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length of the lens and the laser beam diameter can be used to calculate the 

intensity at the focal point (see next section). 

 

To determine pulse peak power of the Chinese tattoo removal laser, the pulse 

energy and the pulse width were both measured. The pulse width was 

measured with a Thorlabs DET10A silicon photodiode, rise time 1 ns, and a 

Tektronix TDS3032 digital oscilloscope with 300 MHz bandwidth (yielding a 

rise time of ~1 ns). The measured pulse width was 11.5 ns. The laser pulse 

energy was measured with a Molectron EM400 digital joulemeter equipped 

with a J25 probe. The measured pulse energy was 280 mj. This gives a peak 

power of 2.289 × 107 W. 

 

It is obvious that using the laser at its maximum power, maximises the peak 

power and improves the likelihood of breakdown occurring. The effect of 

increasing the laser power also increases the resulting plasma’s electron 

temperatures and densities as can be seen in Figure 42. The position of the 

plasma also shifts towards the direction of the incoming beam as laser power 

is increased. It follows from Figure 42 that the location along the optical axis of 

highest plasma emission is likely to be slightly closer to the focusing lens than 

exactly at the focal point.  
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Figure 42. Electron temperature and density dependence on laser pulse energy. The 

plasma is created with a frequency doubled Nd:YAG laser at 532 nm with a pulse width of 8 

ns in argon at 1 atm. The lens has a focal length of 75 mm. The zero position on the x axis 

corresponds to the focal length with the negative positions closer to the focusing lens. 

Reproduced from (Harilal, 2004). 

 

2.4  Focusing Optics for the Generation of Laser Induced Plasma 

 

The tattoo removal machine is supplied with two different adaptors, intended 

for the removal of different coloured inks from skin. The first consists of a 10 

cm focal length plano-convex lens with an anti–reflective coating at 1064 nm. 

The second consists of a frequency doubling crystal followed by a 10 cm focal 

length plano-convex lens with an anti-reflective at 532 nm. The frequency 

doubler (a crystal of Lithium triborate (LiB3O5), converts some of the emitted 

1064nm laser light to 532 nm, enabling it to be seen by the naked eye. Using 

these adaptors in air, plasmas were not formed at the focal point, although 

erratic plasmas were observed at various points along the beam. These erratic 

plasmas were likely to have been caused by the laser light impinging upon 

dust present in the air, causing local heating and ionisation. It was therefore 

necessary to identify optics better suited to the reliable production of plasmas. 

 

To be of practical use as a spectroscopic light source, a laser induced plasma 

must possess the following properties. From these, practical considerations 

can also be derived: 
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1. Reliable plasma formation per laser pulse. Because laser induced plasmas 

are pulsed light sources, spectra can only be recorded during the interval 

of the pulse. Over a period of time, many spectra will be recorded which 

can then be analysed to yield useful physical information such as how the 

transmission/absorbance changes over time. If during a pulse the laser 

fires but does not induce a plasma in the medium, a blank spectrum will 

be recorded which will contain only noise and no useful information. During 

the analysis, the presence of blank spectra may cause problems. It is 

possible to remove blank spectra using a checking algorithm or for the user 

to do it manually, but this complicates the analysis and leads to incomplete 

data sets. It would be much better if blank frames were not generated by 

choosing the best possible setup for reliable plasma production. 

2. The plasma emission needs to be above a certain minimum intensity. If 

the light emitted from the plasma is to be collimated, split using a beam 

splitter, passed through a sample and recorded across a broad range of 

wavelengths, the light intensity should not be too low so that a good SNRs 

can be maintained. If the emission intensity is too high, the light can always 

be attenuated by adjusting the collection and collimation optics. It is 

therefore necessary to try to generate as bright a plasma as possible. 

3. The plasma should be induced at the same location during each pulse. 

During the initial testing of laser focusing optics, it was noticed that at low 

laser power and/or longer focal length lenses, plasmas were being 

produced along the beam with high positional variance. It was thought that 

this is due to the fact that the intensity at the focal point is too low to induce 

plasmas in clean air but high enough to induce plasmas by heating dust 

particles that are present in the beam. Other investigators have noticed a 

reduction in the required intensity to induce plasmas if dust particles are 

present in the beam (Lencioni, 1974, Lencioni, 1973). This mechanism of 

plasma production is not useful for a light source because it is impossible 

to collimate light from sources that are continually changing location 

between pulses. By reliably inducing plasmas at the same location for 

each pulse, the collimation of emitted light is not only greatly simplified but, 

the attainable intensity of the collimated beam should be maximised 

because light from the hottest part of the plasma can be captured. 
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The plasma that forms upon reaching the breakdown threshold is opaque to 

laser light, due to inverse bremsstrahlung absorbance by free electrons. In a 

laser pulse that is intense enough to induce breakdown, approximately 90% of 

the energy in the pulse is absorbed by the plasma with around 10% being 

transmitted straight through (Chen et al., 2000). The opacity of the plasma to 

the impinging laser produces localised heating at the surface of the plasma, 

resulting in the expansion of the plasma in the direction of the incoming laser 

beam (Hanafi et al., 2000). As was noted from Figure 42, as the laser power 

increases, breakdown occurs at a distance along the optical axis closer to the 

focusing lens than the focal length. The growth of the plasma spark may be an 

important factor to take into account when designing an optical setup for the 

capture of the emitted light because the plasma may not necessarily be 

spherical and the most intense emission may not necessarily be at the focal 

point. 

 

In order to meet the above criterion for a laser induced plasma spectrometer, 

it is necessary to reliably generate a minimum intensity of light at the focal point 

of the lens. This minimum intensity is known as the breakdown threshold 

intensity. The value of the breakdown threshold (in SI units of Js-1m-2), in 

different media and under various conditions, depends on several factors. 

Some of these factors are identified and discussed in the next chapter.  

 

Breakdown thresholds are determined experimentally, using the peak pulse 

power found using Equation 15, and from the diameter of the beam at the focal 

point, using the Raleigh criterion for the resolving power of a diffraction limited 

lens: 

 

𝐷1 ≈ 1.22𝜆
𝑓

𝐷2
    𝑬𝒒𝒖𝒂𝒕𝒊𝒐𝒏 𝟏𝟔 

 

D1 is the diameter of the beam at the focal point, f is the focal length, λ is the 

laser wavelength and D2 is the diameter of the laser beam before focusing 

(Singh and Khakur, 2007). The beam is assumed to have a Gaussian profile 

with D2 measured at the point of 1/e2 of the peak intensity. Equation 16 shows 



128 
 

that it is impossible to focus a beam to an infinite point and also that shorter 

focal length lenses and wider initial beam diameters produce smaller 

diameters at the focal point. Therefore, by employing short focal length lenses 

and lasers with wide beams (and/or beam expanding optics), greater light 

intensities can be produced at the focal point. 

  

The intensity obtained at the focal point is calculated from: 

 

𝐼𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦 𝑎𝑡 𝑓𝑜𝑐𝑎𝑙 𝑝𝑜𝑖𝑛𝑡 𝐼 =
𝑃𝑒𝑎𝑘 𝑃𝑢𝑙𝑠𝑒 𝑃𝑜𝑤𝑒𝑟 𝑎𝑡 𝐵𝑟𝑒𝑎𝑘𝑑𝑜𝑤𝑛

𝐴𝑟𝑒𝑎 𝑜𝑓 𝐵𝑒𝑎𝑚 𝑎𝑡 𝐹𝑜𝑐𝑎𝑙 𝑃𝑜𝑖𝑛𝑡
=

𝑃

𝜋 (
𝐷1

2 )
2

=
2.527𝐸

𝜋𝜏
(
𝐷2

𝜆𝑓
)
2

        𝐸𝑞𝑢𝑎𝑡𝑖𝑜𝑛 17 

 

The above equation shows that the maximum intensity is inversely proportional 

to the square of the focusing lens focal length and is proportional to the square 

of the beam diameter before focusing. It is somewhat counter intuitively that a 

wider beam can be focused through a smaller area at the focal point. 

Therefore, the intensity obtained at the focal point can be maximised by using 

a short a focal length lens and by expanding the beam if possible, using a 

beam expander, before focusing. 

 

If the breakdown threshold is known, as well as the pulse energy, pulse width 

and beam diameter, the above equation can be rearranged to calculate the 

longest focal length lens that is needed to obtain the required intensity. The 

breakdown threshold at 1064 nm for air at atmospheric pressure is 

approximately 1012 Wcm-2 (Lencioni, 1974). The tattoo removal laser has a 

pulse energy of 280 mJ, a pulse width of 11.5 ns of 2.289 × 107 W and a beam 

width of 3 mm: 

 

𝑓 =
𝐷2

𝜆
√

2.527𝐸

𝐼𝜋𝜏
=

0.003

1064 × 10−9
√

2.527 × 0.28

𝜋 × 1016 × 11.5 × 10−9
= 12.5𝑐𝑚 

Therefore, by employing lenses with focal lenses of a few centimetres, the 

required intensity at the focal point should be obtained. However, the 10 cm 
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lenses supplied with the machine for the purpose of tattoo removal do not 

reliably induce plasma in air at the focal point. Small intermittent plasmas are 

observed at various points along the beam. It is probable that other factors, 

such as the practicalities of lens alignment and other factors that are discussed 

in the next chapter, reduce the irradiance at the focal point. 

 

Lenses for use with pulsed Nd:YAG lasers need to be made of a material that 

has a high transmission at 1064nm. Optics for pulsed laser focusing also need 

to have a high damage threshold. At very high intensities, lens material can 

undergo dielectric breakdown. Two materials that are relatively cheap and 

have a high transmission at 1064nm are N-SF11 and N-BK7. If a more durable 

lens that has a higher breakdown intensity is required, UV fused silica can be 

used. UV fused silica is a more expensive but a more durable lens material. 

The transmission properties of these lens materials is shown in Figure 43. 

 

 

Figure 43. The transmission properties of UV fused silica, N-BK7 and N-SF11. Source: 

www.Thorlabs.com  

 

From Equation 17, it can also be seen that expanding the beam before 

focusing (increasing D2 in the above equations) will reduce the cross sectional 

area at the waist of the beam, therefore increasing the irradiance at the focal 

point. If beam expanding optics were used, they would need to take the form 

of a Galilean beam expander (shown in Figure 44). In a Galilean expander, the 

light beam is expanded by passing it through concave lens, before collimation 

and focusing by two larger convex lenses. A Kaplerian beam expander cannot 

be used as the laser light is focused to a point before it is expanded, causing 

premature plasma generation in the expander. Beam expanding optics offer 

the possibility of one or two orders of magnitude higher focal intensities but 

add expense and complexity to the prototype. If plasmas can be reliably 
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induced using a single lens, beam expanding optics will not be required. In 

practice, the theoretically intensities obtainable using beam expanders are 

extremely difficult to produce. Lenses are not perfectly transmissive and may 

be imperfectly aligned or suffer from aberrations, leading to losses in intensity 

that become significant as more lenses are employed. 

 

 

Figure 44. Galilean and Kaplerian beam expanders. The Galilean design uses a concave 

lens to expand the beam. The Kaplerian design uses a convex lens to expand the beam but 

is unsuitable for use with pulsed lasers. 

 

It was clear from Equation 17 that the simplest way to achieve a high irradiance 

at the focal point was to use as short a focal length lens as possible. A 2 cm 

focal length lens (Thorlabs LA4647, UV Fused silica plano-convex lens, 

diameter 12.5mm) was finally chosen to focus the laser. This lens was found 

to be the most reliable at generating plasmas compared to lenses of longer 

focal lengths. The results of lens testing and can be found in the next chapter. 
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2.5  Optics for the Capture and Collimation of Laser Induced 

Plasma Light 

 

Light emitted from a spectroscopic light source must be captured and 

collimated into a beam before it is passed through a sample. A collimated 

beam is much easier to manipulate wit, beam expanding/contracting optics 

and other optical components. Ideally, the beam must be perfectly collimated 

(perfectly parallel rays with no divergence) so that the rays in the beam all pass 

through a sample at the same angle. Beam collimation can be achieved with 

a variety of different optical arrangements but generally consist of a parabolic 

mirror or plano-convex lens with the light source or an image of the light source 

at its focus (Figure 45). Plano-convex lenses are designed to focus parallel 

rays to a point and visa-versa. Light from the point source (image or real) is 

bent by the mirror or lens to create a parallel beam which replicates the light 

emitted from a source at infinity with no parallax.    

 

Figure 45. The two types of common optical collimator. 

 

The simple reflector or lens collimators in Figure 45 work well as long as the 

light is emitted from a point source. It is actually only possible to perfectly 

collimate light from a point source but in practice, no light source is a point 

source, as all sources emit from a surface that have some dimension(s) of size. 

For a laser induced plasma in air this size is in the millimetre range. Assuming 

the plasma to be approximately spherical, light from the top of the source will 

take a different route to light from the bottom of the source with the effect that 
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these rays will not be parallel as they emerge from the collimating lens or mirror 

(Figure 46). 

 

Figure 46. The effect of attempting to collimate a non-point light source. The rays from the 

top of the source travel along a different path to rays from the bottom of the source. The 

result is that non parallel rays emerge from the collimating lens. 

 

The solution (compromise) is to focus the light emitted from the plasma through 

a small pinhole size aperture. This simulates a point source, the light emitted 

from which can easily be collimated. Passing the light through a pinhole is 

achieved by focusing the (roughly) parallel rays onto a pinhole placed at the 

focal point of the focusing lens. A real, inverted and smaller image of the 

plasma is formed at the pinhole. The position of the pinhole is then adjusted in 

the directions perpendicular to the optical axis so that brightest part of the 

image of the plasma passes through the hole. Possible arrangements for 

pinhole collimators are shown in Figure 47.  
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Figure 47. Possible optical arrangements for the capture and collimation of light emitted from 

a plasma. Both arrangements contain either a collector mirror or lens for light capture and a 

pinhole collimator. An image of the plasma is formed at the position of the pinhole. By adjusting 

the position of the pinhole so that the brightest part of the image falls on the hole, the maximum 

amount of light can be collimated. 

 

Following collection, the light rays entering Lens 1 in Figure 47 are parallel, 

replicating the rays emitted from an object at infinity. These parallel rays, when 

focused through a convex lens, form a real inverted image of the object at the 

focal point of the lens. By positioning a pinhole at the brightest part of the 

image, the greatest amount of light passes through. Rays that are not parallel 

to the optical axis before entering Lens 1 are not focused onto the pinhole and 

so are blocked. A larger diameter pinhole allows more light to pass through but 

also allows more un-collimated light to pass. The size of the pinhole is 

therefore a compromise between beam collimation and intensity. The pinhole 

that is used in the collimator is a Thorlabs ID8/M aperture with an adjustable 

hole size of between 1-8 mm. The testing of optical arrangements used 
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commercially available optical elements that were mounted on an anodised 

aluminium optical breadboard with a grid of M6 threaded holes every 2.5cm 

 Initial testing with both types of collector in Figure 47 found that it was much 

easier to adjust a parabolic mirror, so that the plasma was at the focal point, 

rather than a plano-convex lens. A circle of reflected light from the mirror can 

be seen by placing a piece of paper in front of Lens 1. The circle of light should 

be the same diameter as the mirror (25.4 mm) if the plasma is at the focal point 

of the mirror. The mirror can be relatively easily adjusted so that reflected light 

was roughly parallel before passing through the Lens 1 and focusing at the 

pinhole. The relative ease with which a parabolic mirror collector could be 

adjusted was the major reason why a parabolic collector was preferred over 

lens collection. 

 

 

Figure 48. A diagram of the angle subtended by the Thorlabs CM254-019-F01 parabolic 

mirror. The angle θ is 𝑎𝑟𝑐𝑡𝑎𝑛
12.7

19
= 0.59 𝑟𝑎𝑑𝑖𝑎𝑛𝑠. 

 

To capture the maximum amount of light possible, the parabolic mirror needed 

to subtend the maximum solid angle possible from the centre of the plasma, 

when the plasma is at the focal point of the mirror (Figure 48). The subtended 

angle of several mirrors were investigated and the most suitable one with the 

largest subtended angle (of 0.59 radians) was identified as the Thorlabs 

CM254-019-F01, which is a 1 inch diameter parabolic aluminium mirror with a 

focal length of 19 mm. This mirror is coated to enhance its reflectivity below 

450 nm (Figure 49). Figure 50 shows the plasma at the focal points of the laser 

focusing plano-convex lens and the parabolic collimating mirror. 
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Figure 49. The reflective characteristics of the CM254-019-F01 parabolic lens. Reproduced 

from www.Thorlabs.com. 

 

Figure 50. A laser induced plasma at the focal points of the focusing lens and the parabolic 

capture mirror. 

http://www.thorlabs.com/
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The plano-convex lenses in the collimator needed to be the same diameter as 

the parabolic mirror (25.4 mm). The lenses also needed to be of the shortest 

possible focal length so that the smallest possible image could be focused at 

the position of the pinhole. By forming a very small image of the plasma at the 

pinhole, the maximum amount of light emitted from the plasma can be 

collimated. The size of an image formed at the focal point by an object at infinity 

is proportional to the focal length of the lens. The shortest focal length lens 

available with a 25.4 mm diameter is the Thorlabs LA4052 UV fused silica 

plano-convex lens with a focal length of 35 mm. Two of these lenses facing in 

opposite directions were used in the pinhole collimator. 

 

For light detection and analysis, a Thorlabs CCS200 spectrometer was used. 

This spectrometer, by far the most expensive piece of equipment used in this 

project (cost £2000, August 2012), was able to measure and record the 

intensity of light, as a function of wavelength, between 200 and 1000 nm. The 

spectrometer records (integrates) the intensity of light, at a particular 

wavelength, within a time interval set by the experimenter. The intensity at any 

wavelength is then output as a value between zero and one. The intensities 

are output to the screen to show spectra in real time and/or output as a .csv 

file. The absolute intensities (in Wm-2 per unit wavelength) measured by the 

spectrometer are difficult to determine but for absorbance measurements it is 

not necessary to determine the absolute spectral intensities. To determine the 

absorbance of a sample, only the relative intensities before and after the 

sample need to be known. 

 

In normal operating mode, the spectrometer records the intensities of 

consecutive time intervals or triggered time intervals. The trigger is provided 

by a 5V input pulse through a BNC cable and connector. The ability to trigger 

the spectrometer is essential for the recording of intensities from pulsed light 

sources. The specifications of the spectrometer are: 

 

Wavelength Range: 200-1000 nm 

Spectral Resolution: <2 nm FWHM at λ=633 nm 

Slit Size: 20µm × 2 mm 
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Grating: 600 lines/mm, 800 mm Blaze 

CCD Pixel Number: 3648 

CCD Resolution: 6 px/nm 

Integration Time: 10 µs – 10 s 

Max Scan Rate: 200 Scans/s 

S/N Ratio: ≤2000:1 

External Trigger Connector: SMA 905 

Trigger Input: SMB 

Trigger Signal: TTL 

Trigger Max Frequency: 100 Hz 

Minimum Trigger Pulse Length: 0.5 µs 

Trigger Delay: 8.125 µs ± 125 ns 

 

The light input to the spectrometer was via an optic fibre (Thorlabs BFH22-

200-030-SMA-1M 1 m SMA MMF Patch cable, 200 µm/0.22 NA). The other 

end of the fibre is coupled to a fibre port on an optical post that is positioned 

in-line with the collimated beam. The collimated beam was much wider than 

the width of the optical fibre port and so a short focal length plano-convex lens 

(Thorlabs LA4936 UV fused silica plano-convex lens, diameter 12.6 mm, focal 

length 30 mm) was used to focus the beam onto the port. These optics are 

shown in Figure 51. 

 

Figure 51. A schematic diagram of the optical apparatus for the capture, collimation and 

analysis of plasma light. 

 

The intensity of light entering the spectrometer can be intensified or attenuated 

by adjusting the distance of the fibre port from its focusing lens. Adjusting the 
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position of the optical port relative to the focusing lens was the main method 

by which the intensity was adjusted to within the working range of the 

spectrometer. Modern broadband detectors (often a grating with a CCD array 

detector) have a maximum intensity that can be read by a pixel in the CCD. If 

the intensity at a particular wavelength is too high for the detector (too many 

photons hitting the pixel within the integration time set by the user), the 

spectrometer records the intensity as the maximum value of one. If the true 

value of the intensity is greater than 1, any measurements and calculations at 

this wavelength will be incorrect. This loss of correct intensity values leads to 

large errors in later calculations of sample absorbance. Too little light and the 

signal to noise ratio of the data is affected. Therefore, the position of the fibre 

optic port must be set so that the intensity is not too high or low. The aim of 

adjusting the position of the fibre port was to maximise the total spectral power 

without overloading the CCD. This can be difficult if strong line emission is 

present.   

 

The focusing lens must be positioned first before the location of the optical port 

is set. The distance from the second collimator lens to the fibre port focusing 

lens must be maximised for the beam to be as parallel as possible between 

these components. In practice, this distance was dictated by the length of the 

optical breadboard, as all of the optical components in Figure 51 must fit on 

the breadboard. Once all of the components were positioned approximately, 

the second collimator lens was adjusted so that an image of the pinhole was 

formed at the fibre port focusing lens. This image was observed by placing a 

piece of white paper over the lens. When focused, the image of the pinhole 

was slightly smaller than the diameter of the focusing lens (~6 mm). The 

position of the optical fibre port was then adjusted so that the intensity of light 

entering the port was within the working range of the spectrometer. 
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Figure 52. The spectrum of a laser induced plasma in air at atmospheric pressure fitted with 

an approximate blackbody curve. The wavelength of maximum intensity is approximately 

520 nm. 

  

Using the optical arrangement shown in Figure 51, the spectrum of a laser 

induced plasma in air at atmospheric pressure was recorded (Figure 52). An 

approximate blackbody emission curve is drawn under the spectrum. Using 

Wien’s law, the approximate temperature of the plasma can be deduced from 

the wavelength of the maximum intensity: 

 

𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒 =
𝑏

𝜆𝑚𝑎𝑥
=

2.897 × 10−3

520 × 10−9
= 5571 𝐾 

 

In order to determine the absorbance of a sample using the collimated 

broadband light it was necessary to use sample the beam using a broadband 

beam splitter. Two spectrometers are necessary to determine absorbance with 

a light source that is changing in intensity.  One spectrometer was used to 

sample the intensity of the beam as a function of wavelength, the other 

spectrometer was used to record the intensity of the beam after it has passed 

though the sample. From this data, the intensities of the beam, as a function 
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of wavelength, before and after the sample can be determined and from these 

intensities, the absorbance/turbidity of the sample, as a function of wavelength, 

can be calculated. Exactly how this is done is discussed in the next section. 

 

The beam was sampled using a broadband non-polarising beam splitter 

(Thorlabs BSW26 50/50 beam splitter, 25.4 mm diameter, 350-1100 nm). A 

diagram of the instrument for measuring the absorbance of a sample is shown 

in Figure 53. 

 

 

 
Figure 53. A diagram of the spectrometer for measuring the absorbance/turbidity of time 

varying samples. 

 

A sample to be measured is loaded into a 10×10 mm, 50 µL volume quartz 

crystal cuvette. Light enters the cuvette through a 2.2 × 2.2 mm window and 

has a path length through the sample of 10 mm. Although the sample cuvette 

has a sample volume of 50 µL in the path volume of the light, a minimum 

sample volume of 150 µL was required for the beam to pass cleanly along the 

path without encountering bubbles. 
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Figure 54. The complete optics showing the collimation optics (right), the beam splitter and 

optical fibre ports with beam focusing optics (left). 

 

2.6  Sealed Chamber Design and Construction 

 

By changing the gaseous medium in which the plasma is formed, the emission 

may be more intense and shifted to shorter wavelengths. This occurs due to 

an increase in electron temperatures within the plasma. For the generation of 

laser induced plasmas in different gases over a range of pressures, a sealed 

chamber was designed and constructed. The sealed plasma chamber needed 

to fulfil the following requirements: 

 

 The chamber must be large enough to house the focusing and capture 

optics. 

 It must be possible to drill M6 holes in the bottom of the chamber for 

mounting optical posts.  
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 The chamber must be fitted with a gas inlet and outlet. The gas inlet was 

a ¼ BSP screwed adapter attached to the hose with a hose clamp. The 

gas outlet was a manually operated ¼ BSP ball valve. 

 The chamber needed to be fitted with a safety valve so that the pressure 

is released should it become too high for any reason. 

 The chamber must have a removable lid for adjustment of the internal 

optics. 

 The chamber must be fitted with a window that is transparent at 1064 nm 

for the laser pulse to enter. This window must have a minimum diameter 

of 12.7 mm which is the same diameter as the focusing lens. 

 The chamber needed to be fitted with a window to allow light reflected from 

the parabolic capture mirror. This window needed to be the same size as 

the mirror since the reflected rays are parallel when exiting the chamber. 

 The chamber needed to be fitted with a pressure gauge for reading the 

chamber pressure. 

 It must be possible to securely seal the lid to the chamber. 

 All the fittings for the chamber (windows, valves, lid etc.) must be sealed 

to prevent loss of pressure. 

 The top of the chamber needs to be as flat as possible to make a good 

seal with the lid. 

 

With these requirements in mind, a design for the chamber was drawn in the 

Autocad computer aided design package. The drawings for the chamber are 

shown in Figures 55 and 56. Points to note from the drawing are: 

 

 The windows for light to enter and exit the chamber are mounted in lens 

tubes. The lens tubes are: Thorlabs SM05L10 12.7 mm diameter and 

Thorlabs SM1L10 25.4 mm diameter. These are externally threaded tubes, 

threaded with bespoke Thorlabs SM05 and SM1 threads. To cut the 

threads it was necessary to buy the taps from Thorlabs. The taps are: 

Thorlabs 83373 - Imperial Tap 0.535"-40 Thread (SM05 Standard) and 

Thorlabs 97355 - English Imperial Tap 1.035"-40 Thread (SM1 Standard). 
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These taps were the most expensive items that were purchased to make 

the chamber. 

 The lid was secured by four M6 nuts and bolts, one through each corner 

of the lid.  

 The base of the chamber was a 10mm thick steel plate. The rest of the 

chamber was constructed from 5mm steel plate. M6 holes were drilled and 

tapped in the bottom of the chamber for the securing of the focusing lens 

and collection mirror. 
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Figure 55. The Autocad drawing of the plasma chamber. All of the dimensions are in mm. 
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Figure 56. The Autocad drawing of the lid of the plasma chamber. All dimensions are in mm. 

 

 Some of the fittings such as the gas inlet/outlet valves and the pressure 

release valve do not appear on the drawing. This is because the locations 

of these fittings do not require precise positioning and can be positioned 

and fitted after the main chamber has been made. 

 

The top of the chamber was ground down on a milling machine to make a level 

surface so that the lid would be have an airtight fit. Following the fabrication of 

the chamber at MI Engineering, a number of components were purchased: 

 

 Thorlabs SM05L10 12.7 mm diameter and Thorlabs SM1L10 25.4 mm 

diameter lens tubes. 

 Thorlabs WG40530 - Ø1/2" Uncoated UVFS broadband precision window, 

Thorlabs WG41050 - Ø1" Uncoated UVFS broadband precision window. 

 Niezgodka Type 66 Open Discharge Safety Relief Valve 4 bar. 

 2 × 1/4” BSP Male screwed adapter. 
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 1/4” BSP Ball valve (RS Online). 

 Black natural rubber sheet for a rubber gasket, 1000 mm x 600 mm x 3 

mm (RS Online). 

 ¼” BSP 0-10 bar pressure gauge. 

 ¼ BSP 10 m Reinforced pneumatic hose. 

 

Each of these components was fitted to the chamber and sealed so that the 

chamber would be airtight. The UV fused silica windows were fitted into the 

lens tubes with 2 rubber O-rings and glued in place. The lens tubes were then 

glued in place with thread sealant. The lid was sealed with a gasket made from 

3 mm thick natural rubber sheet. Holes were drilled and tapped in suitable 

locations for the safely valve, pressure gauge and gas inlet and outlet. These 

components were screwed in place and sealed with thread sealant. The 

completed chamber is shown in Figure 57. 

 

The pressure gauge reads the pressure relative to atmospheric pressure and 

so a reading on the gauge of one bar is an absolute pressure of two bar. The 

highest pressure that the chamber has been tested with is an absolute 

pressure of 2.8 bar.  The likeliest places for the chamber to fail due to 

excessive pressure are the two windows contained in lens tubes that allow 

light in and out of the chamber. The failure pressure of the chamber is currently 

unknown. 
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Figure 57. Pictures of the pressure chamber showing the main components. 

 

In the drawings of the chamber it can be seen that the height of the centre of 

the laser window is 128 mm above the base of the chamber. To make the laser 
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pulse enter the chamber at this height, the laser was mounted on a Thorlabs 

77 mm x 77 mm KM200B/M kinematic mount which was attached to the 

breadboard via an adjustable Thorlabs ½ inch optical post. Owing to the high 

operating voltages of the laser, the laser needed to be electrically isolated from 

the mount. Isolating the laser prevents damage to the laser occurring due to 

shorting or electrical arcing. A 6 mm wide piece of Perspex was cut and 

attached to the bottom of the laser with M3 nylon screws before screwing the 

laser to the mount with M6 and M2 nylon screws. The laser mount is shown in 

Figure 58. 

 

 

Figure 58. The electrically isolated mount for the laser housing. The Perspex prevents the 

accidental conduction of current through the mount and optical breadboard.  

 

The laser focusing lens and parabolic collector mirror were attached to the 

inside of the chamber using Thorlab’s lens and mirror mounts that were 

screwed down using M6 bolts. These optics were adjusted so that the plasma 

was formed at the correct location for light to be captured by the mirror. The 

mirror was then adjusted so that parallel rays of light reflected from the mirror 

were able to exit the chamber via the 25.4 mm window. The rest of the optics 
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for the collimation and analysis of the broadband light were adjusted and 

aligned to the correct positions. The complete plasma spectrometer is shown 

in Figure 59. 

 

 

Figure 59. The plasma spectrometer showing the laser, pressure chamber and optics. 

 

2.7  Spectrometer Timing Electronics and Control Programs 

 

In normal operating mode, the Thorlab’s CCS200 spectrometer integrates the 

total amount of light received over a range of wavelengths in a set time period. 

This time period is set by the operator (10µs-10s). For each of these 

consecutive time periods, the spectrometer outputs the integrated intensity at 

a particular wavelength in the form of a number between zero and one. This 

mode of operation is good for recording the spectra of continuously emitting 

sources but if used to record the spectra of individual, regularly repeating, 

pulsed light sources there is a problem. If the laser pulses at, for example, 1 

pulse/sec and the spectrometer is set to record in consecutive 1 second 

periods, the spectrometer and the laser, even if started at the same time, will 

eventually become desynchronised. This happens because one second for the 

laser is not exactly the same as one second as timed by the spectrometer. As 

the laser and spectrometer fall out of synch, the light from a single plasma can 
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be split over two integrated time periods or the laser may not pulse during the 

integration time.  

 

The analysis of the data from a spectrometer operating in normal mode could 

be done but would be complex and probably involve a visual inspection of the 

recorded spectra to find blank frames and other timing issues. What was 

needed was a way to record for a set time interval, but only when the laser was 

pulsing. When in triggered fast sequential scanning mode, the spectrometer 

can be triggered to start recording by either an internal timer or an external +5 

V pulse through a BNC cable. The trigger is a pulsed signal that switches 

between 0 V to +5 V and then back to 0 V. To trigger the spectrometer, the +5 

V must be held for a minimum of 0.5 µs. The pulse is therefore approximately 

square (the cable has some inductance and capacitance). After the 

spectrometer has been triggered it records the light intensity for the integration 

time set by the operator. It then resets and listens for the next trigger. The 

spectrometer exits the run after a specific number of spectra have been 

acquired. In sequential recording mode the spectrometer can be triggered 

using a microcontroller to record the spectra of consecutive laser pulses. The 

microcontroller outputs a 0 to 5 volt pulse to the BNC cable which triggers the 

spectrometer. The microcontroller can trigger multiple spectrometers 

simultaneously simply by using a BNC splitter as long as the current draw on 

the microcontrollers output pin does not exceed the recommended maximum 

(40 mA for Arduino Uno). 

   

The problem now was to co-ordinate the triggering pulse from the 

microcontroller with the laser pulse. This was solved by programming the 

microcontroller to listen for input from a photodiode before sending out a pulse 

to the external trigger. The photodiode is placed next to the flashlamp of the 

laser. If the lamp flashes, the signal from the photodiode rapidly increases to 

near maximum. The microcontroller reads this increase in voltage and waits a 

set time period before sending out a triggering pulse. For example, if the laser 

pulses approximately once per second, the microcontroller waits 975 ms 

before sending out a triggering pulse to the spectrometer. The time to wait 

depends upon the repetition rate of the laser as entered by the user in the PC 
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software. The spectrometer then starts a 50 ms integration window that 

captures the spectrum of the plasma that occurs approximately 1000 ms after 

the flashlamp. This process is looped so that each flash of the lamp triggers a 

50 ms integration. In this way, the timing issues were resolved and each 50 

ms interval contained a single plasma flash. The only problem was that the 

very first pulse was not recorded, as is was not triggered by a previous flash, 

but this was a minor problem that only meant that the first plasma following the 

start of the experiment is not recorded. The first spectra recorded would 

therefore correspond to the second plasma from the start of the experiment.  

 

An Arduino Uno microcontroller was suitable to be programmed to read the 

analogue output of a photodiode and output a triggering signal to the 

spectrometers. The Arduino Uno is shown in Figure 60. The Arduino Uno has 

14 digital I/O pins and 6 analogue inputs and is connected to a PC via USB 

2.0. Programs to be run on the Arduino are uploaded from the PC via the serial 

port. This microcontroller is controlled and programmed using a bespoke 

scripting language that is included as a C++ library. Standard C++ commands 

can also be used. The microcontroller can be programmed using a 

manufacturer supplied programming interface and compiler but instead it was 

decided to installed the Arduino plugin for Microsoft Visual Studio as MVS is a 

much more powerful programming environment. 
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Figure 60. A picture of an Arduino Uno microcontroller showing the location of digital and 

analogue connectors, power and USB cables. 

 

The digital pins of the Arduino all operate at either 0 or +5 volts. The analogue 

pins output a voltage between 0 and +5 V. The photodiode must output a 

voltage in this range for correct reading by the analogue input pin. A suitable 

photodiode that outputs a 0 to 5 V analogue voltage is the TSL257 Light to 

Voltage Converter (Figure 61). This component is actually a combined 

photodiode and transimpedence amplifier. The amplifier reads the signal from 

the photodiode and converts it into a 0 to 5 V output. 
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Figure 61. The TSL257 Light to Voltage Converter, pin diagram and functional block 

diagram. VDD is the +5V power pin for the converter. 

  

The wiring diagram for the triggering circuit is shown in Figure 62. The Arduino 

continuously reads the analogue voltage from the light to voltage converter 

and converts it into a number between 0 and 1024 (10 bit). This number is 

normally around 20 in a dark room but increases to above 1000 for a few 

milliseconds when the flashlamp fires. Any output greater than 400 was 

chosen as the triggering output. If an output greater than 400 is registered, the 

Arduino waits a set amount of time. This time depends upon the user entered 

repetition rate of the laser (975 ms for 1 second laser pulses). After this time 

period is over, the Arduino sets the voltage of digital pin 10 to +5V for 10 ms. 

This pin is connected to the spectrometer trigger. The increase in voltage 

triggers the spectrometer to record for an amount of time specified by the 

integration time set in the manufacturer’s spectrometer software. 
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Figure 62. A wiring diagram of the connections between the light to voltage converter, 

Arduino Uno, PC and spectrometers. These connections are required for timed spectrometer 

triggering. The voltage to light converter is connected to the ground, +5 V and A0 pins of the 

Arduino.  

 

Including the integration time, there are several pieces of information that need 

to be entered into the spectrometer’s software when using triggered fast 

sequential scanning mode. These are: 

 

 Integration time. This is the time window during which the spectrometer 

records the light intensity after triggering.  Normally this is set to 50 ms. 

 Name and location of CVS file in which to save data. 

 Number of triggered scans to record. The spectrometer will record until this 

number of scans is completed. 

 The spectrometer needs to have the external trigger box ticked.  

 

As well as a program running on the Arduino, a command line program running 

on the PC asks the user to choose from a number of options and passes to 

the Arduino the information required to complete these requests. The PC also 
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tells the Arduino when to execute certain parts of the code such as when to 

start and stop a scan. The information that user must supply the PC is: 

 

 The pulse rate of the laser. 

 When to start a run. 

 How long a run will last. 

 

Once the user has inputted the required parameters the scan can be started. 

The basic structure of the main code to run a scan is shown in Table 6.  

 

PC Arduino Uno 

Send pulse rate and start code to 

Arduino and then wait a set time 

specified by the user  

Receive start code. 

              ↓ 

After waiting for a user defined 

amount of time, send stop code to 

the Arduino.  

Check for stop code. If stop code is 

received go to next code block 

(“End”). Otherwise continue to next 

command. 

                      ↓ 

Read output from photodiode. 

                      ↓ 

If photodiode output is >400. Wait a 

set time that depends upon the 

repetition rate (975 ms for 1 Hz). 

Set Pin 10 to +5 V. 

Wait 10 ms. 

Set Pin 10 to 0 V. 

                 ↓ 

Loop back to start of block (“Check 

for stop code”). 

 End 

Table 6. A breakdown of the triggering code and communication between the PC and the 

Arduino Uno. The middle row loops continuously once started until a stop code is sent from 

the PC. 
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Upon running the program, it attempts to communicate with the Arduino 

microcontroller through the serial port and generates an error if communication 

is not established. The C++ code for the PC command line program uses a 

standard Microsoft Windows API: windows.h for serial port communication. 

The full C++ code for the PC command line program and the program for the 

Arduino microcontroller can both be found in Appendix I. The PC program has 

4 different options that the user can select from the initial menu: 

 

1. Read the output from the light to voltage converter and output to a CSV 

file if required. This is included for checking the operation of the 

photodiode. 

2. Run a scan specifying the repetition rate of the laser from 1-6 and the 

number of scans to run. The number of scans specified here should be 

more (at least 20 more) than the number of scans specified in the 

manufacturer’s spectrometer control software. This is to make sure that 

the full number of scans are recorded by the spectrometers 

3. Run a scan once every 4 seconds for an hour. The spectrometer has a 

maximum of 1000 scans that can be run before it runs out of memory. One 

scan every 4 seconds for an hour is 900 scans. The repetition rate of the 

laser is 1Hz so the spectrometer will record 1 in 4 scans. 

4. Purge the input and output buffers. This is sometimes necessary if an error 

occurs or a program exits prematurely as characters can still be stored in 

the buffer. 

 

After selecting an option, the user is prompted to enter a number of relevant 

parameters such as the laser repetition rate and how long they would like the 

run to last. The Thorlabs spectrometer can record a maximum of one thousand 

individual spectra which, at 1 Hz pulse rate, is a run time of 16.6 minutes. In 

order to increase the maximum run time, the Arduino code was altered so that 

the spectrometer was not triggered every pulse. The third user option in the 

list sets a run time of one hour with the spectrometer triggering every 4th pulse. 

The program waits for the user to hit ‘Enter’ before running the scan. This gives 

the user time to prepare and load the sample before starting the run. After the 
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run finishes, the program asks the user whether they would like to do another 

run, in which case both programs loop back to the start, or exit.  

 

2.8 Determination of Broadband Sample Absorbance Using the 

Plasma Light Source Instrument.  

 

Following a run, each spectrometer outputs a csv (comma separated values) 

file containing the beam intensity, as a value between zero and one, recorded 

over the spectrometer’s 50 ms integration time. The format of these csv files 

is shown in Table 7. 

 

13h_35m_33s
_973ms 

0ms 996ms 1989ms 2985ms 

199.7095149 0.00040423 0.0005036 0.00140727 0.00133888 

199.9117787 -0.00098486 0.00023894 0.00034906 0.00094217 

200.1140596 -0.00087461 -0.00033451 0.00083407 0.00100829 

200.3163575 -0.00116125 -0.00059918 -0.00134848 -0.00053445 

200.5186725 0.00066882 0.00048155 0.00076793 -0.00104135 

200.7210045 -0.00180068 -0.0006874 0.0007018 -0.00126174 

200.9233536 -0.00047773 -0.00053301 0.00052543 0.00092014 

 

Table 7. The typical .csv output of the CCS200 spectrometer. Wavelength in nm is listed in 

the first column. The column headers list the start time of each measurement. The intensity 

is recorded as a value between zero and one but the dark noise of the spectrometer 

produces very small negative values. In this test, the laser was set to pulse once per second. 

The variation in the difference of measurement times demonstrates the necessity for timing 

hardware and software to synchronise the laser and spectrometer. 

 

The csv files contain intensities of both the transmitted or reflected beam, 

labelled as IT (IA if a sample is in place) and IR in Figure 63.  From this data the 

absorbance of a sample can be determined. 
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Figure 63. A schematic of the light beams in the spectrometer with abbreviations for light 

intensity at different locations. IA and IR are the intensities recorded by the spectrometers. 

Losses from the beam splitter are assumed to be negligible. 

 

The absorbance of a sample is normally calculated as: 

 

𝐴𝑏𝑠𝑜𝑟𝑏𝑎𝑛𝑐𝑒 =  log10 (
𝐼𝑇
𝐼𝐴

)   

 

However, IT was not known but could be determined from IR and the 

wavelength dependant transmittance of the beam splitter. The transmittance 

of the beam splitter as a function of wavelength can be determined by 

recording IR and IT in the absence of a sample: 

𝑇𝑟𝑎𝑛𝑠𝑚𝑖𝑡𝑡𝑎𝑛𝑐𝑒 𝑜𝑓 𝑏𝑒𝑎𝑚𝑠𝑝𝑙𝑖𝑡𝑡𝑒𝑟 𝑇𝜆 =
𝐼𝑇

𝐼𝑇 + 𝐼𝑅
 

𝐼𝑇 =
𝑇𝜆

1 − 𝑇𝜆
𝐼𝑅 = 𝐶𝜆𝐼𝑅 

𝐶𝜆 =
𝑇𝜆

1 − 𝑇𝜆
=

𝐼𝑇
𝐼𝑅

 

 

The absorbance of a sample is calculated by measuring the intensities IA and 

IT: 

 

𝐴𝑏𝑠𝑜𝑟𝑏𝑎𝑛𝑐𝑒 𝑜𝑓 𝑠𝑎𝑚𝑝𝑙𝑒 𝐴𝑏𝑠𝜆 = 𝑙𝑜𝑔10 (
𝐼𝑇
𝐼𝐴

) = 𝑙𝑜𝑔10 (
𝐶𝜆𝐼𝑅
𝐼𝐴

)           𝐸𝑞𝑢𝑎𝑡𝑖𝑜𝑛 18 

 

Using CCS200 spectrometers as the detectors meant that the maximum 

absorbance that could possibly be measured is an absorbance of 2 (%1 

Transmittance). This is because the dark noise of the spectrometer was 0.01 
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and the maximum value that can be measured was 1. The dark noise of the 

spectrometer was determined by recording the dark noise of three hundred 

consecutive 50 millisecond integration time intervals. None of the dark noise 

values that was recorded was over 0.009 for any wavelength. Values below 

0.01 were therefore assumed to be zero signal. 

  

The error in the absorbance is calculated from the error in 𝐶𝜆: 

 

𝐸𝑟𝑟𝑜𝑟 𝑖𝑛 𝑎𝑏𝑠𝑜𝑟𝑏𝑎𝑛𝑐𝑒 𝑜𝑓 𝑠𝑎𝑚𝑝𝑙𝑒 𝛥𝐴𝑏𝑠 = (
𝜕𝐴𝑏𝑠𝜆
𝜕𝐶𝜆

)𝛥𝐶𝜆 

𝐿𝑒𝑡 𝑢 =
𝐶𝜆𝐼𝑅
𝐼𝐴

 

𝜕𝑢

𝜕𝐶𝜆
=

𝐼𝑅

𝐼𝐴
         

𝜕𝐴𝑏𝑠𝜆

𝜕𝑢
=

1

𝑙𝑛10

𝐼𝐴

𝐶𝜆𝐼𝑅
 

From chain rule: 

𝜕𝐴𝑏𝑠𝜆
𝜕𝐶𝜆

=
𝜕𝐴𝑏𝑠𝜆
𝜕𝑢

𝜕𝑢

𝜕𝐶𝜆
=

1

ln 10 . 𝐶𝜆
 

Therefore: 

𝛥𝐴𝑏𝑠 =
𝛥𝐶𝜆

ln 10 . 𝐶𝜆
          𝐸𝑞𝑢𝑎𝑡𝑖𝑜𝑛 19 

 

To determine the values of the transmittance Tλ and Cλ as a function of 

wavelength, IR and IT are recorded for each laser pulse at a rate of 2 per second 

for 5 minutes with a sample absent. The spectrometers output two .csv files. 

An examination of the output revealed that one of the spectrometers was not 

triggering correctly. Occasionally, one of the CCS200 spectrometers would 

miss a measurement (see Tables 8&9), resulting in a csv file that had less than 

300 columns. Missing columns caused the times of the columns to not match 

up, presenting problems with further analysis. Several attempts were made to 

fix this, including switching the triggering pins on the Arduino and increasing 

the duration of the triggering pulse. It was not thought that the inductance and 

capacitance of the BNC trigger cable was high enough to prevent the voltage 

at the spectrometer from reaching the required +5V but increasing the voltage 

to the spectrometer trigger by using a transistor with a +5V gate (Model 

ZVNL120A) connected to Arduino and the transistor source connected to the 
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+5V output of an ATX power supply, did not solve the problem. The missing 

measurements only seem to occur with one of the CCS200 spectrometers, so 

this may be an internal problem with the spectrometer.  

  

16937ms 17933ms 18930ms 20922ms 21919ms 22915ms 

0.000971 0.001335 0.003226 -0.00025 -0.00132 0.001399 

0.000391 0.001091 0.003196 0.000455 -0.00126 5.59E-05 

0.002069 0.003625 0.001092 0.00073 -0.00117 0.000941 

0.00274 0.001 0.001824 0.00073 -0.00135 0.003077 

0.002374 0.002312 0.000269 0.002104 0.000664 0.002833 

-0.00251 -0.00196 -0.00025 -0.00031 -0.00089 8.65E-05 

-0.00107 -0.00016 -0.00052 -0.00052 0.002008 0.0003 

 

16937ms 17933ms 18930ms 19925ms 20922ms 21919ms 

0.000839 0.000923 -0.00014 0.000165 -0.00052 0.000289 

0.000157 0.000527 0.000317 0.001527 0.000143 -0.00052 

-0.00011 0.000264 -0.00146 -0.00096 -0.00069 0.000179 

-0.00125 -0.00211 -0.00076 -0.00021 -0.0014 -0.00099 

0.000685 -0.00024 -0.00065 0.000472 -0.00016 -0.0009 

-0.00081 -0.0007 -0.00201 -0.00052 -0.00107 -0.00138 

0.000619 0.000571 0.0008 0.000428 -0.00089 -0.00103 

 

Tables 8 & 9. Table 8 lists the recorded intensities of the transmitted beam and Table 9 lists 

the intensities of the reflected beam. The spectrometer recording the transmitted beam has 

missed a measurement at around 19925ms preventing the columns from matching up. 

   

The problem of the missing columns was resolved by importing the raw .csv 

files from the spectrometer into Excel (.xlsm) and manipulating the data using 

a visual basic for applications (VBA) script. Altogether, three VBA scripts were 

used for different purposes to manipulate large datasets using Excel. These 

scripts are labelled Scripts 1-3 for reference. The VBA scripts each operate on 

the Excel files, identifying missing measurements and inserting blank columns 

so that the times of each of the columns match up. Once a complete dataset 

has been created, the scripts manipulate the data and calculate transmittance, 

Cλ, absorbance and other values. The scripts also allow for subtraction of 
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buffer or solvent absorbance. These three scripts can be found in Appendix II. 

The scripts used in this thesis are: 

  

Script 1: Calculates the transmittance and Cλ of the beam splitter for each 

pulse from the values of IT and IR recorded by the spectrometers and then 

averages. Outputs the results to the last worksheet created. 

 

Script 2: Calculates the absorbance of a sample from IR, IA and Cλ. Calculates 

the absorbance for each pulse and averages the results. Allows for 

buffer/solvent absorbance subtraction and batch Excel file processing. Outputs 

the results to the last worksheet created. Used to determine the absorbance 

of non-time varying samples. 

 

Script 3: Calculates the absorbance of a sample from IR, IA and Cλ. Allows for 

buffer/solvent absorbance subtraction and batch Excel file processing. 

Calculates the absorbance for each pulse and exports the results to a csv file 

containing three columns: Wavelength, Time and Absorbance. This csv can 

be easily imported into graphing or statistical software for analysis. Used to 

determine the time varying absorbance of samples. 

 

The raw .csvs are imported into Excel as separate worksheets labelled “Trans” 

and “Refl” after the beams transmitted and reflected by the beam splitter. The 

.csv files from each CCS200 spectrometer are copy/pasted into the respective 

worksheet. The Excel file also contains two other worksheets labelled “Splitter” 

and “Buffer” which are required by Scripts 2 and 3. “Splitter” contains the 

wavelength dependant values for Cλ which must be entered by the user. Cλ is 

used rather than the transmittance as the absorbance calculation is simpler. 

“Buffer” contains the background absorbance values of the buffer or solvent 

as previously determined by the plasma spectrometer. This background 

absorbance is subtracted from the sample absorbance before outputting the 

results. Leave blank if not required. 

 

To determine the transmittance and Cλ of the beam splitter the .csv files from 

each of the CCS200 spectrometers were copied in Excel and Script 1 was run. 
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As well as fix missing measurements, Script 1 calculates the values of the 

wavelength dependent Tλ and Cλ for each pulse and averages the results to 

determine the mean value and standard deviation of Tλ and Cλ at each 

wavelength. This is only done if a measurement returns a valid value of Tλ and 

Cλ. Valid values of Tλ and Cλ are not returned if: 

 

 A cell in either the “Trans” or “Refl” worksheet was blank. This is caused 

by the VBA code inserting a blank column for missing measurements. 

 A cell in the “Refl” worksheet was less than the noise value of 0.01. This 

indicates that the light source was not intense enough at that wavelength 

to give a signal. Including smaller values than this can have a large effect 

on the calculated absorbance as IR is in the denominator in Equation 18.   

  A cell in either the “Trans” or “Refl” worksheet was equal to 1. This 

indicates that the true intensity value was larger than 1 but the maximum 

intensity the CCD in the spectrometer can read was reached. Using a 

value of 1 gives incorrect values for the transmittance and Cλ. 

 

If any of these criterion were met, rather than calculate incorrect values, Script 

1 inserts a blank value for Tλ and Cλ for the measurement. These blank cells 

are ignored in mean and standard deviation calculations. During the execution 

of the Script 1 on the Excel file, the script adds several worksheets to the .xlsm 

file. The last worksheet created contains the output of the mean and standard 

deviation of the transmittance as well as the mean and standard deviation of 

Cλ.  The format of this worksheet is shown in Table 10.  
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Wavelength 
(nm) 

Mean 
Transmittanc

e 

Standard 
Deviation of 
Transmittanc

e 

Mean Cλ 
Standard 

Deviation Cλ 
Number of 
Data Points 

354.0772585     0 

354.2912933     0 

354.505344 0.194605451 0.004191873 0.241661111 0.006462529 2 

354.7194105 0.200736362 0.038159105 0.254080948 0.061416933 27 

354.933493 0.185286252 0.038081409 0.230216355 0.059807549 40 

355.1475913 0.203810821 0.038231971 0.258975093 0.062460796 95 

355.3617056 0.165195994 0.031382645 0.199660018 0.047253868 68 

 

Table 10. The format of the final worksheet in the Excel file after running the VBA code. The 

data shown is the output of the VBA for several wavelengths around 355nm. Blank cells 

have occurred because one/both spectrometers recorded an intensity less than 0.01 at that 

wavelength. 

 

From the final worksheet in the Excel file, the mean transmittance Tλ and Cλ of 

the beam splitter as well as the standard deviations are plotted against 

wavelength in Figures 64-67.  
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Figure 64. The mean transmittance (red) and standard deviation error (blue) of 

transmittance obtained for the Thorlabs BSW26 50/50 beam splitter. The results are 

averaged over 300 laser pulses. 

 

Figure 65. The mean (red) and standard deviation (blue) of Cλ obtained for the Thorlabs 

BSW26 50/50 beam splitter. The results are averaged over 300 laser pulses. 
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To see more clearly how the standard deviation of Tλ and Cλ varied with 

wavelength, the magnitude of the standard deviation is plotted against 

wavelength in Figures 88 & 89.   

 

 

Figure 66. A bar chart showing how the standard deviation of the transmittance of the beam 

splitter varied with wavelength. The results are averaged over 300 laser pulses. There are 

missing data points below 380nm and 700nm due to the low intensity of the plasma emission 

at these wavelengths.  
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Figure 67. A bar chart showing how the standard deviation of Cλ varied with wavelength. 

The results are averaged over 300 laser pulses. There are missing data points below 380nm 

and 700nm due to the low intensity of the plasma emission at these wavelengths. 

 

Outside of the wavelength range 380 to 700 nm, data points are missing due 

to low light intensities. Missing values for the transmittance and Cλ of the beam 

splitter prevent the determination of sample absorbance at the wavelengths of 

the missing values. The missing data points in Figures 66 and 67 show that 

the spectrometer is only effective in the wavelength range of approximately 

380 to 700nm. It is highly recommended that the transmittance and Cλ of the 

beam splitter should be redetermined if any adjustment to the optics occurs. 

 

2.9  Instrument Testing Using a Holmium Oxide Standard 

 

The transmission or Cλ of the beam splitter as a function of wavelength can 

now be used to determine the absorbance a sample between 380 and 700 nm. 

The absorbance spectrum of the sample can be calculated from a single laser 

pulse using Equation 18 but the results are more accurate if the absorbance is 

calculated for multiple pulses and then averaged. Averaging can only be done 
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with samples that do not change in absorbance over time. The intensity of the 

transmitted and reflected beams are recorded for each laser pulse, for 

example at a rate of 1 pulse per second for 5 minutes. The spectrometer 

outputs two .csv files containing the intensities IA and IT. These csv files are 

copied into an Excel (.xlsm) file for manipulation by Script 2. The script requires 

three input in the form of worksheets named “Trans”, “Refl” and “Splitter”. 

“Trans” and “Refl” contain the raw output of from each of the CCS200 

spectrometers and “Splitter” contains the wavelength dependant values for Cλ. 

Cλ is used rather than the transmittance as the absorbance calculation is 

simpler.  

 

Script 2 fixes missing columns and bad data as before but has one additional 

fix. If the “Trans” value is less than 0.01 and the “Refl” value is between 0.01 

and 1, this indicates that the sample is highly absorbent at that wavelength, 

but an exact value for the absorbance cannot be ascertained. If this is the case, 

the absorbance is assigned the maximum possible value of 2.The script allows 

for batch processing to determine the absorbance of multiple samples. 

Following execution on the .xlsm file, Script 2 outputs the results in four 

columns in the final worksheet of the file. These columns are: wavelength, 

mean absorbance, standard deviation absorbance and number of good data 

points used to determine the absorbance. These calculated values can be 

directly exported for plotting in graphing software. 

 

To confirm the accuracy of the absorbance spectra produced by the plasma 

spectrometer, a standard, holmium (III) oxide (4%) in perchloric acid (10%) 

was scanned in the spectrometer for 5 minutes at 1 pulse/sec. The path length 

of the broadband beam through the sample was 10 mm. This solution is used 

as a laboratory standard to calibrate and verify the wavelength scale of UV/Vis 

spectrometers as it has fourteen traceable peaks in the wavelength range 240 

to 650 nm. The absorbance peaks in the usable range of the plasma 

spectrometer (380-700 nm) are 385.4, 416.1, 451.1, 467.8, 485.2, 536.5 and 

640.6 nm. For comparison, the absorbance spectra of the calibration solution 

was also determined in a Thermo Scientific GENESYS 10S UV/Visible 
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Scanning Spectrophotometer in the range 380 to 700 nm in wavelength 

increments of 0.5 nm. 

 

Both the plasma spectrometer and the Thermo Scientific spectrophotometer 

require baselining with a cuvette containing pure water. This is so the 

absorbance of the quartz crystal cuvette and the water solvent can be 

subtracted from the absorbance of the holmium oxide and perchloric acid. The 

baseline absorbance of the water sample is measured using the plasma 

spectrometer by recording IA and IT for each pulse. The output cvs are pasted 

into Excel along with the values of Cλ and the absorbance as a function of 

wavelength is calculated using Script 2. IA and IT of the sample are then 

measured, and the data are pasted as worksheets into a .xlsm file along with 

Cλ as before. The baseline absorbance data is added as a new worksheet with 

the label “buffer”. Script 2 is now run on the worksheet. The script fixes missing 

entries and calculates the absorbance as before, but now subtracts the 

background absorbance. Figure 68 shows the spectrum of holmium (III) oxide 

(4%) in perchloric acid (10%) obtained using the plasma spectrometer. The 

results of these experiments as well as the NIST standard calibration spectrum 

are shown in Figures 68-69. 
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Figure 68. The absorbance spectra of holmium (III) oxide (4%) in perchloric acid (10%) 

obtained using the plasma spectrometer and a Thermo Scientific spectrophotometer. The 

path length is 10 mm. In the spectrum obtained using the plasma spectrometer, some of the 

data points are missing at high absorbance because the intensity of light at that wavelength, 

after passing through the sample, gave a smaller signal than the dark noise of the 

spectrometer (intensity less than 0.01). 

 

 

Figure 69. The NIST SRM 2034 (lot95) standard spectrum of holmium (III) oxide (4%) in 

perchloric acid (10%) measured using a HP 8453 spectrophotometer. 
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A comparison of the holmium oxide spectra in Figures 68 & 69 shows that 

within the operating of the spectrometer the wavelengths of the peaks match 

up almost exactly, confirming the ability of the instrument to measure 

absorbance to a high degree of wavelength accuracy. However, the 

absorbance values obtained using the plasma spectrometer are approximately 

twice that of the NIST standard. This is not so much of a problem as it is the 

relative rather than the absolute absorbance values which are important. The 

absolute absorbance values can always be obtained, if necessary, by 

multiplication of a factor (~0.5 in this case) determined from an absorbance 

standard.    

 

2.10  Instrument Testing Using Coloured Dyes 

 

To further test the viability of the plasma spectrometer for absorption 

spectroscopy, the coloured compounds bromocresol green, azure A and 

phenol red were tested at concentrations from 0.5 to 20 mg/mL. These 

compounds are chromophores in the visible range are used as dyes and pH 

indicators. The samples were run for 5 minutes at 1 pulse per second (300 

scans). For comparison, the absorbance spectra of these compounds, at a 

concentration of 0.5 mg/ml, were also determined in a Thermo Scientific 

GENESYS 10S UV/Visible Scanning Spectrophotometer in wavelength 

increments of 0.5 nm.  The results of these experiments as well as comparison 

spectra are shown in Figures 70-75. 
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Figures 70 & 71. The absorbance spectra of AzureA at several different concentrations. The 

top spectra was determined using the plasma spectrometer. The bottom spectra was 

determined by the Thermo Scientific spectrometer  
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Figures 72 & 73. The absorbance spectra of Bromocresol Green at several concentrations. 

The top spectra was determined using the plasma spectrometer. The bottom spectra was 

determined by the Thermo Scientific spectrometer  
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Figures 74 & 75. The absorbance spectra of Phenol Red at several concentrations. The top 

spectra was determined using the plasma spectrometer. The bottom spectra was determined 

by the Thermo Scientific spectrometer  
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Figures 70 to 75 showed good correlation between the spectra determined 

using the plasma spectrometer and spectra determined using the UV/Visible 

Spectrophotometer. The peaks that occurred at longer wavelengths, the peak 

at 635 nm with AzureA and the peak at 620 nm with Bromocresol Green, 

matched up well between instruments. At shorter wavelengths, similar 

absorbance peaks were observed, the peak at 400 nm in Bromocresol Green 

and the peak at 430 nm in Phenol Red, but in both spectra the plasma 

spectrometer showed absorbance increasing as the wavelength became 

shorter, with the absorbance appearing to still increasing below 380 nm. This 

may have been caused by an increase in the error of the absorbance, due to 

the low intensity of light emitted from the plasma source at short wavelengths. 

 

The spectra produced on the plasma spectrometer were much more structured 

that those produced on the UV/Visible Spectrophotometer. This is most likely 

due to the higher resolution of the CCS200 spectrometer. The output of the 

CCS200 spectrometer lists the intensity measured by each pixel on the CCD. 

The manufacture’s manual states that this spectrometer is accurate to a 

wavelength 2 nm but in the .csv file output each pixel has a wavelength 

resolution of approximately 0.2 nm. The comparison UV/Vis spectra are 

scanned at a resolution of 0.5 nm. The CCS200 may therefore be resolving 

smaller spectral structures and features than the UV/Visible 

Spectrophotometer is able to. 

 

2.11  Time Resolved Absorbance: Spectral Determination 

       

The real power of the plasma spectrometer lies in its ability to determine time 

resolved spectra across a broad range of wavelengths. In its current form, the 

spectrometer is able to determine broadband absorbance spectra up to six 

times per second. The rate of measurement is limited by the pulse rate of the 

laser (6 Hz) but the CCS spectrometer can record spectra at up to 200 times 

a second. 
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The determination of time resolved absorbance spectra used Script 3 

constructed time stamped absorbance spectra in an identical way to Script 2 

but these spectra were not averaged to determine a mean absorbance 

spectra. Instead, Script 3 constructs and outputs a list a list of data points with 

each data point contained time, wavelength and absorbance information. The 

script exports the list of data points to a .csv file for visualisation in graphing 

software. 

 

Script 3 operates on an .xmls file contained four worksheets called “Trans”, 

“Refl”, “Splitter” and “Buffer”. These worksheets contained the recorded the 

raw intensity data of transmitted beam, the raw intensity data of the reflected 

beam, the previously determined values of Cλ and the absorbance spectrum 

of the buffer/solvent, respectively.  

 

The early versions of the script took a long time to run and outputted datasets 

that were very large, each generally contained over one million data points. 

Each time stamped spectra contained 3649 separate wavelength recordings 

with the spectrometer recording up to 1000 spectra (laser pulses). Datasets 

this large are very demanding for computer hardware and graphing software, 

required large amounts of memory and were extremely difficult to edit due to 

very slow screen updating. Several improvements to Script 3 were added to 

reduce the number of data points. In order of execution these were: 

 

 The deletion of any data points that were outside the wavelength range 

380 – 700 nm. 

 Three rows (wavelengths) were merged into one by calculating the 

average of the three rows. Blank cells are ignored in the averaging 

function.  

 Two columns were merged into one by calculating the average of the two 

columns. Blank cells are ignored in the averaging function. 

 The deletion of any remaining blank rows or columns. 

 Following the creation of the list of data points, any data points containing 

a blank value are deleted. 
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If the “Trans” value was less than 0.01 and the “Refl” value was between 0.01 

and 1, it meant that the sample was too absorbent at that wavelength for the 

CCS 200 spectrometer to register an intensity signal. In this case, rather than 

calculate an incorrect value, the intensity was assigned the maximum value of 

2. This also allowed for better visual comparison of the final data, as the range 

of the absorbance values was the same for each spectra. 

      

The first test of the plasma spectrometer was to run it at a pulse rate of 1Hz 

for 1 hour with no sample. The time resolved absorbance spectra obtained is 

shown in Figure 76. The Figure shows that the absorbance is approximately 

zero and does not vary over the course of 1 hour. 

 

 

Figure 76. The time resolved spectrum obtained from a one hour blank run of the plasma 

spectrometer. 
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Three 

 

 

 
 

Improving Instrument Performance and 

Reliability  

 
3.1 Investigation of the Factors Influencing the Performance and 

Reliability of the Prototype Instrument 

 

A review of the past scientific literature concerning breakdown thresholds is 

useful for the comparison of theory with experiment. Table 11 lists relevant 

examples of the experimentally derived breakdown thresholds in air or nitrogen 

using an Nd:YAG laser under different conditions. 

 



178 
 

Ref. Gas 
Pressu

re 

Wavelength 1064nm Wavelength 512nm 

Pulse 

Duration 

(ns) 

Lens Focal 

Length (cm) 

Beam Waist 

Diameter 

(µm) 

Breakdown 

Threshold 

Irradiance 

(TWcm-2) 

Pulse 

Duration 

(ns) 

Lens Focal 

Length (cm) 

Beam Waist 

Diameter 

(µm) 

Breakdown 

Threshold 

Irradiance 

(TWcm-2) 

(Stricker 

and 

Parker, 

1982) 

Air 1 atm 10 17.8 180 0.082  

(Simeonss

on and 

Miziolek, 

1994) 

Air 1 atm 8 10 ? 0.02 7 10 ? 0.015 

(Lencioni, 

1974) 
Air 1 atm 100 51 30 1 

 (Smith and 

Tomlinson, 

1967) 

Air 1 atm 40 2.69 ? 0.1 

(Tambay 

and 

Thareja, 

1991) 

Air 1 atm 8 10 60 0.3 1.8 10 60 0.35 

(De 

Michelis, 

1970) 

Air 1 atm 0.01 25 ? 53    *  
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(Meyer and 

Timm, 

1972) 

Air 1 atm 0.2 2 ? 3 

(Ireland 

and 

Morgan, 

1974) 

N2 
700 

Torr 
0.02 5 ? 60 

(Davis et 

al., 1991) 
N2 

700 

Torr 
8.5 10 90 0.1 7.5 10 90 0.04 

(Dewhurst, 

1978) 
N2 

700 

Torr 
0.007 4.2 ? 1000 0.025 6.6 ? 40 

(Armstrong 

et al., 

1983a) 

N2 
760 

Torr 
<10ns 5.8 29 0.25 

 

(Alcock et 

al., 1968) 
Air 1 atm 0.01 2 ? 100 

(Alcock 

and 

Richardson

, 1968) 

Air 1 atm 0.01 2 ? 300 

(Orlov et 

al., 1972) 
Air 1 atm 0.003 5 ? 23 0.003 5 ? 40 

(Phuoc, 

2000) 
Air 

760 

Torr 
5.5 7.5 17 2.2 5.5 7.5 8.5 3.3 

(Bindhu et 

al., 2004) 
Air 1 atm  8 7.5 6 2.5 
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(Williams 

et al., 

1983) 

Air 1 atm  

0.02 

3.7 3.4 

72 

0.033 38 

0.08 18 

0.1 13 

0.14 10.07 

0.032 

7.5 7.2 

44 

0.089 17 

0.11 11.5 

(Van 

Stryland et 

al., 1981) 

Air 1 atm 

0.191 

8 

19.3 

929   * 

 

0.104 1062    * 

0.04 1460    * 

31 

10.3 

265   * 

0.183 1195   * 

0.117 133   * 

0.047 1728   * 

31 

5 

6.1 

584    * 

0.125 1566   * 

0.1 1620   * 

0.043 2124   * 

31 

5 

797  * 

0.134 2124   * 

0.1 2655   * 

0.044 3584   * 
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(Rosen 

and Weyl, 

1987) 

N2 1 atm  15 ? 6.5 4 

(Akhmanov 

et al., 

1965) 

Air 1 atm 40 200 40 0.033  

(Chylek et 

al., 1990a) 
Air 

700 

Torr 
 6.5 10 33 0.17 

(Pinnick et 

al., 1988) 
Air 1 atm 

8-9 
10 30 320 

6-7 

10 38 150 

30 80 550 10 40 170 

 
25 62 220 

30 100 350 

 

Table 11. The experimental parameters and the results from the published investigations into the breakdown threshold of air or nitrogen using an Nd:YAG 

laser. The asterisk denotes a conversion to breakdown threshold irradiance from the experimentally determined electric field using |𝐼| =
𝑛2𝜖0

2
|𝐸|2. 
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The values for the breakdown threshold in Table 11 vary considerably and are 

difficult to compare due to variations in the extent and type of investigations 

undertaken. The data suggest that Equation 17 is not a good model for the 

breakdown threshold intensity and that the physical reality is more complex. 

There are a number of parameters that are not taken into account when using 

Equation 17 to experimentally derive the breakdown intensity. These parameters 

include: 

 

 The method used to determine whether a breakdown had occurred. As other 

experimenters have observed (Tomlinson et al., 1966) and as was observed 

during the present testing, plasma formation is probabilistic at intensities 

close to the breakdown threshold (Figure 77). Some pulses induce plasma 

formation while others do not. The reasons for this probabilistic nature have 

not been thoroughly investigated and no single accepted explanation(s) 

exists for this behaviour. One possible explanation is the probabilistic nature 

of multiphoton ionisation. For a single molecule, the production of a seed 

electron is highly unlikely due to the large number of photons that must be 

simultaneously absorbed (Table 5). For a large number of molecules the 

number of seed electrons generated X, is a discrete random variable taking 

values x1,x2,… with probabilities p1,p2… . These probabilities are some 

function of laser intensity pi=f(I). If N is the number of initial seed electrons 

that are required for plasma formation to proceed through cascade ionisation 

in a particular case, there will be a laser intensity It at which the expectation 

value for the number of electrons generated by multiphoton ionisation is N. 

This laser intensity It is the breakdown threshold intensity. At laser intensities 

close to It, the number of seed electrons produced will have high pulse to 

pulse variation and may be more or less than N, the required number to 

induce a plasma. This would give highly erratic and probabilistic plasma 

production. To ensure the reliability of a plasma being formed for each laser 

pulse, it is best to design an instrument that minimises the breakdown 

threshold of the gas and maximises the laser intensity at the focal point of the 

lens.   
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Figure 77. Energy absorption study of laser induced breakdown of air. Note the 

probabilistic occurrence of the plasma in the region between no breakdown and complete 

breakdown in the top figure. Reproduced from (Chen et al., 2000). 

 

Owing to this probabilistic behaviour and the lack of knowledge concerning 

its causes, it is a matter for the experimenter to define the point at which 

breakdown is occurring. Stricker and Parker (Stricker and Parker, 1982) 

define the breakdown threshold as the lowest laser intensity at which a visible 

spark is observed for a particular experimental arrangement. Simeonsson 

and Miziolek (Simeonsson and Miziolek, 1994) choose the threshold as the 

point at which a spark is visually observed in 90% of pulses. Lencioni 

(Lencioni, 1974) defines the threshold as the point at which a spark is 

generated 50% of the time. This variability in the experimental definition of 

breakdown threshold between authors, combined with a lack of knowledge 

concerning the probability of plasma occurrence, hampers comparison of the 

experimental data. 
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 It is important to note from Figure 77 that the breakdown of air is certain to 

occur above a specific intensity. Therefore, all that is needed for reliable 

plasma generation is to engineer this specific intensity at the focal point every 

time the laser pulses. 

 The presence of laboratory dust in the air. It can be seen in Figure 77 that for 

clean air around the breakdown threshold intensity only around 50% of the 

pulse energy is actually absorbed. This percentage can be greatly increased 

by the inclusion of dust particles in the focal volume. Dust reduces the 

breakdown threshold of air as it is highly absorbent of laser radiation. Clean 

air is only absorbent at very high intensities which initiate the production and 

seeding of free electrons. Absorption of the laser pulse by particulate matter 

causes rapid localised heating on the surface of the particulates, generating 

the initial seed electrons required for further plasma growth by cascade 

ionisation. Increasing the energy efficiency of plasma generation (and 

subsequently the electron temperature and density) by the inclusion of 

particulates in the focal volume is utilised in recent EUV technologies where 

the heating of tin vapour using a pulsed laser is currently the most viable 

method for the production of EUV at 13.5 nm. 

Two publications by Lecioni (Lencioni, 1974, Lencioni, 1973) study the effect 

of dust particles, specifically a  carbon aerosol, on the breakdown threshold 

of air. In both publications, the presence of dust particles was found to reduce 

the breakdown threshold by up to 102 times. The breakdown threshold was 

also found to be strongly dependent on the size of the dust particles with 

larger particles more substantially reducing the breakdown threshold. The 

presence or absence of dust in the focal volume may explain the probabilistic 

nature of plasma formation close to the breakdown threshold. If a dust particle 

happens to be present in the focal volume during the laser pulse, the 

breakdown threshold may be reduced below the pulse intensity and plasma 

formation then occurs. Otherwise the breakdown threshold may be too high 

and a plasma is not formed. This being the case, experiments to accurately 

determine breakdown thresholds should be carried out in clean gases. These 

experiments may allow better determination of breakdown thresholds for 

reliable plasma formation by narrowing (or altogether removing) the range of 

intensities in which probability based plasma formation occurs. Clean air is 
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often stated as being used where the pressure dependence of breakdown 

thresholds is investigated. However some of the publications in Table 11 do 

not specifically mention using cleaned air and as a result, it is possible that 

breakdown thresholds could have been greatly reduced by the presence of 

laboratory dust. 

 The presence of ionising radiation in the focal volume is another possible 

explanation for the erratic nature of plasma formation close to the breakdown 

threshold. Ionising radiation generates free electrons in air which, if 

generated in the focal volume, can be subsequently accelerated in the 

electric field of the laser light leading to plasma growth by cascade ionisation. 

However, experiments on the radiation enhanced dielectric breakdown of air 

using static and oscillating electric fields suggest this to be a very small effect 

at the levels of background radiation. Lewis (Lewis, 1939) found that the 

breakdown voltage in a 2 cm spark gap was reduced by only 2.5% by the 

presence of ionising radiation (see Figure 78). Much higher levels of radiation 

in the order of 1 Gy/s (background radiation is roughly 9.5×10-11 Gy/s) are 

required to significantly reduce breakdown voltages (Hodgson and Moroño, 

2001). Background radiation can therefore be disregarded as an important 

factor influencing plasma formation. 
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Figure 78. Dielectric breakdown curves for dry air with and without the presence of ionising 

radiation. This experiment used a 0.4 mm spark gap between a tungsten needle (negative 

electrode) and a 4 mm diameter stainless steel hemisphere (positive electrode) 

Reproduced from (Hodgson and Moroño, 2001). 

 

The comparison of laser induced ionisation with direct electric field ionisation 

is a valid one due to the similarities between the physical processes in both 

cases but, it is also interesting to note that experiments to ionise argon and 

helium using a ruby laser at 693 nm required an electric field of 107 Vcm-1, a 

field strength that is 2 orders of magnitude less than that required for a direct 

static electric field (Meyerand and Haught, 1963). 

 Focusing lens aberrations. In an ideal optical system the focusing lens 

produces a perfectly convergent wavefront centred at the focal point. In 

practice, aberrations from the lens result in distortions to the wavefront. 

Chromatic aberration can for all practical purposes be ignored due to the 

(almost perfect) monochromatic nature of laser light. However, spherical 

aberrations will be present and due to wave superposition/interference will 

introduce complex intensity distributions around the focal point. The intensity 

distributions around the focal point, in a transformed co-ordinate system (u,v) 

transformed from cylindrical co-ordinates (r,z), can be found by modelling the 

wavefront deformation in terms of an aberration function φ. This function is 

defined as the displacement in wavelengths from a perfect wavefront at a 

distance from the optical axis. The intensity distribution is solvable for small 
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amounts of aberration (Zernike and Nijboer, 1946, Evans and Morgan, 1968), 

but must be solved numerically for aberrations greater than one wavelength 

(Li and Yu, 1989). Figure 79 shows the resulting intensity distributions for a 

variety of aberration quantities. Even a lens that completely lacks spherical 

aberration produces complex patterns of intensity around the focal point 

(Figure 79 (a)). 

 

 

Figure 79.  Intensity distributions in the vicinity of the focal point of the lens for aberration 

functions φMax (a) zero aberration (b) 0.5λ (c) 1.8λ and (d) 6λ. U and V are dimensionless 

parameters dependent upon f,a and λ. The lines are isophotes and trace areas of constant 

intensity. Reproduced from (Evans and Morgan, 1969). 

 

As can be seen in Figure 79, the effect of wave interference is to produce 

high intensities at multiple locations around the focal point. This can lead to 

the breakdown of gas at multiple locations along the beam, generating 

collinear plasmas (Figure 80). The intensities obtained around the focal point 

vary depending on the degree of spherical aberration present. As spherical 

aberration increases, regions of high intensity are formed more towards the 

direction of the incoming beam. Increasing the power of the laser increases 

the size and number of regions where the intensity is greater that the 

breakdown intensity, resulting in the formation of multiple plasmas. These 

plasmas coalesce as they expand giving the impression that increasing the 
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laser peak power also increases the size of the plasma. The effect of wave 

interference introduces complex variation which is difficult to control when 

attempting to determine the breakdown intensity of a gas. Aspheric lenses 

can be used, which have minimal spherical aberration but, most experimental 

determinations of breakdown intensity state that a plano-convex lens is used. 

A correction for spherical aberration is given in Ireland, Aaron and Morgan 

(Ireland et al., 1974) but, many authors do not apply this. Unless experiments 

are designed with lenses of identical type, size, refractive index and focal 

length, the effect of spherical aberration makes it hard to compare 

experimentally derived breakdown thresholds. 

 

 

Figure 80. Collinear plasmas formed in air at 1 atm produced by a 30 ns ruby laser at 

λ=0.69 µm. Reproduced from (Morgan, 1975). 

 

The complex intensity distributions in time and space around the focal point 

are very sensitive to small variations in the experimental parameters. Any 

subtle variation, such as a small change in the refractive index of air, can 

produce drastic changes in these intensities. This limits the predictability of 

the system and may explain the erratic generation of plasmas close to the 

breakdown intensity threshold. 
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 The ratio of the first to second laser harmonics. Frequency doubling an 

Nd:YAG laser using a crystal such as Potassium Dihydrogen Phosphate 

(KDP) converts some of the radiation at 1064 nm to its second harmonic at 

532 nm. Unless it is specifically measured, the ratio of 1064 nm to 532 nm 

radiation that frequency doubling generates is unknown. Therefore, 

experiments using a frequency doubler that are designed to investigate the 

effect of short wavelengths upon the breakdown intensity, should block the 

fundamental wavelength. In many of the experiments that use a frequency 

doubling, no mention is made of any method to filter out the fundamental 

wavelength and so an unknown quantity of the fundamental is still present. 

This is a source of systematic variation, which complicates the comparison 

of experiments that investigate breakdown intensities at 532 nm. 

 Rate of diffusion of free electrons out of the focal volume. If free electrons are 

able to diffuse out of the focal volume during the pulse, they are no longer 

available for plasma growth via cascade breakdown. Thus, the breakdown 

intensity is influenced by the rate of free electron diffusion out of the focal 

volume. This rate depends upon the size of the focal volume, the duration of 

the laser pulse and the gas pressure (Van Stryland et al., 1981). The duration 

of the laser pulse and the gas pressure determine the characteristic diffusion 

length that an electron will travel during the laser pulse. If the diffusion length 

is of comparable size to the diameter of the focal volume, diffusion losses 

become significant, subsequently increasing the breakdown intensity. This is 

often the case with nanosecond lasers, resulting in significant losses of free 

electrons from the focal volume and higher breakdown intensities (Bunkin et 

al., 1971). For laser pulses in the picosecond range, the laser pulse is short 

enough for electron diffusion losses in air at atmospheric pressure to be 

neglected (De Michelis, 1970). Bunkin et al note that the measured 

breakdown threshold can be as much as two orders of magnitude different 

between long and short focal length lenses. This is explained by the fact that 

short focal length lenses have smaller focal volumes according to Equation 

16. The size of the focal volume also depends on the beam diameter before 

focusing as well as the focal length of the lens. 

 Beam temporal and spatial shape. When determining breakdown intensities 

it is assumed that laser pulse is perfectly Gaussian in both time and space. 
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The factor of 0.94 in Equation 15 comes from the assumption that the pulse 

energy is Gaussian in time. In reality, this may not be the case (Figure 81) 

with the result that errors are introduced into the breakdown threshold 

calculations. Deviations away from a perfect Gaussian spatial beam profile 

add further complexity to the already complex interference patterns around 

the focal point that are seen in Figure 79. 

 

Figure 81. Typical temporal profile of an Nd:YAG laser showing that the pulse is actually 

far from Gaussian in shape. (a) 1064 nm, 8 ns (FWHM); (b) 532 nm, 1.8 ns (FWHM). 

Reproduced from (Tambay and Thareja, 1991). 

 

 The effect of ambient air conditions such as humidity, pressure and 

temperature. It is known that the ambient air conditions affect the breakdown 

threshold in both static and varying electric fields. Experiments that have 

investigated the electrical breakdown of air by static electric fields have found 

that water vapour in the air can increase the breakdown voltage of air by a 

few percent (Allen and Phillips, 1959, Lewis, 1939). In laser breakdown 

experiments, the presence of micron sized water droplets lowers the 

breakdown threshold of air by up to 2-3 orders of magnitude (Pinnick et al., 

1988). These droplets are too large to be normally present in laboratory air 

and must be induced artificially by an aerosol. Molecular water is not 

absorbent at the first or second harmonic of Nd:YAG but Table 12 shows the 

number of photons required to ionise a water molecule is less than that of 

either nitrogen or oxygen. The generation of seed electrons via the 

multiphoton ionisation process, and breakdown, would therefore occur at a 

lower intensity. 
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Wavelength 

(nm) 

Photon 

Energy (ev) 

Number of Photons 

Nitrogen Oxygen Water 

1064 1.17 14 11 6 

532 2.34 7 6 3 

 

Table 12. Number of photons required in multiphoton ionisation to produce a positively 

ionised molecule and free electron. Reproduced from (Pinnick et al., 1988). 

 

Data that show the effect of humidity on laser induced plasma breakdown 

threshold intensities is scarce. Yalcin et al, using laser sparks induced in 

nitrogen, have shown that varying the humidity has very little effect on the 

electron temperature and density of the plasma (Yalçin et al., 1999). If 

electron temperature and density are largely unaffected by the ambient 

humidity, it is strong evidence that breakdown thresholds are also unaffected. 

Electron temperature and density in a laser induced plasma are directly 

related to breakdown thresholds. If the breakdown threshold is high 

compared to the intensity at the focal point, fewer free electrons are 

generated and these electrons have lower mean kinetic energies i.e. lower 

electron density and temperature. It is also interesting to note that Yalcin et 

al observe an increase in electron density but no increase in temperature as 

the laser pulse energy is increased. The photon flux has increased but the 

photon energies remain unchanged, corresponding to an increase in the 

spectral power output but with no shift in emitted wavelengths. Conversely, 

this implies that by using a shorter wavelength laser, the temperature of the 

plasma can be increased, shifting the black body emission maximum to 

shorter wavelengths.  

 

Breakdown thresholds for gases in both laser induced and static electric fields 

are known to depend on the gas pressure. In the presence of static electrical 

fields the breakdown voltage of a gas follows Paschen’s law: 

 

𝐵𝑟𝑒𝑎𝑘𝑑𝑜𝑤𝑛 𝑉𝑜𝑙𝑡𝑎𝑔𝑒 =
𝑎𝑝𝑑

ln(𝑝𝑑) + 𝑏
       𝐸𝑞𝑢𝑎𝑡𝑖𝑜𝑛 19 
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Where p is the pressure in atmospheres, d is the distance between the 

electrodes and the constants a and b depend upon the gas composition. This 

equation holds for gaps larger than about 10 µm. The graphs of this equation 

for different gases are known as Paschen curves (Figure 82). 

 

 

Figure 82. Breakdown voltage characteristics for air, CO2 and hydrogen. Reproduced from 

(Naidu and Kamaraju, 1996). 

 

The physical mechanism behind this law is similar to the cascade ionisation 

process occurring in laser induced plasmas. Free electrons are generated by 

and acquire energy from the external electric field. These electrons then 

collide with neutral atoms and if they are able to gain more energy from the 

electric field than the first atomic ionisation potential (for nitrogen this is 15 

eV) an electron is freed and the atom becomes ionised. This freed electron 

is now accelerated in the external electric field and can free more electrons 

through collisional ionisation leading to cascading and avalanche breakdown. 

Whether an electron can acquire more energy than the ionisation potential 

depends upon the magnitude of its mean free path in the gas. The mean free 

path is inversely proportional to pressure. Thus, if the pressure is low enough 

the mean free path is long and electrons can acquire enough energy on 
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average to ionise neutral atoms. However, if the pressure is too low, 

insufficient collisions occur to start avalanche breakdown and a plasma is not 

generated. Thus there must exist an optimal pressure at which to perform the 

laser induced breakdown of gas. Experiments on the effects on emission 

intensity and plasma reliability in different gases at different pressures follow 

in the next chapter. The experiments were unable to determine the optimal 

pressure but showed that plasma emission and reliability both increases as 

pressure increased from 1 to 2.2 bar.  

 

At low pressures, less than 100 Torr, a weaker dependence of breakdown 

intensities on pressure is observed. This is due to the long mean free path of 

electrons and associated lack of collision events. Experiments investigating 

the multi-photon ionisation process use very low pressure gases (10-3 Torr) 

to prevent the occurrence of collisional ionisation. At pressures greater than 

100 Torr the dominant mechanism of free electron production is cascade 

ionisation (Agostini et al., 1970b). For laser induced plasmas, a strong 

dependence on pressure for breakdown intensities is thought to be due to the 

dominance of cascade ionisation over multi-photon ionisation processes. The 

air pressure at sea level varies between 980-1050 mbar which is a pressure 

of 0.967-1.036 atm. At this pressure, the dominant mechanism of breakdown 

is cascade ionisation. The variation of atmospheric pressure is not great 

enough to be able to significantly vary the breakdown threshold of air. 

   

 Variations in the refractive index of air. The refractive index of air is also 

known to depend upon the ambient humidity, temperature and pressure. The 

effect of the variations in the refractive index of air on breakdown thresholds 

is likely to be of a two-fold nature. Firstly, changes in the refractive index of 

air will change the intensity at the focal point by modifying the focusing of the 

laser pulse. This can be easily seen from Snell’s law of refraction at a 

dielectric boundary: 

 

sin 𝜃1

sin 𝜃2
=

𝑛1

𝑛2
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n1 is the refractive index of air, n2 is the refractive index of air, 𝜃1 is the angle 

of incidence and 𝜃2 is the angle of propagation . The refractive index of air n1 

is often assumed to be unity but slight variations change the angle of 

propagation. Owing to wave superposition, these small changes in the angle 

of propagation can cause significant changes in the intensity at the focal point 

as seen in Figure 79. 

Secondly, at very high intensities the refractive index of a medium is modified 

non-linearly, resulting in self-focusing of the propagating beam. There are two 

important processes that cause self-focusing:  the Kerr effect and plasma 

self-focusing. At high intensities, the refractive index of a dielectric is modified 

non-linearly due to the optical Kerr Effect. The refractive index is changed 

according to: 

 

𝑛 = 𝑛0 + 𝑛2𝐼 

 

Where I is the intensity of the light. The non-linear index n2 for air depends 

upon the ambient conditions.  With a laser beam that has a Gaussian profile, 

the non-linear refractive index is maximal along the optical axis because the 

intensity is the highest along this line and decreases away from the central 

optical axis. This variation of refractive index along the beam profile acts like 

a lens or waveguide causing the beam to be focused to a point. This process 

is known as self-focusing. This effect can also amplify the noise across the 

beam profile, causing the beam to split up into separate self-focusing 

elements. 

 

The ambient air conditions have a direct effect upon the breakdown threshold 

of air by changing the rate of the multi-photon and cascade ionisation 

processes. However, the effect of ambient air conditions on breakdown 

thresholds is likely to be small when inducing plasmas in laboratory air, due 

to the relatively small variations of air humidity, temperature and pressure. 

Much larger variations in laboratory air would be required to explain the 

several orders of magnitude variations seen in Table 11. 
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 Investigators of laser induced plasma phenomenon have noted that once 

breakdown had occurred in a sealed virgin gas, the threshold irradiance was 

reduced by 20-25% (Chan et al., 1973, Stricker and Parker, 1982). No 

explanation exists for this behaviour, but a more rigorous time resolved 

analysis may confirm the existence of such an effect. 

 

Owing to the fact that the original 10 cm focal length lenses, supplied by Wei 

Fang Ming Liang Electronics Company Ltd, did not produce plasmas in air, it was 

necessary to conduct testing with focusing optics including several lenses of 

differing focal lengths and also to test a set of beam expanding optics. 

 

3.2  Testing of Focusing Lenses 

 

The next stage was to test a number of lenses that could be used in a simple, 

single plano-convex focusing lens arrangement without beam expansion. The 

lenses that were tested were as follows: 

 

1. Chinese tattoo removal manufacturer’s lens, focal length 10 cm 

2. Thorlabs LA4600, UV fused silica plano-convex lens, diameter 12.5mm, 

focal length 10 cm. 

3. Thorlabs LA4764, UV Fused silica plano-convex lens, diameter 12.5mm, 

focal length 5 cm. 

4. Thorlabs LA4647, UV Fused silica plano-convex lens, diameter 12.5mm, 

focal length 2 cm. 

 

Each of these was tested with or without frequency doubling to 532 nm and at 1, 

3 and 5 Hz repetition rates. For each set of values of the experimental 

parameters, the plasmas were recorded in a 5 minute video on a Fujifilm Finepix 

S5800 Digital Camera. This camera captures at a frame rate of 30 frames per 

second, making a total of 9000 frames per experiment. The temperature of the 

laser was also recorded every 30 seconds by reading off the digital panel on the 

laser housing. 
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Each video was broken down into individual frames and the frames during which 

the laser was pulsing were separated from the other frames. To avoid timing 

issues arising from starting and stopping the camera, only frames 50-8950 were 

analysed. The frames which did not feature a laser pulse were discarded. Each 

frame remaining was examined to see whether it contained a plasma. The size 

and location of each observed plasma was measured to the nearest 0.5 mm. For 

each frame, a number of variables were recorded. The dependent variables were: 

 

 Plasma in frame: Yes/No stored as a Boolean variable, 0 or 1. 

 Plasma diameter in mm. The size of a laser induced plasma was a few 

millimetres (Chen et al., 2000) but appeared larger due to absorption of UV 

light, and subsequent re-radiation, by air molecules of photons in the visible 

region of the spectrum. The size of the plasma therefore gave a good 

indication of spectral power output radiated by the plasma.     

 Plasma distance from lens in mm. The variance in this parameter needed to 

be minimal if the light emitted from the plasma were to be captured and 

collimated. 

 

The independent variables were: 

 

 Focal length in metres. 

 Reciprocal of the square of focal length in m-2. This was included in the data 

because from Equation 17 the intensity at the focal point is proportional to the 

reciprocal of the square of the focal length. Using these data, generalised 

linear modelling was used to test how varying the intensity at the focal point 

affects the dependant variables. Either the focal length or the reciprocal 

square of focal length can enter into statistical modelling as a predictor 

variable but not both. 

 Reciprocal of focal length in m-1. It may be useful when looking for 

relationships to examine the dependencies of this variable.   

 Whether the laser is frequency doubled. Stored as a Boolean value. 

 The repetition rate of the laser. This variable has a value of 1, 3 or 5. 

 Frame number from 50 to 8950. 

 Laser coolant water temperature in degrees Kelvin. 
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Figure 83. Frame 1787 from a 5 min video capture, showing the laser induced plasma obtained 

using 5 cm focal length lens. The laser is frequency doubled to 532 nm as can be seen by the 

green reflections from dust in the air. 

 

Many of the frames from the videos allowed the size and position of the plasmas 

to be examined, but it was obvious that the camera had problems capturing a 

complete set of good quality images for analysis. Many of the frames (see Figure 

84) show a cross like object/image often above the focal point of the beam. During 

the recording of these videos, it became apparent that the presence of these 

cross like objects meant that the camera had been unable to capture a good 

image of a plasma that had formed. The objects appear in the same horizontal 

position but their position in the vertical direction changes cyclically. Their position 

in the vertical direction gradually decreases before starting again at a high 

position (Figure 85). These objects may be residual images caused by the CCD 

imaging chip being incompletely reset between imaging cycles but the reason for 

the cyclic movement of these images in the video is unknown.  
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Figure 84. Frame 5342 from a 5 minute video capture showing the cross image phenomenon. 

A plasma has formed, but the camera was unable to capture an image of the plasma. This 

frame was taken from a video recorded for a 5 cm focal length lens without frequency doubling. 

 

 

Figure 85. A sequence of images showing how the position of the cross-like objects changes 

over time. The frames shown are numbers 517, 545, 574, 602, 631, 659, 688, 716, 745 and 

773. The blank frames in between are all blank frames. These frames are taken from the video 

recorded with a 2 cm focal length lens with no frequency doubling at a repetition rate of 1 Hz. 

 

The presence of these cross like objects could be due to differences in the timing 

of the plasma and the imaging interval of the CCD chip in the camera. Frames 

featuring these crosses occur at regular intervals during the video, indicating that 
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a timing issue may be the cause. The lifetime of the spectral intensity of similar 

plasmas is typically in the order of 1 µs (Harilal, 2004), so it is quite possible that 

the camera could not image such a short lifetime object correctly especially if the 

plasmas occurs between frames. A potential solution is most likely to use a 

camera that has a manually adjustable exposure time and frame rate. These 

images were recorded in the data as the presence of a plasma of unknown size. 

For import into the R statistical package, an unknown is represented by “N/A” in 

the data table. R can then be instructed to ignore unknown quantities in the 

statistical analysis. 

 

A summary of the results for each lens setup tested is shown in Table 13. From 

a cursory examination of the results of lens testing it was obvious that the focal 

length of the lens is an important factor effecting the reliability of pulse to pulse 

plasma generation. The probability of a laser pulse inducing a plasma decreased 

dramatically as the focal length increased.  
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Lens Setup 

Focal 

Length 

(mm) 

Reciprocal 

of Square of 

Focal 

Length 

(mm-2) 

Laser 

Repetition 

Rate Hz 

Frequency 

Doubled 

Number of 

Laser 

pulses 

No of 

Plasmas 

Induced 

Number of 

Corrupted 

Plasma 

Frames 

Probability 

of Plasma 

Occurrence 

per Pulse 

(P) 

Logit (P) 

Mean 

Plasma Size 

(mm) 

Variance 

Plasma Size 

(mm) 

Mean 

Plasma 

Location 

(mm) 

Variance 

Plasma 

Location 

(mm) 

Chinese 

Lens 

100 0.0001 1 0 317 4 1 0.0126 -4.3599 4.00 2.00 93.67 1.06 

Chinese 

Lens 

100 0.0001 3 0 965 1 0 0.0010 -6.8711 1.00 0.00 106.00 0.00 

Chinese 

Lens 

100 0.0001 5 0 1612 4 0 0.0025 -5.9965 2.25 0.19 85.50 42.75 

Chinese 

Lens 

100 0.0001 1 1 315 0 0 0.0000 NA NA NA NA NA 

Chinese 

Lens 

100 0.0001 3 1 964 3 0 0.0031 -5.7694 2.17 1.72 82.00 56.00 

Chinese 

Lens 

100 0.0001 5 1 1610 3 0 0.0019 -6.2835 1.67 0.22 99.00 44.67 

Thorlabs 

10cm Plano-

Convex 

100 0.0001 1 0 314 1 0 0.0032 -5.7462 1.00 0.00 68.50 0.00 
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Thorlabs 

10cm Plano-

Convex 

100 0.0001 3 0 966 14 1 0.0145 -4.2195 1.38 0.58 73.65 123.59 

Thorlabs 

10cm Plano-

Convex 

100 0.0001 5 0 1612 9 0 0.0056 -5.1824 1.56 0.30 72.11 105.88 

Thorlabs 

10cm Plano-

Convex 

100 0.0001 1 1 316 3 0 0.0095 -4.6476 1.33 1.39 94.67 54.89 

Thorlabs 

10cm Plano-

Convex 

100 0.0001 3 1 963 3 0 0.0031 -5.7683 0.83 0.06 95.67 32.89 

Thorlabs 

10cm Plano-

Convex 

100 0.0001 5 1 1614 4 0 0.0025 -5.9977 1.00 0.00 92.50 144.63 

Thorlabs 

5cm Plano-

Convex 

50 0.0004 1 0 317 295 114 0.9306 2.5959 5.86 0.95 41.65 0.35 
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Thorlabs 

5cm Plano-

Convex 

50 0.0004 3 0 961 19 1 0.0198 -3.9036 2.17 1.39 43.75 12.78 

Thorlabs 

5cm Plano-

Convex 

50 0.0004 5 0 1615 10 3 0.0062 -5.0783 2.64 1.19 43.86 5.91 

Thorlabs 

5cm Plano-

Convex 

50 0.0004 1 1 317 317 140 1.0000 NA 4.84 0.42 50.00 0.00 

Thorlabs 

5cm Plano-

Convex 

50 0.0004 3 1 962 13 5 0.0135 -4.2905 3.56 2.46 48.50 11.50 

Thorlabs 

5cm Plano-

Convex 

50 0.0004 5 1 1613 5 1 0.0031 -5.7733 2.63 0.92 50.00 21.38 

Thorlabs 

2cm Plano-

Convex 

20 0.0025 1 0 313 288 119 0.9201 2.4441 4.41 0.17 20.00 0.00 
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Table 13. A summary of the results of the lens testing experiments.  

 

Thorlabs 

2cm Plano-

Convex 

20 0.0025 3 0 961 961 367 1.0000 NA 5.36 0.15 20.00 0.00 

Thorlabs 

2cm Plano-

Convex 

20 0.0025 5 0 1609 1609 646 1.0000 NA 4.56 0.07 20.00 0.00 

Thorlabs 

2cm Plano-

Convex 

20 0.0025 1 1 315 248 104 0.7873 1.3087 4.44 0.46 20.00 0.00 

Thorlabs 

2cm Plano-

Convex 

20 0.0025 3 1 965 965 384 1.0000 NA 4.62 0.03 20.00 0.00 

Thorlabs 

2cm Plano-

Convex 

20 0.0025 5 1 1612 1470 586 0.9119 2.3372 4.03 0.09 20.00 0.00 
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Following import into R, a useful way to look for interrelationships between 

variables is to plot a correlation matrix, or for a more visual summary of 

correlation, a scatterplot matrix, can be plotted. The correlation matrix is, 

plotted in Table 14 using the ‘Pearson’ method with complete observations 

only (variables with a value of N/A are excluded). 
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Focal Reciprocal Square Doubled Rate Frame Plasma Size Location Temp 

Focal 1 -0.949075304 -0.929846921 -0.008589024 -0.365080921 -0.01676064 -0.100769151 -0.11623971 0.98833389 0.23712866 

Reciprocal -0.949075304 1 0.998416073 0.001678308 0.444115742 0.02236289 0.059157506 -0.02094755 -0.96904087 -0.2503195 

Square -0.92984692 0.998416073 1 0.000426273 0.453487468 0.02312455 0.051094826 -0.04522273 -0.95524806 -0.2500022 

Doubled -0.008589024 0.001678308 0.000426273 1 0.061758111 0.01163772 0.01465599 -0.32669864 -0.00323229 0.85519552 

Rate -0.365080921 0.444115742 0.453487468 0.061758111 1 0.02343258 0.005234258 -0.31359691 -0.39032919 0.2099904 

Frame -0.016760642 0.022362891 0.023124547 0.011637725 0.023432584 1 0.014064016 -0.08142314 -0.01795697 0.19418208 

Plasma -0.100769151 0.059157506 0.051094826 0.01465599 0.005234258 0.01406402 1 0.07403905 -0.11683694 0.01155565 

Size -0.116239709 -0.020947549 -0.045222727 -0.326698636 -0.313596907 -0.08142314 0.074039051 1 -0.0883324 -0.33323145 

Location 0.988333893 -0.969040867 -0.955248064 -0.00323229 -0.39032919 -0.01795697 -0.116836939 -0.0883324 1 0.23990648 

Temp 0.237128664 -0.250319503 -0.250002197 0.855195517 0.209990402 0.19418208 0.011555653 -0.33323145 0.23990648 1 

 

Table 14. The correlation matrix of the dependant and independent variables in the lens testing experiments. The variables are ‘Focal’ – Focal length in 

metres, ‘Reciprocal’ – Reciprocal of the focal length in m-1, ‘Square’ – The reciprocal of the square of focal length, ‘Doubled’ – Whether the laser is frequency 

doubled or not (Boolean Value), ‘Rate’ – Rate of laser pulsing in Hz, ‘Frame’ – Frame number, ‘Plasma’ – Whether the plasma is formed from the pulse, Size 

– Diameter of observed plasma in mm, ‘Location’ – Distance of plasma from lens in mm, ‘Temp’ – Temperature of coolant water in °K.



206 
 

In the correlation matrix in Table 14, zero represents no correlation. A value of 

1 represents a perfectly proportional or a positive correlation and value of -1 

represents a perfectly inverse relationship or negative correlation. The matrix 

shows, as expected, a strong positive correlation between the focal length and 

plasma location. A strong positive correlation between frequency doubling and 

temperature can be explained by the fact that the frequency doubling 

experiments were often conducted after the experiments without frequency 

doubling. As a result of this, the temperature of the laser coolant was often 

higher with the frequency doubled tests as the laser had already been in use 

for some time. Small negative correlations (~-0.3) are seen between frequency 

doubling, the pulse rate of the laser, the laser temperature and the plasma 

size. There is also a small negative correlation of -0.39 between the plasma 

location and the laser pulse rate. 

 

To further analyse the data, multiple regression analysis was performed for 

each of the dependent variables in the R statistical software package. For each 

dependent variable, an analysis was performed with the focal point or the 

reciprocal of the square of focal point as one of the variables. Multiple 

regression analysis assumes that the independent variables are linearly 

related to the dependent variable. If this is not the case, the variables may 

need to be transformed before a multiple regression fit can be applied. Plotting 

each dependent variable against each independent variable may show the 

nature of the relationship between variables and whether any of them need to 

be transformed. From the scatter plot matrices in Figure 86 it was not obvious 

that a transformation needed to be made for any of the variables. 
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Figure 86. Scatter plot of the dependant and independent variables in the lens testing 

experiments. 

 

The occurrence of a plasma seemed to be uncorrelated with any other 

independent variable but the needs to be transformed in order to see possible 

dependencies. The variables denoting whether there was a plasma in the 

frame (0 or 1), is a nominal dependant variable and its dependencies must be 

examined using logarithmic regression. This is done by modelling the variable 

as a probability and then converting the probabilities to logits using: 

 

𝑙𝑜𝑔𝑖𝑡(𝑝) = ln (
𝑝

1 − 𝑝
) 

 

The predictive logistic regression model for plasma occurrence is therefore: 
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𝑙𝑜𝑔𝑖𝑡(𝑝) = ln (
𝑝

1 − 𝑝
) = 휀1 + 휀2𝐹 + 휀3𝑅 + 휀4𝐷 + 휀5𝑁 + 휀6𝑇 

 

F is the reciprocal of focal length or the reciprocal of the square of the focal 

length, R is the laser repetition rate, D is whether the laser is frequency 

doubled, N is the frame number and T is the laser temperature. In this model, 

it was assumed that each of the independent variables has a linear relationship 

to logit(p). Rearranging for the probability p: 

 

𝑃𝑙𝑎𝑠𝑚𝑎 𝑃𝑟𝑜𝑏𝑎𝑏𝑙𝑖𝑙𝑡𝑦 𝑃𝑒𝑟 𝐿𝑎𝑠𝑒𝑟 𝑃𝑢𝑙𝑠𝑒, 𝑝 =
𝑒𝑥

1 + 𝑒𝑥
 

Where  𝑥 = 휀1 + 휀2𝐹 + 휀3𝑅 + 휀4𝐷 + 휀5𝑁 + 휀6𝑇 

 

A graph of p against x is shown if Figure 87. The domain of p is 0 to 1, p=0.5 

at x=0, increases as x increases and decreases as x decreases. Therefore, 

the larger the terms in the equation for x, the greater the probability of a plasma 

occurrence per pulse. 

 

 

Figure 87. A graph of the plasma probability against x. 

 

Logarithmic regression in R of with the reciprocal of focal length as one of the 

independent variables, gave an output of: 
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Deviance Residuals:  

    Min       1Q   Median       3Q      Max   

-3.8524  -0.1578  -0.0563   0.0434   3.9712   

 

Coefficients: 

              Estimate Std. Error z value Pr(>|z|)     

(Intercept) -4.950e+01  5.993e+00  -8.260  < 2e-16 *** 

Reciprocal   2.568e-01  4.207e-03  61.033  < 2e-16 *** 

Doubled     -1.155e+00  1.146e-01 -10.079  < 2e-16 *** 

Rate        -1.216e+00  3.469e-02 -35.063  < 2e-16 *** 

Frame       -2.701e-05  1.528e-05  -1.768    0.077 .   

Temp         1.508e-01  1.958e-02   7.705  1.3e-14 *** 

--- 

Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 

 

(Dispersion parameter for binomial family taken to be 1) 

 

    Null deviance: 27811.0  on 23515  degrees of freedom 

Residual deviance:  5282.2  on 23510  degrees of freedom 

  (1 observation deleted due to missingness) 

AIC: 5294.2 

 

Number of Fisher Scoring iterations: 8 

 

This output showed that the focal length, repetition rate, frequency doubling 

and temperature all significantly (p<0.001) affected the pulse to pulse plasma 

probability or logit (p). The frame number was not significant at the level of 

p<0.05. An ANOVA test showed the change in deviance obtained when each 

of the terms was added to the model in the order specified in the model 

formula. The ANOVA output was: 

 

           Df Deviance Resid. Df Resid. Dev  Pr(>Chi)     

NULL                       23515    27811.0               

Reciprocal  1  20705.6     23514     7105.3 < 2.2e-16 *** 
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Doubled     1     38.6     23513     7066.8 5.247e-10 *** 

Rate        1   1725.0     23512     5341.8 < 2.2e-16 *** 

Frame       1      0.0     23511     5341.8    0.8952     

Temp        1     59.5     23510     5282.2 1.201e-14 *** 

--- 

Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 

 

The output shows that all the terms apart from frame number were highly 

significant when they were added into the model. Removing the frame number 

as an independent variable from the model gave an output of: 

 

Deviance Residuals:  

    Min       1Q   Median       3Q      Max   

-3.8217  -0.1551  -0.0535   0.0428   3.9883   

 

Coefficients: 

             Estimate Std. Error z value Pr(>|z|)     

(Intercept) -47.10005    5.84507  -8.058 7.75e-16 *** 

Reciprocal    0.25627    0.00421  60.874  < 2e-16 *** 

Doubled      -1.11891    0.11295  -9.906  < 2e-16 *** 

Rate         -1.21533    0.03476 -34.966  < 2e-16 *** 

Temp          0.14261    0.01904   7.489 6.95e-14 *** 

--- 

Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 

 

(Dispersion parameter for binomial family taken to be 1) 

 

    Null deviance: 27811.0  on 23515  degrees of freedom 

Residual deviance:  5285.4  on 23511  degrees of freedom 

  (1 observation deleted due to missingness) 

AIC: 5295.4 

 

Number of Fisher Scoring iterations: 8 
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The AIC value gives an indication of which model is the better fit. Better fitting 

models have lower AIC values. The AIC values of both models were very 

similar but the model that includes the frame number had a slightly lower AIC 

value indicating a slightly better fit. An ANOVA comparison of these two 

models in R gave an output of: 

 

Model 1: Plasma ~ Reciprocal + Doubled + Rate + Frame + Temp 

Model 2: Plasma ~ Reciprocal + Doubled + Rate + Temp 

  Resid. Df Resid. Dev Df Deviance Pr(>Chi)   

1     23510     5282.2                        

2     23511     5285.4 -1  -3.1278  0.07697 . 

--- 

Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 

    

The ANOVA model comparison showed that the two models were not 

significantly different from each other. Even though the inclusion of the frame 

number variable in the model gave a slightly better fit, adding the frame 

number did not significantly alter the model. For these reasons, for simplicity 

and to obtain the minimum adequate model, the frame number was dropped 

as an independent variable. 

 

Another model was constructed using the reciprocal of the square of focal 

length in m-2 as a predictor variable (instead of the reciprocal of focal length) 

and compared to the first model. The summary of the output from R for this 

new logistic regression model was: 

 

Deviance Residuals:  

    Min       1Q   Median       3Q      Max   

-3.7574  -0.1926  -0.0885   0.0453   3.6239   

 

Coefficients: 

              Estimate Std. Error z value Pr(>|z|)     

(Intercept) -3.006e+01  4.798e+00  -6.265 3.72e-10 *** 

Square       3.755e-03  5.823e-05  64.494  < 2e-16 *** 
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Doubled     -8.427e-01  9.722e-02  -8.668  < 2e-16 *** 

Rate        -1.126e+00  3.261e-02 -34.525  < 2e-16 *** 

Frame       -1.535e-05  1.446e-05  -1.061    0.289     

Temp         9.644e-02  1.573e-02   6.130 8.80e-10 *** 

--- 

Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 

 

(Dispersion parameter for binomial family taken to be 1) 

 

    Null deviance: 27811.0  on 23515  degrees of freedom 

Residual deviance:  5799.4  on 23510  degrees of freedom 

  (1 observation deleted due to missingness) 

AIC: 5811.4 

 

Number of Fisher Scoring iterations: 7  

 

As with the previous model, the independent variable, Frame Number was not 

significant. It was reassuring to know that the probability of the plasma 

occurring in a laser pulse was not significantly affected by the frame number 

as the frame number is the transformed time dimension. That the plasma 

probability per pulse was time invariant indicates good reliability of the plasma 

as a spectroscopic light source and indicates that the intensity at the focal 

point is not significantly varying over time. Dropping this variable from the 

model resulted in an output of: 

 

Deviance Residuals:  

    Min       1Q   Median       3Q      Max   

-3.7398  -0.1917  -0.0861   0.0451   3.6369   

 

Coefficients: 

              Estimate Std. Error z value Pr(>|z|)     

(Intercept) -2.919e+01  4.729e+00  -6.173 6.69e-10 *** 

Square       3.753e-03  5.832e-05  64.360  < 2e-16 *** 

Doubled     -8.302e-01  9.651e-02  -8.602  < 2e-16 *** 
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Rate        -1.126e+00  3.264e-02 -34.487  < 2e-16 *** 

Temp         9.336e-02  1.547e-02   6.036 1.58e-09 *** 

--- 

Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 

 

(Dispersion parameter for binomial family taken to be 1) 

 

    Null deviance: 27811.0  on 23515  degrees of freedom 

Residual deviance:  5800.5  on 23511  degrees of freedom 

  (1 observation deleted due to missingness) 

AIC: 5810.5 

 

Number of Fisher Scoring iterations: 7 

 

This was the minimal adequate model as all the terms were significant. The 

higher AIC value indicated that this was a worse fit than the previous minimal 

adequate model for the logarithmic regression of the dependant variable 

‘Plasma in Frame’. An ANOVA comparison of these two minimal adequate 

models gave an output of: 

 

Model 1: Plasma ~ Reciprocal + Doubled + Rate + Temp 

Model 2: Plasma ~ Square + Doubled + Rate + Temp 

  Resid. Df Resid. Dev Df Deviance Pr(>Chi) 

1     23511     5285.4                      

2     23511     5800.5  0  -515.16 

 

The reduction in the residual deviation of 515.1 6 showed that the first minimal 

adequate model, using the reciprocal of focal length as a predictor, was a 

better model. The regression diagnostic plots for this minimum adequate 

model are shown in Figure 88. 
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Figure 88. The diagnostic plots for the logarithmic regression of the dependent binary 

variable ‘Plasma in frame Y/N’. The independent variables are Reciprocal of Focal Length, 

Frequency Doubled Y/N, Repetition Rate and Laser Temperature. 

 

The diagnostic plots in Figure 88 showed that the model was a reasonably 

good one. The graphs on the left side showed that the variance in the residuals 

did not change as the predicted values changed (no heteroscedasticity). This 

indicated that the linear fit was a good fit to the data. The top left graph 

indicated that the errors in the fit were normally distributed. For most of the 

data points this was true but for some outlying data points the errors deviated 

from a normal distribution. The bottom right graph showed whether any of the 

data points were outliers and were excessively influencing the data and 

needed to be removed from the analysis (data points for which Cook’s 

Distance is greater than 0.5). The graph showed that the data had no outliers.   
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The minimal adequate model was therefore: 

 

ln (
𝑝

1 − 𝑝
) = −47.1 + 0.256𝐹 − 1.22𝑅 − 1.12𝐷 + 0.14𝑇 

 

Rearranging for the probability p: 

 

𝑃𝑙𝑎𝑠𝑚𝑎 𝑃𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑃𝑒𝑟 𝐿𝑎𝑠𝑒𝑟 𝑃𝑢𝑙𝑠𝑒, 𝑝 =
𝑒𝑥

1 + 𝑒𝑥
 

       𝑤ℎ𝑒𝑟𝑒 𝑥 = −47.1 + 0.256𝐹 − 1.22𝑅 − 1.12𝐷 + 0.14𝑇 

 

F is the reciprocal of focal length in m-1, R is the laser pulse rate in Hz, D is the 

frequency doubling Boolean variable, and T is the laser temperature in Kelvin. 

Interesting points to note from this model are: 

 

 The probability of a plasma occurring decreases as the focal length 

increases. A plot of the probability against focal length is shown in Figure 

89. 

 

Figure 89. A graph of the plasma probability per pulse against the focal length from the 

logarithmic regression modelling. The other parameters held constant with a laser repetition 

rate of 1Hz, no frequency doubling and a constant temperature of 303°K (30°C). 
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 Increasing the laser pulse rate and frequency doubling the laser to 532 nm 

both decrease the plasma probability. 

 As the laser temperature increases the probability of a plasma increases.  

 

The dependant numerical variable, ‘Size’ was examined using standard 

multiple regression modelling. The first step was to plot ‘Size’ against the 

independent variables ‘Focal’, ’Reciprocal’ and ‘Square’ to determine which 

independent variable gave the best linear fit. These box plots are shown in 

Figure 90-92. In these plots, the variable ‘Size’ is approximately inversely 

proportional to ‘Focal’, with ‘Size’ appearing to be the closest to a linear 

relationship with ‘Reciprocal’.  

 

 

Figure 90. A box plot of the plasma size (‘Size’) against the focal length (‘Focal’). 
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Figure 91. A box plot of the plasma size (‘Size’) against the reciprocal of focal length 

(‘Reciprocal’). 

 

 

Figure 92. A box plot of the plasma size (‘Size’) against the reciprocal of the square of focal 

length (‘Square’).  

 

Two models were constructed and tested with ‘Reciprocal’ or ‘Square’ as an 

independent variable in the models. The predictive multiple linear regression 

model for plasma size was therefore: 
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Plasma Size = 휀1 + 휀2𝐹 + 휀3𝑅 + 휀4𝐷 + 휀5𝑁 + 휀6𝑇 

 

Where F is the reciprocal of focal length or the reciprocal of the square of the 

focal length, R is the laser repetition rate, D is whether the laser is frequency 

doubled, N is the frame number and T is the laser temperature. 

 

The multiple regression output with reciprocal of focal length as an 

independent variable was: 

 

Residuals: 

    Min      1Q  Median      3Q     Max  

-4.2999 -0.1650 -0.0448  0.3581  2.2284  

 

Coefficients: 

              Estimate Std. Error t value Pr(>|t|)     

(Intercept) -3.345e+01  3.002e+00  -11.14   <2e-16 *** 

Reciprocal   3.057e-02  1.957e-03   15.62   <2e-16 *** 

Doubled     -1.271e+00  6.622e-02  -19.20   <2e-16 *** 

Rate        -2.741e-01  1.094e-02  -25.06   <2e-16 *** 

Frame       -5.659e-05  4.960e-06  -11.41   <2e-16 *** 

Temp         1.260e-01  9.838e-03   12.81   <2e-16 *** 

--- 

Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 

 

Residual standard error: 0.6672 on 3940 degrees of freedom 

  (19571 observations deleted due to missingness) 

Multiple R-squared:  0.2451,    Adjusted R-squared:  0.2441  

F-statistic: 255.8 on 5 and 3940 DF,  p-value: < 2.2e-16 

 

The output showed that all the independent variables were significant in the 

model. This model did not require removal of a variable to improve it and was 

therefore a minimal adequate model. The multiple regression output with 

reciprocal of the square of focal length as an independent variable was: 
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Residuals: 

    Min      1Q  Median      3Q     Max  

-4.4092 -0.1499 -0.0455  0.3715  2.1587  

 

Coefficients: 

              Estimate Std. Error t value Pr(>|t|)     

(Intercept) -2.723e+01  3.039e+00  -8.958   <2e-16 *** 

Square       3.758e-04  2.929e-05  12.829   <2e-16 *** 

Doubled     -1.150e+00  6.739e-02 -17.063   <2e-16 *** 

Rate        -2.552e-01  1.123e-02 -22.715   <2e-16 *** 

Frame       -5.130e-05  5.026e-06 -10.208   <2e-16 *** 

Temp         1.070e-01  1.003e-02  10.663   <2e-16 *** 

--- 

Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 

 

Residual standard error: 0.6736 on 3940 degrees of freedom 

  (19571 observations deleted due to missingness) 

Multiple R-squared:  0.2305,    Adjusted R-squared:  0.2295  

F-statistic:   236 on 5 and 3940 DF,  p-value: < 2.2e-16 

 

This model was also a minimal adequate model as all of the independent 

variables were significant. The two models had very similar adjusted R-

squared and F-statistic values. The adjusted R-squared value is the 

percentage, between 0 and 1, of the variance explained by the model. An 

adjusted R squared value of 1 is a perfect fit. The adjusted R squared value 

was slightly larger in the first model (0.2441 compared to 0.2295) indicating a 

better fit.  The residual sum of the squares was also slightly less in the first 

model. The first model with the reciprocal of focal length as an independent 

variable was the better model. The predictive linear regression model for 

plasma size was therefore: 

 

Plasma Size in mm = −33.45 + 0.03057𝐹 − 0.02741𝑅 − 1.271𝐷

− (5.659 × 10−5)𝑁 + 0.126𝑇 
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Where F is the reciprocal of focal length or the reciprocal of the square of the 

focal length, R is the laser repetition rate, D is whether the laser is frequency 

doubled, N is the frame number and T is the laser temperature. Points to note 

about this model are: 

 

 The plasma size increased inversely with focal length. A plot of the plasma 

size against focal length is shown in Figure 93. The plasma size tended to 

infinity as the focal length decreased. This was physically impossible, 

showing that the model was too simple to predict plasma sizes at very 

short focal lengths. In practice, there was minimum focal length that could 

be used as the plasma would come into contact with the surface of the 

lens for very short focal lengths. 

 

 

Figure 93. A graph of Plasma Size against Focal Length from the best fit multiple regression 

model. The other parameters in the model were held constant. The parameters were the 

laser repetition rate at 1Hz, no frequency doubling, a frame number of zero and a constant 

temperature of 30°C (303°K). 
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 Increasing the laser pulse rate decreased the plasma size. However, the 

effect is very small, with an average size difference of 0.11mm between 1 

and 5 Hz.  

 Frequency doubling the laser to 532 nm decreased the plasma size by an 

average of 1.27 mm. 

 As the frame number increased the plasma size decreased. Over 9000 

frames (5  mins) the plasma size decreased by an average of 0.51 mm. 

This relationship was most likely asymptotic as time goes to infinity, 

meaning that the plasma size approached a minimum value over time. 

 As the laser temperature increased the plasma size increased 

proportionally. An increase of 10°C increased the size of the plasma by an 

average of 1.26 mm. 

 Laser temperature and Frame Number should be related because as the 

Frame Number increases the laser should get hotter. The relationship of 

plasma size to Frame Number and Temperature that was seen in the 

model is expected in that both variables have a positive effect on plasma 

size. This is a slightly unexpected result as the power of the laser is 

negatively related to temperature (See Figure 41). 

 

The regression diagnostic plots for the ‘Size’ minimum adequate model are 

shown in Figure 94. The plots showed that the assumptions of the multiple 

regression model were reasonably upheld. The top and bottom right plots 

showed that the model exhibited a small amount of heteroscedasticity, with 

the residuals increasing in magnitude as the fitted values increased. However, 

it was difficult to see most of the data points in the plot. The vast majority of 

the 3940 residuals appeared to be equally distributed. The plots did not show 

any non-linearity indicating that a linear model was a good one. The top left 

plot showed that the residuals were not normally distributed, the negative 

residuals deviating from a normal distribution. However, because most of the 

residuals appeared to be normally distributed and the fact that the effects of 

non-normality are mitigated by large datasets, there was little reason to 

abandon the model as not being representative of the data. The bottom left 

plot showed that no data points had undue leverage on the model. 
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Figure 94. The diagnostic plots for the multiple linear regression of the dependent binary 

variable ‘Plasma Size. The independent variables are the Reciprocal of Focal Length, 

Frequency Doubled Y/N, Repetition Rate, Frame Number and Laser Temperature. 

  

The dependant numerical variable, ‘Location’ was also examined using 

standard multiple regression modelling. The location of the plasma was 

obviously directly proportional to the focal length of the lens. The independent 

variable F in the predictive regression equation was therefore the focal length 

in mm. The full predictive equation was: 

 

Plasma Distance from Lens in mm = 휀1 + 휀2𝐹 + 휀3𝑅 + 휀4𝐷 + 휀5𝑁 + 휀6𝑇 

 

Where F is the focal length in mm, R is the laser repetition rate, D is whether 

the laser is frequency doubled, N is the frame number and T is the laser 

temperature. The multiple linear regression output from R was: 
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Residuals: 

    Min      1Q  Median      3Q     Max  

-32.412  -0.265   0.023   0.176  14.954  

 

Coefficients: 

              Estimate Std. Error t value Pr(>|t|)     

(Intercept) -7.762e+01  6.233e+00 -12.454  < 2e-16 *** 

Focal        8.794e+02  3.299e+00 266.520  < 2e-16 *** 

Doubled     -1.582e+00  1.450e-01 -10.907  < 2e-16 *** 

Rate        -4.306e-01  2.284e-02 -18.856  < 2e-16 *** 

Frame       -7.823e-05  1.168e-05  -6.696 2.45e-11 *** 

Temp         2.722e-01  2.109e-02  12.908  < 2e-16 *** 

--- 

Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 

 

Residual standard error: 1.634 on 3940 degrees of freedom 

  (19571 observations deleted due to missingness) 

Multiple R-squared:  0.9788,    Adjusted R-squared:  0.9787  

F-statistic: 3.631e+04 on 5 and 3940 DF,  p-value: < 2.2e-16 

 

All the independent variables were significant in the model and the adjusted 

R-squared value was 0.9787, indicating a very good fit. The predictive 

equation was therefore: 

 

Plasma Distance from Lens in mm = −77.62 + 879.4𝐹 − 0.43𝑅 − 1.582𝐷

− (7.823 × 10−5)𝑁 + 0.27𝑇 

 

Points of note from this predictive model are: 

 

 The relationship between focal Length and location was a positive linear 

relationship as expected. The plasma was most likely to occur very near 

to the focal point. 
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 Increasing the laser pulse rate and frequency doubling the laser 

decreased the plasma distance from the lens. If the plasma distance from 

the focal lens decreases, it implies that the breakdown intensity has been 

obtained at a distance closer to the lens than the focal point (Bindhu et al., 

2004, Bindhu et al., 2003). This could have been because the laser had 

more peak pulse power or, in the case of frequency doubling, because 

some of the photons in the pulse had double the energy. The effect of 

frequency doubling upon the plasma location was to generate plasmas at 

an average of 1.6 mm closer to the focusing lens. The photons generated 

by the doubler have a wavelength of 532 nm and twice the energy of 1064 

nm photons but overall the pulses will have less energy due to absorption 

and scattering in the doubling crystal. The breakdown thresholds at this 

wavelength may also be altered due to the (unknown) wavelength 

dependency of absorption. 

  

The effect of frequency doubling the laser and increasing the repetition 

rate upon plasma location was a surprising result in view of the fact that, 

according to the predictive models, both of these parameters decrease 

both the likelihood of a plasma occurring and the mean plasma size. 

 

 The plasma location was closer to the lens as the frame number 

increased. Over the 5 minute period, the plasma moved closer to the lens 

by an average of 0.7mm. Over a longer period of time, the plasma location 

looks like it approaches an asymptotic value, but was approximately a 

linear relationship over this 5 minute period. 

 

 The temperature of the laser was proportional to plasma location. This is 

possibly due to a drop in the peak laser power as the temperature 

increased (due to a drop in the stimulated emission cross section of 

Neodymium, see Figure 41). A drop in laser power reduces the peak 

intensity along the optical axis causing the breakdown intensity to occur 

closer to the focal point of the lens.   
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Figure 95. The diagnostic plots for the linear model that predicts the distance of the plasma 

from the focal lens. 

 

From the diagnostic plots in Figure 95, it was observed that the model suffered 

from heteroscedasticity, with the residuals increasing in size as the focal length 

increased. This meant that it became more difficult to accurately predict the 

plasma location at increasing focal lengths due to increasing variances. The 

model was not rejected because of heteroscedasticity, as the zero residual 

line lay approximately through the centre of the distribution of the data points. 

In the Q-Q plot there were outlying data points, the errors of which were not 

normally distributed but it must be remembered that there were 3940 data 

points included in the analysis. Only a few of these data points did not meet 

the requirement of normally distributed errors so the model was not rejected 

due to a few data points having non-normally distributed errors. The residuals 

vs leverage plot showed that a few data points have undue leverage upon the 

model. Owing to the large number of data points in the dataset, any change in 
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the model caused by outliers is going to be very small. For this reason and the 

fact that the zero residual line passed approximately through the data points, 

outliers were not removed in an effort to improve the model.     

 

Following from the statistical analysis above it was be concluded that: 

 

 The best lens for plasma generation had the shortest possible focal length. 

Short focal length lenses were much more likely to produce a plasma due 

to the smaller diameter of the beam produced at the focal point and the 

consequent high intensities. The size of the plasma also increased as a 

function of focal length, indicating that the plasma may be hotter and 

therefore have a higher spectral power output. The position of the plasma 

had the least variance at shorter focal lengths with a very small variance 

at 20 mm. This was very important for the design of a spectrometer as the 

plasma must be generated with little positional variance if light was to be 

captured and collimated into a beam. A 20 mm focal length lens was also 

the shortest focal length lens that could possibly be used without risking 

damage to the lens from the plasma itself. 

 

 Using a frequency doubler decreased both the likelihood of a plasma 

occurring and the overall plasma size. This indicated that frequency 

doubling decreased the pulse peak power and/or increased the 

breakdown threshold. Even if a frequency doubler had no effect on the 

breakdown threshold, its use decreases the power of the beam because 

of losses due to imperfections in the doubling crystal. The spectrometer 

did not therefore use a frequency doubler for plasma generation. 

 

 Increasing the repetition rate of the laser reduced both the likelihood of 

plasma occurrence and the size of a plasma. This effect was very small 

and will not make much difference to the reliability of plasma production 

and plasma spectral power output at higher repetition rates. 
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 Changes in the temperature of the laser affected the probability, size and 

location of a laser induced plasma, most likely due to changes in laser 

pulse power output. In order to reduce temperature related fluctuations, 

the laser temperature needed to be controlled through effective cooling. 

The laser cuts off when the water temperature reaches 50°C and effective 

cooling also extends the life of the pumping flashlamp. During extended 

periods of high repetition pulsing the cooling water can attain 50°C. If this 

occurs the laser automatically shuts down, possibly ruining ongoing 

experiments. For these reasons, the cooling system was improved by 

extending the tubing through which cooling water was pumped. The 

extended tubing was then placed in a bath of water at room temperature 

into which heat is exchanged (Figure 96). The water in the cooling bath 

can be changed regularly or cooled itself if more effective cooling is 

required. 

 

 

Figure 96. The plasma spectrometer cooling system. The thin white tubes exchange heat 

with the large water bath. The water in the bath can be easily changed should it become too 

hot. 
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In conclusion, the best lens for plasma generation was the 20 mm focal length 

lens. This lens was the most reliable for pulse to pulse plasma generation and 

generated plasmas with the least positional variance. Any plano-convex 20 

mm lens with a diameter larger than the diameter of the beam (6 mm) can be 

used. A plano-convex lens is normally used to focus a parallel beam to a point. 

The Thorlabs LA4647, UV Fused silica plano-convex lens, diameter 12.5 mm, 

focal length 2 cm was the lens selected for laser focusing in the spectrometer. 

 
3.3  Noble Gases as the Plasma Medium 

 

Disappointingly, a laser spark in air at atmospheric pressure did not produce 

any light below λ=380 nm (Figure 52). For the purposes of biological 

spectroscopy, this was a problem as many important biological chromophores 

are absorbent in the range 200-300 nm. The plasma spark was also unreliably 

generated in air which would result in missing/erroneous readings. One 

potential method of improving the reliability of plasma generation and 

increasing the plasma’s electron density and temperature, thereby increasing 

spectral power output and photon energy, would be to change the gaseous 

medium in which the plasma was formed. 

 

Ionising a molecular gas requires an input of energy to overcome covalent 

bonding. The main constituent of air, molecular nitrogen has one of the 

strongest covalent bonds with a bond dissociation energy of 945 kJ (2004). 

The bond dissociation energy is a measure of the energy stored in the potential 

energy of the bond. If this energy is input in the form of laser photons, a 

molecule can lose enough covalently bonded electrons for the repulsive forces 

between positively charged ions to become larger than the attractive forces 

provided by the bonds. The result is a Coulomb explosion in which the atoms 

of a molecule fly apart, rapidly accelerated by the repulsive forces (Légaré et 

al., 2005, Wu et al., 2011). A Coulomb explosion is an endothermic process 

overall because energy is required to overcome the electrostatic forces in 

covalent bonds. This energy is absorbed from the external EM field (laser) to 

ionise covalent electrons and generate high kinetic energy positive ions. The 
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breakdown thresholds of molecular gases should therefore be greater than 

atomic gases because less of the energy of the laser pulse is available for 

electron ionisation and heating.  

 

Plasmas formed in molecular gases form a variety of reactive/unstable species 

during the cooling process. Plasmas generated in air produce ozone which is 

a powerful oxidising agent that can damage a variety of materials and can be 

harmful for health. A noble gas plasma produces no such compounds and 

upon cooling forms back into an inert atomic gas. In LIBS, the target material 

being identified is often a solid or liquid in an argon atmosphere. Argon is most 

often used owing to its relative cheapness and its high atomic mass. 

Surrounding the target sample with a gas with a high atomic mass increases 

the temperature and lifetime of the plasma, due to the reduced energy transfer 

and diffusion of the plasma particles into the relatively high mass argon 

medium. In a plasma spectrometer, instead of a solid or liquid target, the gas 

itself is used as the plasma medium. The effect on electron density and 

temperature, due to reduced energy transfer and diffusion, of using a high 

atomic mass gaseous medium will be negated because the plasma will be 

surrounded by atoms and ions of identical mass. 
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Figure 97. A graph of first ionisation energy against atomic number for the first six periods of 

elements in the periodic table. The noble gases in Group 8 appear as yellow data points. 

The first ionisation energy (in kJ/mol) of the Group 8 elements is: He 2372.57, Ne 2080.22, 

Ar 1520.61, Kr 1350, Xe 1170.37, Rn 1037.22.  Reproduced from (Moore, 1970). 

 

The first ionisation energy of a noble gas gives a good indication of the relative 

breakdown thresholds under focused laser light. Figure 97 shows the first 

ionisation energies of the first six periods of elements. The noble gases have 

the highest ionisation energies of any group in the periodic table because their 

atoms have the most energetically stable electronic configurations. The other 

groups of elements have lower ionisation energies but are unstable in a single 

unbonded atomic state. These elements must form covalent, ionic, metallic 

and other bonds to obtain stable electron states. In order to generate a plasma 

via laser heating, extra energy must be input to overcome these bonds. This 

is the latent heat of the phase transition from gas into plasma. If the same 

amount of energy is input to both a molecular gas and a noble gas so that they 

both form plasmas, the noble gas plasma will be hotter (as long as the gases 

start at the same temperature and pressure) because none of the input energy 

has been used to overcome bonding. 
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Figure 97 shows that as atomic number increases in a periodic group, the first 

ionisation energy also falls. This is caused by the inner electrons in an atom 

shielding the nuclear charge from the outer electrons. This shielding reduces 

the effective nuclear charge ‘felt’ by the outer electrons, giving them more 

potential energy (the potential energy of bound electrons is negative) and 

reducing the ionisation energy. As the atomic number increases, the shielding 

effect increases due to larger numbers of electrons in atomic orbitals. This 

decrease in ionisation energy as atomic number increases means that heavy 

noble gases should have low breakdown thresholds. The effect of this is 

threefold: 

 

1. Lower breakdown thresholds mean that plasmas should be more reliably 

formed in a heavy noble gas. Ideally, each laser pulse should generate a 

plasma. 

2. The plasma temperature should be higher. Any energy in the laser pulse 

that is not used to dissociate molecules or ionise electrons is available to 

increase the kinetic energy of the free electrons. 

 

3. The electron density in a heavy noble gas plasma should be higher. 

Reducing the ionisation energy increases the likelihood of (multi)photon 

ionisation, resulting in the production of greater numbers of free electrons. 

The increased kinetic energy (temperature) of free electrons (by Point 2.) 

increases the rate of collisional ionisation due to free electrons impacting 

bound electrons at higher energies. 

 

It should therefore be easier to form plasmas in high atomic number noble 

gases and these plasmas should have higher intensity and shorter wavelength 

emission. Experimental data from numerous authors shows that this is indeed 

the case. Aghostini et al showed, in low pressure conditions where cascade 

ionisation is very unlikely, that the number of ions created by multiphoton 

ionisation in a LIP increases as atomic number increases due to the lower 

ionisation energies (Figure 98) (Agostini et al., 1970a).     
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Figure 98. The number of multiphoton ions created as a function of laser intensity at the 

focal point. The gas pressure is 2.6×10-7atm and the laser used is an Nd:YAG at 1.06µm. 

The pressure used is very low so that ions present are only produced by multiphoton 

absorption. Reproduced from Aghostini et al, Multiphoton ionization of rare gases at 1.06 µm 

and 0.53 µm, 1970. 

 

Data from Bruscher et Al (Buscher et al., 1965), presented in Table 15 show 

that the breakdown threshold intensity is inversely proportional to ionisation 

energy except for He and Ne. This is attributed to the fact that the electron-

atom collision cross section for cascade ionisation is higher for He than for Ne 

at low electron energies. 
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Threshold Intensities at a Pressure of 2000 Torr (1010 W/cm2) Ionisation 

Energy 

(eV) 

 

Gas 

 

λ=10600Å 

 

λ=6943Å 

 

λ=5300Å 

 

λ=3471Å 

He 1.4 7.6   24.58 

Ne 2 10   21.56 

Ar 0.51 5.1 4.7 0.91 15.76 

Kr 0.39 3.3   13.99 

Xe 0.2 1.9 1.06 0.4 12.13 

Pulse 

Width 

(ns) 

40 40 28 20  

Spot 

Area (µ-

m) 

3480 1050 827 185  

 

Table 15. Results of threshold breakdown intensity measurements for LIPs formed in noble 

gases at different Nd:YAG laser harmonics. Reproduced from Buscher et Al, Phys Rev Lett, 

1965 (Buscher et al., 1965). 

 

Based on the ionisation energies of the noble gases and previously published 

data, the best gas to use would be Xenon. Radon has a smaller first ionisation 

energy but is radioactive. The choice of which noble gas to use in a plasma 

spectrometer also depends upon several other factors: 

 

 What is the probability of each pulse generating a plasma in each gas? 

This is a function of the breakdown intensities of each gas. 

  

 Which gas produces plasmas that produce the most intense, shortest 

wavelength brehmsstralung emission (highest electron temperatures and 

densities)? 

 The price per unit volume of each gas. The prices of each gas as quoted 

by/purchased from BOC LTD were: 
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N4.6 Helium 99.996% Material Number 101720-L                       £0.82 per litre 

N5.0 Neon 99.999% Material Number 112008-BC      £1.10 per litre 

N5.0 Grade A Argon          £0.02 per litre 

N5.0 Krypton Material Number 112034-BC       £3.15 per litre 

N5.0 Xenon Material Number 112005-BC     £29.50 per litre 

 

Xenon is prohibitively expensive for testing with a prototype instrument. All of 

the other gases were purchased for testing. 

  

3.4  The Pressure Dependency of Laser Induced Breakdown 

 

As well as investigating the effect of different noble gases, it is known that 

breakdown thresholds, electron temperatures and densities in laser induced 

plasmas depend on gas pressure. The isothermal pressure dependency of 

laser induced breakdown in gases has been investigated by several authors 

with the discovery that different electron generation processes (multiphoton 

ionisation and cascade ionisation) dominate at different pressures (Krasyuk et 

al., 1969, Morgan et al., 1971, Young and Hercher, 1967, Buscher et al., 

1965). The pressure dependence of breakdown intensity threshold generally 

behaves as: 

 

𝐼𝐵𝑟 ∝ 𝑝𝛼            𝐸𝑞𝑢𝑎𝑡𝑖𝑜𝑛 20 

 

α is a number between minus one and zero that depends upon the particular 

noble gas and the laser wavelength (Chylek et al., 1990a). 

 

The effect of varying the gas pressure affects the number of free electrons 

generated via the cascade ionisation processes. The mean free path of 

electrons in an ideal gas is inversely proportional to pressure. In the low 

pressures regime (<0.1 atm), the mean free path of electrons in the plasma 

approximates the dimensions of the focal volume. At these pressures, 

multiphoton ionisation is the only mechanism of free electron production. 

Several authors have used this to investigate multiphoton ionisation processes 
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(G.S. Voronov., 1965, Agostini et al., 1979, Lompre et al., 1977, Martin and 

Mandel, 1976, Hollis, 1978). For multiphoton ionisation, the pressure 

dependency was found to be: 

 

𝐼𝐵𝑟 ∝ 𝑝−1 𝑘⁄  

 

Where k is the number of photons that are absorbed during ionisation. 

 

At pressures greater than about 0.1 atm, the dominant mechanism of free 

electron production is cascade ionisation (Agostini et al., 1970a), occurring 

after the initial production of seed electrons from multiphoton absorption 

processes. An increase in the pressure of the gaseous medium decreases the 

mean free path of electrons in the plasma. This has a two-fold effect: to 

decrease the average kinetic energy (temperature) of free electrons and to 

increase the electron density. 

  

The first effect of decreasing the electron temperatures is somewhat 

counterintuitive, but decreasing the mean path of a free electron decreases 

the average length of time before a collision occurs. During this length of time 

an electron gains kinetic energy (accelerates) from the electric field of the 

pulse. Isothermally increasing the pressure of a gas therefore reduces the 

average kinetic energy, and therefore the temperature, of free electrons in the 

focal volume. This is partly compensated for by a decrease in the rate of 

electron diffusion out of the focal volume during the length of the pulse. 

 

The second effect is caused by an increase in the rate of collisional ionisation 

events, also due to a decrease in the mean free path of electrons in the gas. 

An increase in the rate of collisional ionisation means increased free electron 

production and an increase in electron density. Increasing the pressure should 

therefore result in an overall increase in spectral brightness. The breakdown 

threshold also decreases as the rate of collisional ionisation increases. For 

cascade ionisation, if only free electron gain processes are considered, the 

experimentally derived relation of breakdown intensity to pressure is: 
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𝐼𝐵𝑟 ∝ 𝑝−1 

 

Note that the pressure dependence of cascade ionisation is much stronger 

than the pressure dependence of multiphoton ionisation. 

 

The value of α in Equation 20 is determined experimentally. One of the earliest 

papers to investigate this pressure dependence is Buscher el al (Buscher et 

al., 1965). The authors measured the breakdown intensities of argon and 

xenon using the first and second harmonics of Nd:YAG and ruby lasers across 

a range of pressures. The results are shown in Figure 99. At all wavelengths, 

the breakdown threshold exhibited the type of pressure dependency 

associated with cascade breakdown. 

    

 

Figure 99. Breakdown threshold intensities against pressure for Argon and Xenon at 4 

different wavelengths. Reproduced from Buscher et al, Phys Rev Lett, 1965 (Buscher et al., 

1965). 
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Another early publication by Alcock et al investigated the pressure 

dependence at first (694 nm) and second (347 nm) harmonics of a ruby laser 

in a number of different gases (Alcock et al., 1972). The results for second 

harmonic breakdown are shown in Figure 100.  The results reveal that the 

effect of varying the pressure on breakdown intensities is very similar for each 

gas with a value for α of approximately -0.4. These results were in good 

agreement with Buscher et al (Buscher et al., 1965). 

 

 

Figure 100. The relationship of breakdown intensity against pressure for several gases at 

the second harmonic of a ruby laser (λ=3472Å) with 7cm focal length lens. From Alcock et 

al, New features of laser-induced gas breakdown in the ultraviolet. Optics Communications, 

1972 (Alcock et al., 1972). 

 

Rosen and Weyl conducted an experimental and theoretical investigation into 

the breakdown of nitrogen and the noble gases argon, neon and xenon at 

different pressures (Weyl et al., 1982). They used a frequency doubled (532 
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nm) or triple (355 nm) Nd:YAG laser with a pulse duration of 15 ns. For argon, 

the authors found that the breakdown threshold intensity varied as p-0.85 for 

both wavelengths. A graph of the results for argon at different pressures is 

shown in Figure 101. For the noble gases neon and xenon, the authors found 

that the breakdown threshold varied as p-1 for both wavelengths (data not 

shown). These results, in agreement with Alcock et al and Buscher et al, show 

a dominance of cascade ionisation at these pressures. The breakdown 

thresholds for xenon were also the lowest of any of the gases, in agreement 

with fact that xenon has the lowest ionisation energy (12.13 eV). 

 

 

Figure 101. Experimental and theoretical laser-induced breakdown thresholds for argon at 

λ=532 nm. Circles represent experiments with f/10 optics, Triangles are f/30 optics. The lines 

show the theoretical predicted values calculated by the authors. The data are in good 

agreement with cascade ionisation dominated breakdown. The spaced line shows the data 

from (Buscher et al., 1965). Reproduced from Weyl and Rosen, Laser-induced breakdown of 

argon at 0.35 µm, 1982 (Weyl et al., 1982). 

 

At very high pressures, a reduction in the rate of cascade ionisation should be 

observed in a manner analogous to Paschen’s law (Equation 19), where the 
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breakdown voltage between two parallel plates increases at high pressures. 

This increase in the breakdown voltage is due to a decrease in the mean free 

path of electrons with the result that electrons have less time to be accelerated 

and gain energy from the external electric field. If the mean free path is too 

short, electrons do not gain enough energy for collisions to ionise bound 

electrons. The voltage between the plates must be increased for breakdown 

to occur. Similar behaviour should be observed in laser induced plasmas at 

very high pressures. Recent work by Yashiro et al (Yashiro et al., 2011) shows 

that at pressure of up to 2 MPa (20 atm) breakdown thresholds still obey the 

type of inverse relationship in Equation 20 associated with cascade 

breakdown. It is possible that pressures higher than 2 MPa are needed to see 

a reduction in the rate of cascade ionisation due to small mean free paths.  

 

Nearly all investigators have found that there was a pressure dependence on 

the breakdown intensity of noble gases of the form IBR∝Pα with varying values 

of α depending upon which gas was being tested. This behaviour is exactly 

what would be expected if the intensity threshold were dependent upon 

electron mean free path. Table 16 summarises the experimental values of α 

in several papers that examine the pressure dependence upon breakdown 

intensity at different harmonics of an Nd:YAG laser for the gases Ar and Xe. 

There is however wide variation in the value of α which is difficult to attribute 

to any one particular factor. It is possible that an as yet unidentified variable is 

affecting the results. It should be noted however that some variables, 

particularly lens aberration, are difficult to control and have a large effect on 

plasma formation. 
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Experiment 

[Reference] 

Gas (Wavelength µm) 

Xe 

(1.064) 

Xe 

(0.532) 

Xe 

(0.355) 

Ar 

(1.064) 

Ar 

(0.532) 

Ar 

(0.355) 

(Chylek et 

al., 1990b) 
-0.8 -0.7 -0.8 -0.4 -0.5 -0.6 

(Rosen and 

Weyl, 1987) 
 -0.6   -0.6  

(Armstrong 

et al., 

1983b) 

 -1 -0.9  -1 -1.1 

(Dewhurst, 

1978) 
   -0.5   

(Dewhurst 

et al., 1974) 
-0.5      

(Ireland and 

Morgan, 

1974) 

   -0.6 -0.5  

(Ireland et 

al., 1974) 
  -0.7    

(Morgan et 

al., 1971) 
  -0.7    

(Alcock and 

Richardson, 

1968) 

  -0.8    

(Buscher et 

al., 1965) 
-0.7    -0.8  

(Yashiro et 

al., 2011) 
   -0.58 -0.65  

Table 16. A summary of the experimentally derived pressure dependence of laser induced 

breakdown in argon and xenon from several literature sources. 

 

The strong pressure dependence of breakdown intensity means that it would 

be advantageous to construct the light source so that the highest possible gas 

pressure can safely be used. Increasing the gas pressure should increase the 
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reliability of the plasma (plasma occurrence per pulse) and increase the 

electron density in the plasma, resulting in greater spectral emission. 

 

3.5  Gas Testing and Results 

 

Having devised a method for reliably recording the intensity of single plasmas, 

the instrument could now be tested with noble gases at different pressures. 

Each of the noble gases (helium, neon, argon and krypton) were tested at 

pressures up to 2.2 bar in intervals of 0.2 bar. When changing the gas, the 

chamber was flushed a number of times with each new gas to remove as much 

air/other gases as possible. For each test, the laser was set to maximum 

power at 2 pulse/sec. To determine the effect of frequency doubling the laser, 

each test was performed with frequency doubling. The tests were performed 

for a period of 5 minutes, producing 600 spectra for each run of different gases 

and pressures. These 600 spectra were averaged to obtain average intensity 

against wavelength graphs. These graphs are shown in Figures 102-109. 

 

Figure 102. The mean spectra of light emitted from a laser induced plasma in helium at 

pressures of up to 2.2 bar. 
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Figure 103. The mean spectra of light emitted from a laser induced plasma in helium at 

pressures of up to 2.2 bar. The laser is frequency doubled to 532 nm. 

 

 

 

Figure 104. The mean spectra of light emitted from a laser induced plasma in neon at 

pressures of up to 2.2 bar. 
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Figure 105. The mean spectra of light emitted from a laser induced plasma in neon at 

pressures of up to 2.2 bar. The laser is frequency doubled to 532 nm. 

 

 

Figure 106. The mean spectra of light emitted from a laser induced plasma in argon at 

pressures of up to 2.2 bar. 
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Figure 107. The mean spectra of light emitted from a laser induced plasma in argon at 

pressures of up to 2.2 bar. The laser is frequency doubled to 532 nm. 

 

Figure 108. The mean spectra of light emitted from a laser induced plasma in krypton at 

pressures of up to 1.8 bar. 
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Figure 109. The mean spectra of light emitted from a laser induced plasma in krypton at 

pressures of up to 1.8 bar. The laser is frequency doubled to 532 nm. 

 

The spectrometer records a spectrum as a list of values of relative intensity 

against a value of wavelength. The intensity has units of power/wavelength. 

The relative power emitted across all wavelengths is the integral of the 

intensity over the wavelength or the area under the spectrum. The 

spectrometer outputs the wavelength as a single value but this can be 

approximated to a wavelength range dλ, by deleting the wavelength of the 

previous value. The power at any wavelength is obtained by multiplying dλ by 

the intensity at that wavelength. The power across all wavelengths is found by 

summing the contributions to the power for each wavelength range. 

 

This method of determining the total, spectral power works best for small dλ. 

In these spectra dλ is very small, ranging from 0.2 at 200 nm to 0.24 at 1100 

nm. This gives a total of 3648 wavelength regions that contribute to the total 

spectral power. This is the number of pixels across the width of the CCD in the 

spectrometer. The spectral contributions from noise are removed by recording 

a 5 minute blank spectrum to determine the maximum value obtained by the 

dark noise. This was found to reach a maximum value of 0.008. It was decided 
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that any contribution to the spectral power below an intensity of 0.01 would not 

be included. The total spectral power for each of the gases tested at different 

pressures, with or without frequency doubling is shown in Figure 110 & Table 

17.     

 

Figure 110. The total spectral power for each of the gases tested, showing the effect of 

pressure and frequency doubling. The frequency doubled tests are shown as 532(nm). The 

colour scheme used to show pressure is the same as in Figures 102-109. 

 

 Helium Helium532 Neon Neon532 Argon Argon532 Krypton 
Krypton53

2 

1 bar 1.00 1.10 16.19 10.79 32.25 32.82 29.07 30.29 

1.2 bar 1.91 1.94 16.30 21.77 34.65 41.36 35.27 36.75 

1.4 bar 2.99 2.13 16.43 20.63 46.33 47.90 41.15 42.88 

1.6 bar 3.79 3.49 36.17 37.37 38.26 38.68 47.57 49.56 

1.8 bar 2.54 2.55 33.82 37.37 39.45 42.38 63.15 65.79 

2 bar 3.23 3.21 37.45 39.36 49.23 58.57   

2.2 bar 4.19 4.19 50.94 45.88 61.38 67.68   

Table 17. A summary of the total spectral power (arbitrary units) for each noble gas at 

different pressures, with or without frequency doubling (532nm). The values are normalised 

to the smallest value for ease of comparison. 

 

From the results of gas testing it was concluded that: 
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 None of the gases or pressure changes significantly shifted the emission 

of the plasma to shorter wavelengths. This was an indication that changing 

the gas and altering the pressure had little effect upon electron 

temperature. It was difficult to obtain a plasma temperature for each of the 

gases using Wien’s law as the blackbody spectrum of the emission is 

obscured by line emission features. The shortest wavelength emitted was 

from argon which had a small peak just above 350 nm. For the 

spectroscopy of biological chromophores, many of which absorb between 

200 and 300 nm, this posed a problem as the prototype instrument would 

not be able to conduct experiments that observe changes in native 

biological chromophores. 

 Helium was a very poor gas in which to induce a plasma. The overall 

intensity was very low compared to other gases, indicating that the 

electron density in the plasma was low. The spectra of the emission from 

a helium plasma displayed very well defined spectral lines but very little 

brehmsstralung radiation. This indicated that the helium atoms were 

undergoing bound-bound transitions with very little production of free 

electrons. This was also an indication that helium has a high breakdown 

threshold. 

 Frequency doubling made very little difference to the intensity of light given 

off by the plasma. 

 The noble gases showed an increase in the total spectral intensity of light 

inversely proportional to the first ionisation energies of these elements. 

The ionisation energies in kJ/mol are: He 2372.57, Ne 2080.22, Ar 

1520.61 and Kr 1350. 

 The higher the atomic number of the noble gas, the greater the change in 

intensity with pressure. Krypton showed the greatest difference in the 

intensities at 1 and 1.8 bar. 

 Argon exhibited the least amount of line emission with little line emission 

emitted between 520 and 660 nm. Krypton, although the best gas for total 

spectral power overall, showed intense narrow line emission peaks at 556, 

586 and 657 nm. As was discussed previously, these line emission peaks 

can be too intense for the spectrometer to measure correctly. 
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All of the gases apart from helium, drastically improve the reliability of plasma 

formation. This can be seen from the average intensity at a single wavelength, 

for each plasma generated in the test, for each of the gases at a specific 

pressure. The wavelength chosen should be one at which strong 

brehmsstralung emission can be observed. The number of laser pulses that 

had less than the dark noise value of intensity (less than 0.01) at this 

wavelength is the number of pulses (out of 600) that failed to generate a 

plasma. The average plasma emission recorded by the spectrometer at 600 

nm, as well as the standard deviation of the emission is shown in Table 18. If 

the average intensity was less than 0.01 it was recorded as zero. The data is 

taken from the experiments that did not use frequency doubling. 
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Gas Pressure (bar) 

Average 

Plasma 

Intensity 

Standard 

Deviation of 

Intensity 

Number of 

Pulses of 

Intensity < 0.01 

He 

1 0 Null 558 

1.2 0.01511 0.019 331 

1.4 0.039 0.031 112 

1.6 0.054 0.037 61 

1.8 0.023 0.022 208 

2 0.036 0.03 103 

2.2 0.053 0.038 71 

Ne 

1 0.182 0.111 40 

1.2 0.178 0.116 31 

1.4 0.177 0.109 18 

1.6 0.376 0.127 0 

1.8 0.348 0.115 0 

2 0.392 0.148 0 

2.2 0.516 0.153 0 

Ar 

1 0.326 0.096 0 

1.2 0.346 0.106 0 

1.4 0.452 0.099 0 

1.6 0.376 0.105 0 

1.8 0.382 0.114 0 

2 0.474 0.139 0 

2.2 0.574 0.169 0 

Kr 

1 0.13 0.067 0 

1.2 0.153 0.077 0 

1.4 0.180 0.078 0 

1.6 0.206 0.098 0 

1.8 0.265 0.098 0 

Table 18. The mean and standard deviation intensity of the plasma at 600 nm for each gas 

over a range of pressures from 0 to 2,2 bar. The number of laser pulses that failed to 

produce an intensity of greater than 0.01 is also shown. These are the tests are conducted 

with no frequency doubling of the laser. 
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Both Argon and Krypton showed no data points that were below an intensity 

of 0.01 indicating that a plasma was produced with each laser pulse. A data 

point of zero intensity meant that the laser had failed to produce a plasma 

during the pulse. These results demonstrated that argon was the best gas to 

use in the prototype instrument. Plasmas were reliably generated in argon, 

argon was by far the cheapest of the gases, and had the least line emission 

with good brehmsstralung emission. From this point onwards, all testing and 

experimentation was conducted with an argon plasma as the light source.  

  

It is likely that a much more expensive, high pulse rate, mode-locked laser will 

need to be employed to generate short wavelength (higher temperature) 

radiation. Should a more expensive laser be purchased in future, it is 

recommended that these gases be retested for the emission wavelength 

distribution and intensity. Xenon may also be a better gas to use in the future 

as is has a lower ionisation energy than any of the gases tested, but is too 

expensive to be used currently in a prototype instrument.  
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Four 

 

 
 

Instrument Measurements 

 

4.1  The Effect of Heparin on Protein Aggregation 

 

The lack of native biological chromophores within the working range of the 

spectrometer (380 – 700 nm) limits the experimental options for the testing of 

time resolved absorbance spectroscopy. As an alternatively to absorbance 

spectroscopy, the plasma instrument can be used for broadband turbidimetry, 

the attenuation of the broadband light as it passes through a turbid sample. 

The turbidity of a solution is the cloudiness or haziness due to the Raleigh 

scattering of light from large numbers of particles. Turbidity is similar to 

absorption in that both cause a loss in the intensity of light as it is transmitted 

through a sample, although the physical mechanisms of turbidity and 

absorption are very different. Generally, the same apparatus that is used to 

measure absorbance can be used to measure turbidity, as long as the turbidity 

measurements are made at wavelengths that are far from any absorption 
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maxima. Turbidimetry experiments are identical to a Raleigh scattering 

experiments measured at θ=0 but Raleigh scattering experiments are not 

conducted at θ=0 due to the impossibility of correcting for non-scattered light. 

In the same way, it is difficult to correct for forward scattered light in 

turbidimetry experiments.  

 

Turbidity can be expressed mathematically in a manner that is analogous to 

the Beer-Lambert law: 

𝑇𝑢𝑟𝑏𝑖𝑑𝑖𝑡𝑦 =  𝑙𝑛
𝐼𝑇
𝐼𝐴

= 𝜏𝑐𝑙      𝐸𝑞𝑢𝑎𝑡𝑖𝑜𝑛 22 

 

𝐼𝑇 is the intensity impinging upon the sample, 𝐼𝐴 is the intensity of the 

transmitted light, 𝜏 is the turbidity coefficient, c is the molar concentration of 

the scattering particles and l is the path length. SNRs in turbidimetry therefore 

increase as the square root of the incident light intensity in an identical manner 

to SNRs in absorbance spectroscopy. The Raleigh ratio can be determined 

from the turbidity using the equation: 

 

𝜏 =
16𝜋

3
𝑅90     

 

where R90 is the Raleigh ratio when 𝜃 = 90°. 

 

The scattering of light by particles in solution is highly dependent upon the 

particle size. If the size of the particles is much smaller than the wavelength of 

the impinging light, the scattering is modelled using Raleigh scattering but if 

the wavelength of light is approximately equal to or larger than the particle 

size, Mie scattering must be used. With Raleigh scattering, the magnitude and 

direction of the electric field of the light is unchanged across the extent of the 

particle. As the particle becomes larger, the electric field of the light may no 

longer be unchanged across the extent of the particle. Interference may also 

occur due to light waves scattering from different parts of the particle. 

Scattering by particles of comparable size to the wavelength of the impinging 
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light is modelled by Mie theory.  The size of a scattering particle is often 

parameterised by: 

𝑥 =
2𝜋𝑟

𝜆
 

 

For x less than 1, the scattering is Raleigh scattering. For x equal to or greater 

than 1, the scattering is Mie scattering. The results of scattering experiments 

therefore contain information regarding the size of the particles in the fluid. 

 

The time dependent growth of particles is of particular biological interest in the 

area of protein aggregation. In their biologically active, native state, proteins 

are typically soluble in water due to hydrophilic amino acids on the protein 

surface. The regions of the protein containing hydrophobic amino acids are 

normally folded away inside the core of the protein, away from the polar water 

molecules. However, if a protein is misfolded, these hydrophobic regions can 

become exposed. Protein misfolding can occur for a number of reasons 

including point mutation(s), impaired chaperone proteins, impaired post 

translational modification such as phosphorylation or glycosylation, exposure 

to toxins and oxidative damage. Misfolded proteins can interact with the 

exposed hydrophobic regions of other misfolded proteins, causing proteins to 

aggregate or clump together. Aggregates precipitate as they become large 

and insoluble and may become toxic and eventually pathogenic, if the body is 

unable to degrade and breakdown them down. 

 

Protein aggregation is of particular importance in a variety of diseases known 

as amyloidoses. These diseases include Alzheimer’s (Karran et al., 2011), 

Parkinson’s (Irwin et al., 2013), Huntingdon’s (McGowan et al., 2000), prion 

disease (Budka, 2003) and Rheumatoid arthritis (Cunnane and Whitehead, 

1999). In these diseases, the body is unable to degrade and remove misfolded 

proteins known as amyloids, through the normal mechanisms of proteolysis 

and the ubiquitination-proteasome pathway. The build-up of amyloids causes 

them to aggregate and form fibrils that deposit in organs and tissues. These 

fibrils display common properties including a highly hydrophobic cross β-sheet 

structure that forms between the misfolded proteins in an axis perpendicular 
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to the fibril axis (Eanes and Glenner, 1968, Nelson et al., 2005, Merlini and 

Bellotti, 2003). These cross beta sheets appear to form regardless of the 

secondary structural characteristics of the original protein/polypeptide 

(Uversky and Fink, 2004). Amyloidogenic proteins are often structurally 

unstable and have the ability to adopt the β sheet structures found in amyloid 

fibrils.  

 

The term amyloid means “starch-like” and is derived from the Greek word 

“amylon” for starch. The word amyloid was originally coined by Virchow in 

1854 after the presence of an unknown carbohydrate was detected in amyloid 

(Virchow, 1854). Later investigations determined that these carbohydrates 

were glycosaminoglycans (GAGs), more specifically heparan sulphate 

proteoglycans (HSPGs) (Snow and Kisilevsky, 1985, Snow et al., 1988a, 

Snow et al., 1991). HSPGs have been found in nearly all amyloidal plaques 

investigated to date (Snow et al., 1989, Stenstad et al., 1991, Magnus et al., 

1992, Brandt et al., 1974, Snow et al., 1988b, Snow et al., 1987). These 

HSPGs are known to be deposited during amyloid fibrillogenesis (Snow and 

Kisilevsky, 1985) and for this reason are thought to play a key role in fibril 

formation (Snow and Wight, 1989). To date however, the exact mechanism of 

fibril formation and the involvement of HS has not been discerned.            

 

HSPGs are a group of complex macromolecules that are found extensively in 

the extracellular matrix (ECM) of all mammalian cells. They consist of a core 

protein that is covalently bound to one or more highly anionic HS chains. 

These molecules fall into three groups according to their locality (Sarrazin et 

al., 2011). These groups are: membrane bound HSPGs such as 

glycosylphosphatidylinositol (GPI) anchored proteoglycans (glypican core 

protein) and syndecans, the secreted ECM HSPGs agrin, perlacan and type 

XVIIII collagen and the secretory vesicle proteoglycan (PG) serglycin, onto 

which mast cell heparin is biosynthesised. 

 

Protein aggregation is also an undesirable phenomenon in many areas of 

protein production (Fuh, 2011, den Engelsman et al., 2011, Joubert et al., 

2011, Hamrang et al., 2013, Cromwell et al., 2006) and analysis (Pullara et al., 
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Ferrolino et al., 2013). The problems presented by protein aggregation have 

led to efforts to identify anti-aggregation agents. Heparin is unique amongst 

aggregation agents as it is known to both promote and inhibit protein 

aggregation in different cases. Heparin suppresses and even reverses the 

aggregation of Zn-insulin (Giger et al., 2008), blocks acetylcholine-receptor 

(AChR) aggregation at developing neuromuscular junctions (Hirano and 

Kidokoro, 1989, Wallace, 1990), stabilises prion protein (PrP) and impairs its 

aggregation (Vieira et al., 2014), prevents the aggregation of creatine kinase 

by acting as a folding aid (Meng et al., 2001), decreases the rate of 

recombinant human keratinocyte growth factor (rhKGF) at elevated 

temperatures (Chen et al., 1994), heparin and HS both reduced the assembly 

of fibrillin-1 into microfibrils in cultures of skin fibroblasts (Tiedemann et al., 

2001) and inhibits the aggregation of porcine and bovine somatotrophin (pST 

and bST) (Joshi et al., 2008). As well as suppressing aggregation, heparin 

also induces aggregation with many different proteins. Heparin is often used 

to promote amyloid fibril formation of Tau protein in vitro (Ramachandran and 

Udgaonkar, 2011), causes mild potentiation of platelet aggregation in plasma 

(Saba et al., 1984), induces fibril formation in both mutant and wild type 

apomyoglobin (Vilasi et al.) and aggregates lactoferricin. The low molecular 

weight heparins (LMWH) enoxaparin and dalteparin inhibited amyloidogenesis 

and were capable of reversing amyloidogenesis and fibril formation by 

blocking the formation of pleated β-sheet secondary structures (Zhu et al., 

2001). 

 

The presence of heparin causes the almost instantaneous aggregation of 

lysozyme protein (Takase, 1998). Lysozyme is a 130 amino acid enzyme that 

hydrolyses the the β 1-4 glycosidic linkage of N-acetylmuramic acid and N-

acetylglucosamine that occurs in the cell wall of certain bacteria, particularly 

Gram-positive bacteria.  Lysozyme is present in high concentrations in the 

human body particularly in the liver, articular cartilage, saliva, tears and human 

milk. Defects in human lysozyme are responsible for its aggregation in 

amyloidosis type 8 (AMYL8), also known as systematic non-neuropathic 

amyloidosis (Pepys et al., 1993). Human lysozyme is an inexpensive protein 

which has been proposed as a model protein to use for investigating the 
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causes of fibrillogenesis occurring in amyloidogenesis (Merlini and Bellotti, 

2005). Fourier transform infrared spectroscopy (FTIR) of lysozyme under 

conditions in which fibrils form demonstrated an transformation of native α-

helical structures into the amyloid fibril cross β-sheet (Booth et al., 1997). It 

has been previously reported that a zinc complex of heparin destabilised 

lysozyme (used here as a model protein) and increased the proportion of β-

sheet by 25% (Hughes et al., 2012). The interaction of zinc-heparin with 

lysozyme destabilised the protein more than heparin alone (as measured by 

thermal stability fluorescence shift assay (Uniewicz et al., 2010)) and resulted 

in different secondary structure. 

 

It is known that the bioactivity of heparin both in vivo and in vitro is altered by 

the presence of metal cations (Grant et al., 1973). Heparin in the presence of 

Cu2+  promotes angiogenesis in endothelial cell tissue culture and is a 

chemoattractant for capillary endothelium in vivo (Grant et al., 1973). Copper 

ions also promote and stabilise the binding of prion protein (PrP) to heparin/HS 

(González-Iglesias et al., 2002). Several publications have shown the 

regulatory effect on FGF signalling of metal cations bound to heparin. The 

divalent cations Ca2+ or Mg2+ bound to heparin restrict autophosphorylation of 

the FGFR1 receptor in the absence of the FGF1 ligand (Kan et al., 1996). 

Changing the cation bound to heparin from Na+ to Cu2+ converts the 

polysaccharide/FGF1/FGFR1c signalling complex from active to inactive. 

Metal cations bound to heparin also show reduced FGF2 stimulated cell 

proliferation in BaF3 cells transfected with the FGFR1c receptor compared to 

a heparin only positive control, indicating that cation binding to heparin alters 

the conformation required for stability of the ligand/receptor/polysaccharide 

signalling complex (Rudd et al., 2008b).  

 

Heparin binds to metal cations due to its polyanionic nature. A single heparin 

chain can bind multiple cations, increasing the already very complex and 

diverse structural properties of heparin. The binding of heparin to metal cations 

has been investigated using a variety of techniques including NMR (Chevalier 

et al., 2004, Rabenstein et al., 1995, Liu and Perlin, 1992, Rej et al., 1990, 

Rudd et al., 2008b, Hughes et al., 2012), infrared spectroscopy (Grant et al., 
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1987, Rudd et al., 2008b), absorbance spectroscopy (Stevic et al., 2011) 

(Mukherjee et al., 1978), circular dichroism (Rudd et al., 2008b, Mukherjee et 

al., 1978, Hughes et al., 2012), ion mobility mass spectroscopy (Seo et al., 

2011), molecular modelling (Chevalier et al., 2002, Chevalier et al., 2004), 

electron paramagnetic resonance (EPR)(Rudd et al., 2008b), crystallography 

(Shao et al., 2006),  polarimetry (Grant et al., 1992a) and potentiometry (Grant 

et al., 1992b, Grant et al., 1992a). These studies focus on the structural 

properties of cation–heparin complexes and the conformational changes that 

occur in heparin upon cation binding. A recent study has determined the 

binding affinities of heparin with various cations (Stevic et al., 2011) as well as 

the average numbers of cations bound to a heparin molecule. The data 

revealed significant variation in the binding affinities of cations in the 

decreasing order Mn2+ > Cu2+ > Ca2+ > Zn2+ > Co2+ > Na+ > Mg2+ > Fe3+ > Ni2+ 

> Al3+ > Sr2+. The trend for the average number of cation binding sites on a 

heparin molecule was Sr2+ > Mn2+ > Zn2+ > Co2+ > Ca2+ > Na+ > Mg2+ > Ni2+ > 

Fe3+ > Cu2+ > Al3+. The result for Strontium was surprising as it has the lowest 

biding affinity but the largest mean number of cations per molecule.  

 

As a test system, about which some details are already known, it was of 

interest to employ the plasma spectrometer to monitor the rate of aggregation 

of lysozyme in the presence of different heparin salts by turbidimetry. The 

stoichiometry of the lysozyme-heparin interaction requires an excess of 

lysozyme so that fibril formation proceeds after the initial binding of lysozyme 

to heparin. A one to one hundred molar ratio of heparin to lysozyme was 

chosen for testing. Human lysozyme has a molecular weight of 14.7 kDa 

(Huang et al., 2002) and the sodium salt (9.5-12.5 %) porcine mucosal heparin 

(PMH) that was used had a molecular weight of 8-25 kDa, as stated by the 

manufacturer (A3004 Applichem Heparin sodium salt 208 IU/mg). Heparin and 

lysozyme can therefore be assumed to have approximately the same 

molecular weight when determining experimental quantities. 
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4.2  Monitoring Lysozyme and Fibrinogen Aggregation using the 

Plasma Spectrometer 

 

As noted by previous investigators, heparin almost instantly induces 

aggregation in lysozyme but the rate of aggregation can be slowed by reducing 

the concentration of lysozyme and heparin so that aggregation is measureable 

over a time period that is observable by a spectrometer. In order to determine 

the lowest possible concentration of lysozyme that could be used in the 

spectrometer, a range of concentrations of lysozyme were tested from 0.5 – 3 

mg/ml. The concentration of heparin tested in each case was held at 20 µg/ml. 

To ensure that the correct amount of lysozyme was used in each experiment 

and that aggregation did not occur until the buffer was added, the lysozyme 

was made up to a known concentration of 5 mg/mL in HPLC grade water. The 

desired amount of lysozyme for each experiment was then aliquoted and 

lyophilized.  

 

The aggregation of proteins is known to be dependent upon the pH of the 

solution (Sahin et al., 2010, Kadima et al., 2004, Chan and Chen, 2001). This 

is because if the pH of a solution is higher than the pI of a protein, the protein 

is predominantly negatively charged and if the pH of a solution is lower than 

the pI of a protein, the protein is predominantly positively charged. This causes 

electrostatic repulsion between proteins, preventing their aggregation. If the 

pH of a solution is at the pI of protein, the protein has no overall charge and 

so it is the attractive forces that tend to dominate and cause the proteins to 

interact and aggregate. Recombinant human lysozyme expressed in rice has 

a pI of 10.2 (Huang et al., 2002). The heparin-lysozyme complex that is formed 

following the addition of heparin, will have a much lower pI than 10.2 due to 

the highly negatively charged (polyanionic) nature of heparin so the pH at 

which optimal aggregation occurs may change from pH 10.2. Initial testing 

revealed that heparin induced aggregation of lysozyme occurred at pH 10 and 

so this pH was chosen for testing to determine the optimal concentration of 

lysozyme to use in the spectrometer. The experiments were all carried out in 

×1 PBS, with the pH of the PBS adjusted to pH 10 with 1M NaoH. 



259 
 

It was important to mix the solutions of heparin and lysozyme correctly so that 

aggregation occurs evenly throughout the solution. If the heparin is pipetted 

into a cuvette containing 2 mL of lysozyme solution, the concentration of 

heparin in certain places will initially be very high, causing aggregation to occur 

almost instantly and unevenly in the cuvette. The best way to ensure adequate 

mixing of the lysozyme and heparin is to add the heparin to the cuvette first as 

follows: 

 

1. The heparin was made up to 5 mg/mL with pH 10 PBS. 

2. 8 µL of the 5 mg/mL heparin solution was pipetted into the cuvette (gives 

a final concentration of 20 µg/mL after addition of 2 mL lysozyme solution). 

3. 2 mL of pH 10 PBS is added to the aliquoted, lyophilized lysozyme and 

solubilised. 

4. The lysozyme solution is then pipetted into the cuvette 

5. The sample is then run in the plasma spectrometer at 1 pulse per second 

for 15 minutes (900 pulses). 

 

Before the experiments to determine the minimum concentration of lysozyme 

were carried out, the turbidity of the PBS pH 10 solution was determined by 

the plasma spectrometer over a 5 minute time period using Script 2 as outlined 

previously. The turbidity of the buffer was then subtracted from the time 

resolved turbidity of the heparin-lysozyme solution. The .csv files generated 

by VBA script were then imported into graphing software for visualisation. The 

results are plotted in Figures 111-116. 



260 
 

   

Figure 111. The time resolved turbidity spectrum of the pH 10 solution of 0.5 mg/ml 

lysozyme with 20 µg heparin. 

 

Figure 112. The time resolved turbidity spectrum of the pH 10 solution of 1 mg/ml lysozyme 

with 20 µg heparin. 
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Figure 113. The time resolved turbidity spectrum of the pH 10 solution of 1.5 mg/mL 

lysozyme with 20 µg heparin. 

 

Figure 114. The time resolved turbidity spectrum of the pH 10 solution of 2 mg/mL lysozyme 

with 20 µg heparin. 
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Figure 115. The time resolved turbidity spectrum of the pH 10 solution of 2.5 mg/mL 

lysozyme with 20 µg heparin. 

 

Figure 116. The time resolved turbidity spectrum of the pH 10 solution of 3 mg/mL lysozyme 

with 20 µg heparin. 
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Figures 111-116 show that the optimal concentration of lysozyme was 2 

mg/ml. At this concentration the turbidity of the sample allows enough light to 

pass through so that the intensity of light entering the CCS200 spectrometer 

is greater than 0.01 at most wavelengths. At higher concentrations, the 

intensity of light after passing through the sample is too low for the CCS200 

spectrometer to detect and so many data points are assigned the maximum 

turbidity of 2 (dark red). At concentrations less than 2 mg/ml, the turbidity of 

the sample is too low and too little light is scattered/absorbed. 

 

Once the optimal concentration of lysozyme to use in the plasma spectrometer 

was established, experiments were run to determine the effect of pH upon the 

aggregation rate. A range of pHs of were tested from pH 3.5 to 11.5 in 

increments of pH 0.5. These experiments were carried out in PBS buffer as 

before, with the pH adjusted with 1M HCl or NaOH. The turbidity, as a function 

of wavelength, of each of these buffers was determined in the plasma 

spectrometer using the previous method. These background turbidities were 

recorded so that they could be subtracted from the time resolved lysozyme-

heparin spectra during each analysis. As well as samples containing lysozyme 

and heparin, a lysozyme only control at each of the pHs was carried out.  

 

The knowledge that cations can exert a strong influence on the bioactivity of 

heparin prompted an investigation into the effect of heparins in different 

cationic forms upon protein aggregation. As well as the sodium heparin and 

the lysozyme only control, the heparin salts Fe2+, Cu2+ and Zn2+ were chosen 

for investigation. These heparins were prepared as follows: 

 

1. The porcine mucosal heparin was exchanged into the acid form using 

Dowex Marathon cation exchange resin. 

2. Each heparin was added to a 10 mM solution of the relevant cation 

chloride salt. 

3. The heparin/cation solution was extensively dialysed against HPLC 

grade water in 7.5 kDa cellulose acetate dialysis membrane. 

4. The retained solution was further desalted by size exchange 

chromatography using a PD10 column. 
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5. The cation heparin solution was lyophilised. 

 

All of the experiments were run at the previously determined optimal lysozyme 

concentration of 2 mg/mL. 2 mL was needed to fill each cuvette and so 4 mg 

of lyophilised lysozyme was used in each experiment. As before, 40 µg of 

heparin was used in each experiment and pipetted into to the cuvette first. The 

lysozyme was then dissolved in the correct pH buffer solution and then 

pipetted into the cuvette. The cuvette was placed in the beam and the 

experiment was run for 15 minutes at a pulse rate of 1 pulse per second. It 

was important to start the experiment quickly after the heparin and lysozyme 

are mixed because the aggregation process starts straight away. The 

experiments that were run were as follows: 

 

Lysozyme without heparin. 

Lysozyme with commercial sodium heparin. 

Lysozyme with zinc heparin 

Lysozyme with iron (II) heparin 

Lysozyme with copper heparin 

 

Each of these experiments was conducted in PBS buffer in the pH range 3.5-

11.5, in increments of 0.5. The time resolved VBA script was then run on the 

raw data. The script subtracted the background turbidity of the buffer. The .cvs 

file that was output from the script was then imported into graphing software. 

The final plots for these aggregation experiments are shown in Tables 19-23. 

The plots are sorted by pH value.
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Heparin Type 
pH 

3.5 4 4.5 

No heparin 

control 

   

Na+ 

   

Cu2+ 

   

Fe2+ 

   

Zn2+ 

   

 

Table 19. Plots of the turbidity of lysozyme in the presence of different heparins at pH 3.5-

4.5 monitored using the plasma spectrometer. The y axis is wavelength from 380–700 nm 

and the x axis is time from 0-1000 seconds.  
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Heparin Type 
pH 

5 5.5 6 

No heparin 

control 

   

Na+ 

   

Cu2+ 

   

Fe2+ 

   

Zn2+ 

   

 

Table 20. Plots of the turbidity of lysozyme in the presence of different heparins at pH 5-6 

monitored using the plasma spectrometer. The y axis is wavelength from 380–700 nm and 

the x axis is time from 0-1000 seconds.  
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Heparin Type 
pH 

6.5 7 7.5 

No heparin 

control 

   

Na+ 

   

Cu2+ 

   

Fe2+ 

   

Zn2+ 

   

 

Table 21. Plots of the turbidity of lysozyme in the presence of different heparins at pH 6.5-

7.5 monitored using the plasma spectrometer. The y axis is wavelength from 380–700 nm 

and the x axis is time from 0-1000 seconds.  
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Heparin Type 
pH 

8 8.5 9 

No heparin 

control 

   

Na+ 

   

Cu2+ 

   

Fe2+ 

   

Zn2+ 

   

 

Table 22. Plots of the turbidity of lysozyme in the presence of different heparins at pH 8-9 

monitored using the plasma spectrometer. The y axis is wavelength from 380–700 nm and 

the x axis is time from 0-1000 seconds.  
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Heparin Type 
pH 

9.5 10 10.5 

No heparin 

control 

   

Na+ 

   

Cu2+ 

   

Fe2+ 

   

Zn2+ 

   

 

Table 23. Plots of the turbidity of lysozyme in the presence of different heparins at pH 9.5-

10.5 monitored using the plasma spectrometer. The y axis is wavelength from 380–700 nm 

and the x axis is time from 0-1000 seconds.  
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The above spectra obtained using the plasma spectrometer show some 

interesting features. As expected, very little turbidity is observed when heparin 

is not present and lysozyme in the presence of sodium heparin appears to 

aggregate most rapidly around its natural pI of 10. Some spectra showed no 

aggregation at all at certain pHs, such as sodium heparin at pH 9 and zinc and 

copper heparin at pH 10.5. These may be anomalies and these experiments 

need to be repeated to determine whether these results are accurate.  

 

Each of the lysozyme-heparin spectra showed scattering of wavelengths 

around 400 nm apart from with copper and zinc heparin at pHs 10.5. At this 

high pH, approximately half of the side chains of the lysines will be 

deprotonated (pka ~10.4 (Pace et al., 2009)), changing the protein from its 

physiological charge and conformation and possibly preventing it aggregating 

by inhibiting the formation of the anti-parallel β sheet. The other amino acids 

process side chains that are still in their in their physiological charge states at 

pH 10.5. Alkaline conditions can also degrade disulphide bonds, of which 

human lysozyme has four, which are important components that stabilise 

protein structure and conformation (Andrews, 1928, Florence, 1980). It is also 

known that the action of alkaline solutions on proteins causes the formation of 

cross-linked amino acid side chains such as lysinoalinine and lanthionine and 

causes racemization of L–amino acids to D analogues,  although these 

reactions generally require several hours and the application of heat (Bohak, 

1964, Horn et al., 1941, Ziegler et al., 1967). The destabilising effect of alkaline 

conditions on protein structure may be responsible for the lack of aggregation 

with zinc and copper heparin, but it should be noted that these pHs do not 

occur in vivo and so these effects are of little biological relevance. 

 

In addition is can be seen that the identity of the cation bound to the heparin 

influenced the formation of aggregates in the sample. A comparison of the 

cations showed that: 

 

 Copper heparin showed strong aggregation in the pH range 8.5 to 10 with 

the strongest aggregation observed at pH 8.5. This indicated a strong 

interaction between copper heparin and lysozyme at these pHs. The 
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strong aggregation effect seen at these pHs may be related to the fact that 

copper has a very strong binding affinity to heparin, compared to the other 

cations. 

 Sodium heparin showed the most aggregation at pH 10, close to the pI of 

lysozyme. 

 Iron (II) heparin showed little turbidity above 400 nm at any of the pHs. 

This indicated that iron heparin is not as effective at aggregating lysozyme 

as sodium heparin. The iron heparin showed most aggregation at pH 6.5, 

although the aggregation is only slight at this pH, possibly indicating that 

the pI of the lysozyme-heparin complex has been shifted to pH 6. 

 Zinc heparin showed a very similar pH dependence to sodium heparin with 

the most aggregation occurring around pH 9.5. The zinc heparin also 

showed some aggregation at lower pHs. 

 

Although some aggregation occurs with all of the heparins at all pHs, but 

aggregation occurs most rapidly when the pH is close to the pI of lysozyme. 

This indicates that the pI of the heparin:lysozyme complex has not changed 

from that of lysozyme alone. Heparin binding does not alter the overall charge 

as heparin in its cationic form has no charge but may act to change the 

distribution of charge within and on the surface of the lysozyme molecule. It is 

anticipated that heparin binds in the active site of lysozyme. This catalytic site 

contains two acid side chains that are involved in hydrolysis: Glu35 and Asp52. 

It is possible that the heparin binds through the formation of a cationic bridge 

between the negatively charged Glu35 and Asp52 and heparin. Heparin 

binding in this way would prevent proton exchange, locking in the negative 

charge. This would alter the charge of the protein at varying pHs, but would 

not necessarily change the pI of the complex from that of the protein alone.    

 

It is also possible that the heparin:lysozyme complex provides a nucleation 

site for further binding by lysozyme molecules and aggregate. The initial 

binding of heparin causes the lysozyme molecule to adopt a conformation 

(possibly antiparallel β sheet) that triggers fibril formation through the 

sequential binding of further lysozyme molecules. If heparin is not present, 
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fibril formation does not occur due to the lack of an initial lysozyme molecule 

in the required conformation to initiate aggregation. 

 

Most of the lysozyme with heparin spectra showed high absorbance at short 

wavelengths just above 400 nm. This may be due to Raleigh scattering, as 

Raleigh scattering shows a very strong wavelength dependence of 

approximately λ-4. As the turbidity of the sample increases, the spectra showed 

increased scattering at longer wavelengths with what looks like a very similar 

banding pattern occurring above 400 nm. This banding can be seen more 

clearly by plotting spectra from identical times that show aggregation. Figure 

117 shows the turbidity spectra of lysozyme with copper heparin at pH 8.5 and 

sodium heparin at pH 10 at a time of 702 seconds. 

 

Figure 117. The turbidity spectra of lysozyme, aggregating in the presence of copper 

heparin at pH 8.5 and sodium heparin at pH 10, recorded at 702 seconds. For comparison 

against the argon plasma source intensity, the average intensity at 2 bar is also shown. 

 

The copper and sodium spectra show turbidity bands occurring in the same 

wavelengths: at approximately 450, 525, 575 and 630 nm. An overlay of the 
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light source intensity, the average emission of argon at 2 bar taken from the 

previous gas testing results, shows that the emission troughs of the argon 

plasma align with the highest turbidity readings. The banding pattern is 

therefore very likely due to low light source intensity at these wavelengths. The 

lysozyme:heparin solution is turbid throughout the 380-700 nm range but as 

the aggregation proceeds, banding is observed at wavelengths where the 

emission intensity of plasma is low because the light intensity reaching the 

detector is falling to zero. 

 

To confirm the origin of the banding patterns, identical experiments were run 

but using fibrinogen as the aggregating protein. Fibrinogen is relatively 

inexpensive, large 340 kDa heparin binding glycoprotein consisting of two 

identical disulphide linked Aα, Bβ and γ chains (Marx, 1988, Mohri and 

Ohkubo, 1993, Mosesson, 2005). The binding of fibrinogen to GAGs are of 

interest for several reasons. A mutation in the Aα chain of fibrinogen is known 

to cause the autosomal dominant disease fibrinogen amyloidosis (AFib). In 

AFib, variant fibrinogen, produced mainly in the liver, is deposited 

predominantly in the kidneys (Benson et al., 1993, Tennent et al., 2007). AFib 

is associated with atherosclerotic cardiovascular disease (Gillmore et al., 

2009) and it has been suggested that this is caused by the deposition of 

fibrinogen in vascular walls (Gillmore et al., 2009). Fibrinogen is converted by 

thrombin into insoluble fibrin during blood clotting. Heparin prevents this 

conversion by binding to and activating antithrombin (ATIII), which inhibits 

thrombin. The binding of heparin to fibrinogen has been studied due to its 

effect upon the coagulation cascade. The binding of heparin to fibrinogen 

reduces the concentration of heparin available for binding to ATIII. In addition, 

because both thrombin and fibrinogen both bind heparin, a ternary complex is 

formed that restricts the inhibition of thrombin by ATIII (Hogg and Jackson, 

1989) and results in thrombin retaining its catalytic activity (Becker et al., 

1997). It has been demonstrated that metal ions, in particular zinc, augments 

this heparin-thrombin-fibrin complex and increases the protection of thrombin 

from inhibition by ATIII. Zinc increased the affinity of heparin for fibrin fourfold 

(Chan et al., 2012). Fibrinogen has been reported to have zinc dependent 

heparin binding site localised to its αC domain (Fredenburgh et al., 2013) and 
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additional heparin binding sites have been found in the β and γ chains (Mohri 

et al.) . In addition, some metal ions including Ca2+, Fe2+, Cu2+, Ni2+, Hg2+, 

Zn2+, Cr3+ and La3+ are known to cause immediate aggregation of fibrinogen 

(Steven et al., 1982). This may be through the binding of the metal ions to 

carboxyl groups in the fibrinogen, possibly in the heparin binding domains. 

These carboxyl groups are responsible for repulsion of fibrinogen monomers 

at neutral pH, as the isoelectric point of fibrinogen is 5.1-6.2 so these groups 

would be negatively charged. 

 

The concentration of fibrinogen that was used in the experiments was the 

same as the lysozyme experiments at 2mg/ml. This is approximately the same 

concentration as is found in blood (2-4 mg/ml (Tennent et al., 2007)). These 

experiments were identical to the lysozyme experiments. The results of the 

fibrinogen experiments are shown in Tables 24-28. The plots are sorted by pH 

value. 
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Heparin Type 
pH 

3.5 4 4.5 

No heparin 

control 

   

Na+ 

   

Cu2+ 

   

Fe2+ 

   

Zn2+ 

   

 

Table 24. Plots of the turbidity of fibrinogen in the presence of different heparins at pH 3.5-

4.5 monitored using the plasma spectrometer. The y axis is wavelength from 380–700 nm 

and the x axis is time from 0-1000 seconds.  
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Heparin Type 
pH 

5 5.5 6 

No heparin 

control 

   

Na+ 

   

Cu2+ 

   

Fe2+ 

   

Zn2+ 

   

 

Table 25. Plots of the turbidity of fibrinogen in the presence of different heparins at pH 5-6 

monitored using the plasma spectrometer. The y axis is wavelength from 380–700 nm and 

the x axis is time from 0-1000 seconds.  
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Heparin Type 
pH 

6.5 7 7.5 

No heparin 

control 

   

Na+ 

   

Cu2+ 

   

Fe2+ 

   

Zn2+ 

   

 

Table 26. Plots of the turbidity of fibrinogen in the presence of different heparins at pH 6.5-

7.5 monitored using the plasma spectrometer. The y axis is wavelength from 380–700 nm 

and the x axis is time from 0-1000 seconds.  
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Heparin Type 
pH 

8 8.5 9 

No heparin 

control 

   

Na+ 

   

Cu2+ 

   

Fe2+ 

   

Zn2+ 

   

 

Table 27. Plots of the turbidity of fibrinogen in the presence of different heparins at pH 8-9 

monitored using the plasma spectrometer. The y axis is wavelength from 380–700 nm and 

the x axis is time from 0-1000 seconds.  
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Heparin Type 
pH 

9.5 10 10.5 

No heparin 

control 

   

Na+ 

   

Cu2+ 

   

Fe2+ 

   

Zn2+ 

   

 

Table 28. Plots of the turbidity of fibrinogen in the presence of different heparins at pH 9.5-

10.5 monitored using the plasma spectrometer. The y axis is wavelength from 380–700 nm 

and the x axis is time from 0-1000 seconds.  
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A comparison of the fibrinogen with the lysozyme experiments shows some 

obvious differences. Most notable is the shift in the aggregation pH of 

fibrinogen to the low pH range. This is due to the low isoelectric point of 

fibrinogen (5.1-6.2). The no heparin control at pH 6.5 shows some 

aggregation, demonstrating that the isoelectric of fibrinogen is in this range. 

All of the heparins showed aggregation in the range pH 3.5-5 with sodium and 

zinc heparin aggregating throughout the pH range 3.5-6. At pH 3.5 it is 

expected for the Asp and Glu side groups of fibrinogen to be uncharged (pka 

~3.9 and 4.3 respectively) but this does not seem to reduce the aggregation 

or disrupt heparin binding. 

 

It is also clear that aggregated fibrinogen is more turbid than aggregated 

lysozyme, with some of the fibrinogen spectra, in particular copper in the pH 

range 3.5-4.5, too turbid for the spectrometer to measure. High turbidities over 

640 nm appear in many of the spectra that show aggregation. This may be 

due to the more rapid aggregation of fibrinogen compared to lysozyme, with 

large fibrils forming quickly and scattering light. Some investigators record that 

the aggregation of fibrinogen reaches a steady state in 5 minutes (Steven et 

al., 1982). Also of note is the fact that fibrinogen shows little turbidity at pHs 

greater than 6.5. At these pHs, fibrinogen will have an overall negative charge, 

promoting solubility through electrostatic repulsion. This is contrast to 

lysozyme that has a turbidity of approximately one for all heparin experiments 

less than pH 8.5. 

 

Copper aggregates weakly at pHs 7.5, 8 and 9 and is the only cation to show 

significant aggregation above the isoelectric point of fibrinogen. Copper 

heparin at pH 7.5 and 8 also appears to be reducing in turbidity over time. This 

may be due large aggregates precipitating out of solution. Further experiments 

may confirm the cause of this reduction in turbidity.   

 

Each of the fibrinogen spectra show a similar banding pattern to the lysozyme 

results. To confirm the previous conclusion that this is due to the low intensity 

of the argon plasma light source, the banding can be seen more clearly by 

plotting spectra from identical times that show aggregation. Figure 118 shows 
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the turbidity spectra of fibrinogen with copper heparin at pH 8.5 and sodium 

heparin at pH 10, at a time of 202 seconds. 

 

Figure 118. The turbidity spectra of fibrinogen, aggregating in the presence of copper 

heparin at pH 8.5 and sodium heparin at pH 3.5, recorded at 202 seconds. For comparison 

against the argon plasma source intensity, the average intensity at 2 bar is also shown. 

 

Figure 118 shows that the turbidity bands in copper and sodium spectra occur 

at the same wavelengths. An overlay of the light source intensity as before, 

the average emission of argon at 2 bar taken from the previous gas testing 

results, shows that the emission troughs of the argon plasma do not align with 

the highest turbidity readings. In fact, the banding is approximately aligned 

with wavelengths of high source intensities. This can be seen from the intensity 

peaks at 550 and 600 nm roughly aligning with turbidity peaks at the same 

wavelengths. This is an unexpected result that does not confirm the previous 

conclusion that the banding pattern is due to the low light source intensity at 

these wavelengths and adds credence to the possibility that the observed 

turbidity of the heparin:fibrinogen solution is wavelength dependant. The 

cause of the turbidity banding is undetermined but the location of the bands 

appears to depend upon the protein that is used in the experiment. This 
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banding cannot be caused by wave interference of the scattered light as the 

light source is incoherent. Further testing with different aggregating proteins, 

such as β-lactoglobulin, may confirm that the banding depends upon the 

protein used and does not originate from an instrumental source . 

 

4.3. Commercial UV/Vis Scanning Spectrophotometer Comparison 

 

For comparison of the plasma spectrometer against a commercially available 

spectrometer, absorbance assays were carried out using a Tecan Infinite® 

M200 PRO series plate reader. The assay was carried out in 96 well plate. 

The following samples were tested at a range of pHs from 3.5 to 11.5, in 

increments of 0.5: 

 

Lysozyme/fibrinogen only control 

Lysozyme/fibrinogen with commercial sodium heparin 

Lysozyme/fibrinogen with Fe (II) Heparin 

Lysozyme/fibrinogen with Cu(II) Heparin 

Lysozyme/fibrinogen with Zn(II) Heparin 

 

To each well of the 96 well plate was added: 

 

1. 4 µL of heparin (5 mg/mL) or HPLC water. 

2. 156 µL of the previously prepared PBS buffer at the required pH. 

3. Just before the plate was inserted into the plate reader, 40 µL of 

lysozyme/fibrinogen at 5 mg/ml. 

 

Again, the protein is added last in order to ensure good mixing with heparin 

and so that aggregation does not start until the plate is ready to be read. Each 

of the samples were run in triplicate. The plates were scanned in the 

wavelength interval 400–700 nm in intervals of 10nm. The absorbance of each 

well was read once every 10 minutes for 1 hour 10 minutes. This is a fast as 

the plate reader can measure the turbidity at this wavelength resolution. The 

results of each well were averaged. The contour plots of the results are shown 
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in Tables 29-37.   Tables 29-33 are the lysozyme plots and Tables 34-38 are 

the fibrinogen plots.
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Heparin Type 
pH 

3.5 4 4.5 

No heparin 

control 

   

Na+ 

   

Cu2+ 

   

Fe2+ 

   

Zn2+ 

   

 

Table 29. Plots of the turbidity of lysozyme in the presence of different heparins at pH 3.5-

4.5 monitored using the Tecan Infinite plate reader. The y axis is wavelength from 400–700 

nm and the x axis is time from 0-4200 seconds.  
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Heparin Type 
pH 

5 5.5 6 

No heparin 

control 

   

Na+ 

   

Cu2+ 

   

Fe2+ 

   

Zn2+ 

   

 

Table 30. Plots of the turbidity of lysozyme in the presence of different heparins at pH 5-6 

monitored using the Tecan Infinite plate reader. The y axis is wavelength from 400–700 nm 

and the x axis is time from 0-4200 seconds.  
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Heparin Type 
pH 

6.5 7 7.5 

No heparin 

control 

   

Na+ 

   

Cu2+ 

   

Fe2+ 

   

Zn2+ 

   

 

Table 31. Plots of the turbidity of lysozyme in the presence of different heparins at pH 6.5-

7.5 monitored using the Tecan Infinite plate reader. The y axis is wavelength from 400–700 

nm and the x axis is time from 0-4200 seconds.  
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Heparin Type 
pH 

8 8.5 9 

No heparin 

control 

   

Na+ 

   

Cu2+ 

   

Fe2+ 

   

Zn2+ 

   

 

Table 32. Plots of the turbidity of lysozyme in the presence of different heparins at pH 8-9 

monitored using the Tecan Infinite plate reader. The y axis is wavelength from 400–700 nm 

and the x axis is time from 0-4200 seconds.  
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Heparin Type 
pH 

9.5 10 10.5 

No heparin 

control 

   

Na+ 

   

Cu2+ 

   

Fe2+ 

   

Zn2+ 

   

 

Table 33. Plots of the turbidity of lysozyme in the presence of different heparins at pH 5-6 

monitored using the Tecan Infinite plate reader. The y axis is wavelength from 400–700 nm 

and the x axis is time from 0-4200 seconds.  
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Heparin Type 
pH 

3.5 4 4.5 

No heparin 

control 

   

Na+ 

   

Cu2+ 

   

Fe3+ 

   

Zn2+ 

   

 

Table 34. Plots of the turbidity of fibrinogen in the presence of different heparins at pH 3.5-

4.5 monitored using the Tecan Infinite plate reader. The y axis is wavelength from 400–700 

nm and the x axis is time from 0-4200 seconds.  
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Heparin Type 
pH 

5 5.5 6 

No heparin 

control 

   

Na+ 

   

Cu2+ 

   

Fe3+ 

   

Zn2+ 

   

 

Table 35. Plots of the turbidity of fibrinogen in the presence of different heparins at pH 5-6 

monitored using the Tecan Infinite plate reader. The y axis is wavelength from 400–700 nm 

and the x axis is time from 0-4200 seconds.  
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Heparin Type 
pH 

6.5 7 7.5 

No heparin 

control 

   

Na+ 

   

Cu2+ 

   

Fe3+ 

   

Zn2+ 

   

 

Table 36. Plots of the turbidity of fibrinogen in the presence of different heparins at pH 6.5-

7.5 monitored using the Tecan Infinite plate reader. The y axis is wavelength from 400–700 

nm and the x axis is time from 0-4200 seconds.  



292 
 

Heparin 

Type 

pH 

8 8.5 9 

No heparin 

control 

   

Na+ 

   

Cu2+ 

   

Fe3+ 

   

Zn2+ 

   

 

Table 37. Plots of the turbidity of fibrinogen in the presence of different heparins at pH 8-9 

monitored using the Tecan Infinite plate reader. The y axis is wavelength from 400–700 nm 

and the x axis is time from 0-4200 seconds.  
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Heparin 

Type 

pH 

9.5 10 10.5 

No heparin 

control 

   

Na+ 

   

Cu2+ 

   

Fe3+ 

   

Zn2+ 

   

 

Table 38. Plots of the turbidity of fibrinogen in the presence of different heparins at pH 9.5-

10.5 monitored using the Tecan Infinite plate reader. The y axis is wavelength from 400–700 

nm and the x axis is time from 0-4200 seconds. 
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The overall turbidities of the plate reader assays are lower due to the shorter 

path length through the samples. The plate reader is much higher throughput, 

able to read 96 samples in one run but a comparison of the data obtained from 

the two spectrometers shows that the plasma spectrometer has some 

advantages over a conventional spectrometer. Important points to note are: 

 

 The results from both of the spectrometers are approximately the same. 

Both results show a strong wavelength dependence of absorbance, with 

the absorbance being strongest at short wavelengths. The results show 

the kind of wavelength dependence expected from Raleigh scattering (~λ-

4). 

 The plasma spectrometer is much higher resolution than the plate reader. 

The plate reader is only able to scan in increments of 10 nm wavelengths 

and only once every ten minutes. This was the highest scan rate and 

wavelength interval that the plate reader was able to run at. An increase 

in the scan rate requires a reduction in the wavelength interval and vice 

versa. In contrast, the plasma spectrometer is able to scan up to once 

every 4 seconds (if the experiment was run for one hour) at a wavelength 

resolution of 0.2 nm. The resolution of the plasma spectrometer is so high 

that graphing software has difficulty manipulating such large datasets and 

consequently data reduction methods and averaging must be employed. 

Data reduction methods are not necessary to manipulate and graph the 

plate reader data. Owing to the low resolution of the plate reader, no 

turbidity banding is observed in the experiments.  

 The plasma spectrometer is only able to scan one sample at a time 

whereas the plate reader is able to scan 96 wells during one run. The plate 

reader is therefore much more effective for high throughput measurement 

of samples.  

 

Analysis of Lysozyme/Fibrinogen Turbidity Data 

 

The standard analysis of turbidity data employs the equations of Raleigh 

scattering or Mie scattering to determine radii of gyration, molecular weights 
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and molecular shapes using procedures such as Zimm and Guinier plots. 

These methods cannot be used in this situation for several reasons: 

 

 The light source is not monochromatic and coherent. Normally scattering 

spectroscopy uses a laser as the exciting light source. This enables wave 

mechanics to be employed to determine molecular parameters from the 

interference patterns generated by the scattering. Because plasma 

emission is broadband and incoherent, the scattered waves cannot be 

summed in a simple vectorial manner. 

 The unknown size of the aggregates. For particles whose dimensions are 

small compared with the wavelength of the scattered light, the equations 

of Raleigh scattering can be used. For particles whose dimensions are 

larger than the wavelength of light, Mie scattering must be used. The 

unknown size of the aggregates makes the choice of analytical equations 

problematic, especially when some particles may be smaller and others 

larger than the wavelength of light.  

 The polydispersity of the aggregating molecular complexes. The molecular 

masses of the particles in the solution are likely to be of a broad size 

distribution. In scattering techniques the polydispersity is quantified by a 

polydispersity index. Samples with a high polydispersity index are 

unsuitable for analysis using the equations of scattering. 

 Scattering analysis requires that the particles in the solution are not 

interacting with each other. This is obviously not the case in aggregating 

solutions. 

 The molecular shape of the particles in the solution are unknown. 

Determination of the radius of gyration and molecular mass require some 

knowledge of the shape of the particles in the solution. The function 𝑃(𝜃) 

is the ratio of the scattered light from a finite particle at an angle θ to the 

scattering of an infinite particle of the same mass. 𝑃(𝜃) is a function of the 

shape of the molecules and is used to derive the radius of gyration and 

molecular mass. 

 

Although the determination of aggregate parameters and how they change 

over time is very difficult (if not impossible) from the data, it is easy to compare 
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how the aggregation rate is affected by the identity of the heparin cation and 

the pH of the solution by plotting the turbidity of the solution at chosen 

wavelengths against time. The best wavelengths to choose are ones that have 

strong plasma emission, as at these wavelengths exact values of high 

turbidities will still be recorded (recall that if the spectrometer records a value 

of less than 0.01 then the turbidity is set as the maximum possible value of 2. 

This will not occur if the intensity of the light is high unless the turbidity is very 

high). It is also best to choose wavelengths that do not show strong line 

emission as the intensity at these wavelengths may be higher than 

spectrometer is able to measure. For this analysis the wavelengths 550 and 

600 nm were chosen. It can be seen from Figure 106 that the plasma emission 

intensity at these wavelengths is high but shows little line emission. 

 

To see how the rate of aggregation varies as pH and heparin type are varied, 

the turbidities of each sample, determined by both the plasma spectrometer 

and the plate reader at 550 and 600 nm, were plotted against time and best fit 

lines determined using least squares linear regression. The gradient of the line 

of best fit gives an accurate representation of the rate of aggregation for each 

sample. Turbidities with the maximum possible value of 2 were deleted from 

the data, as these data points skew the line of best fit. From linear regression, 

the formula for calculating the gradient is: 

 

𝐺𝑟𝑎𝑑𝑖𝑒𝑛𝑡 =  
𝑛∑ 𝑥𝑦 − ∑𝑥 ∑𝑦

𝑛 ∑𝑥2 − (∑𝑥)2
  

 

where x is time in seconds and y is the measured turbidity and n the number 

of data points. For each protein, the gradient or the rate of aggregation was 

plotted against pH for each heparin and wavelength (550 or 600nm) in Figures 

119-126. For ease of comparison, results obtained using the plasma 

spectrometer are shown next to results obtained with the plate reader. Missing 

data points in the fibrinogen plots are due to the high initial turbidity, resulting 

in a lack of data with which to calculate a gradient. 
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Figure 119. The calculated rate of change of turbidity of 2mg/ml lysozyme against pH for 

each heparin. Each data point represents a single experiment using the plasma 

spectrometer at 550 nm. 

 

Figure 120. The calculated rate of change of turbidity of 2mg/ml lysozyme against pH for 

each heparin. Each data point represents a single experiment using the plate reader at 550 

nm. 
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Figure 121. The calculated rate of change of turbidity of 2mg/ml lysozyme against pH for 

each heparin. Each data point represents a single experiment using the plasma 

spectrometer at 600 nm.

 

Figure 122. The calculated rate of change of turbidity of 2mg/ml lysozyme against pH for 

each heparin. Each data point represents a single experiment using the plate reader at 600 

nm. 
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Figure 123. The calculated rate of change of turbidity of 2mg/ml fibrinogen against pH for 

each heparin. Each data point represents a single experiment using the plasma 

spectrometer at 550 nm. Missing data points are due to the high levels of aggregation 

(turbidity >2) at those pHs.  

 

Figure 124. The calculated rate of change of turbidity of 2mg/ml fibrinogen against pH for 

each heparin. Each data point represents a single experiment using the plate reader at 550 

nm. 
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Figure 125. The calculated rate of change of turbidity of 2mg/ml fibrinogen against pH for 

each heparin. Each data point represents a single experiment using the plasma 

spectrometer at 600 nm. Missing data points are due to the high levels of aggregation 

(turbidity >2) at those pHs.  

 

Figure 126. The calculated rate of change of turbidity of 2mg/ml fibrinogen against pH for 

each heparin. Each data point represents a single experiment using the plate reader at 600 

nm.  
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An examination of the plotted graphs shows substantial differences between 

the plasma spectrometer and the plate reader. Points of interest are:  

 

 The plate reader plots are very erratic compared to the plasma 

spectrometer. The reason for this is unclear. 

 The no heparin control confirms that aggregation does not occur for either 

protein without the presence of heparin. 

 Aggregation is very much pI dependent for both proteins and that 

aggregation rates are low away from the pI. 

 The plate reader shows a slight general positive correlation between rate 

of aggregation and pH. 

 In the plasma spectrometer plots for fibrinogen, the turbidity is 

approximately zero for all of the heparins at pHs higher than the pI of the 

protein, indicating that electrostatic repulsion, due to the proteins being 

negatively charges at these pHs, is preventing aggregation.  

 All of the heparins demonstrate the ability to aggregate lysozyme to 

approximately the same extent. Zinc heparin shows the greatest 

aggregation rate for lysozyme near its pI. Zinc heparin has been shown to 

destabilise lysozyme, significantly altering its melting temperature and 

increasing the proportion of β sheet structures more than the addition of 

zinc cations alone to lysozyme (Hughes et al., 2012), indicating an 

important role for cations in the heparin binding and subsequent 

aggregation of lysozyme and other proteins. It is known that high 

concentrations of zinc (~10 mM) can cause lysozyme aggregation without 

the need for heparin (Olma et al., 1996). Cu2+  Zn2+  and Fe2+ ions can all 

inhibit heparin binding at  pH 6 (Zou et al., 1992).The reason why zinc 

shows the highest rate of lysozyme aggregation is not clear but may be 

related to the fact that heparin has the highest mean number of binding 

sites per molecule for zinc. Cation binding affinity to acidic side chains and 

ionic size may also be important factors that affect aggregation rates. 

 The plate reader plots show negative rate of change of turbidity for some 

of the heparins, particularly at low pHs. Fibrinogen in the presence of zinc 

and copper heparins and lysozyme in the presence of copper heparin both 
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show decreasing turbidity over time. In both cases, the turbidity is initially 

low and decreases further, indicating that small aggregates are initially 

forming but fail to grow in size and fragment with time rather than turbidity 

decreasing due to large aggregates precipitating out of solution. It is 

unlikely due to acid hydrolysis of the protein as the pH is not low enough 

for this to occur. 

 

One of the advantages of the plasma spectrometer over the plate reader is 

that the assays can be started on the plasma spectrometer much more quickly 

than the plate reader. The reason for this is that bubbles are easily formed 

when pipetting protein solutions. This is not a problem for the plasma 

spectrometer as bubbles float to the top of the cuvette and assays can be 

started seconds after the protein is pipetted in the cuvette but with a 96 well 

plate these bubbles must first be burst to allow for clean passage of light 

through the samples. This can take several minutes, resulting in delayed 

readings and variation in the starting times of the plate reader assays. This 

limits the utility of the plate reader to study aggregating proteins in the early 

stages of aggregation, in particular exactly how heparin/HS is able to initiate 

aggregation. 
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Five 

 

 
 

Discussion 

 

5.1 Cost of Prototype Instrument 

 

The breakdown of costs for the build of the plasma spectrometer can be found 

in the Materials section above. The total cost of constructing the prototype 

instrument was £6480.49. Some of the costs of constructing the spectrometer 

were one time purchases. In particular the Thorlabs taps for cutting the 

bespoke threads can be reused. The main cost of the prototype are the two 

Thorlabs spectrometers (£2000 each). Each of these spectrometers could be 

replaced with a diffraction grating to spit the light into its wavelength 

components followed by a CCD array detector. This should not be too difficult 

to do, the most difficult part would be to calibrate the CCD detector for 

wavelength. The replacement of the Thorlabs spectrometers with a bespoke 

detector system would substantially reduce the cost of the prototype. As well 

as the initial costs for the construction of the plasma spectrometer, the 

operating costs of the instrument were: 
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 The argon gas used to fill the plasma chamber. This was inexpensive as 

the chamber only needed to be topped up with argon every few weeks. 

 Owing to electrode erosion, the laser pumping flashlamp fails to trigger 

after approximately 250 thousand flashes and needs to be replaced. New 

flashlamps were purchased from the manufacturer for $50. 

 

The overall cost of the prototype is inexpensive compared to cost of 

commercially available spectrometers, the cost of which can easily run into the 

tens of thousands of pounds.  However, in its current guise, the prototype is 

only a visible light spectrometer. To achieve the production of shorter 

wavelength light a much more expensive laser would be required (See 

Improvements section below). This would substantially increase costs.  

 

5.2 Instrument Performance  

 

In its current guise, the plasma spectrometer actually generated much higher 

intensity light than the CCS200 spectrometer was able to measure. The lenses 

that focused the broadband light onto the optic fibre ports were positioned to 

attenuate the intensity. However, the lack of high intensity UV light is 

disappointing. The use of noble gases as the plasma medium substantially 

increased the reliability of a laser pulse generating a plasma (100% reliability 

was easily achieved), but did not shift the emission to shorter wavelengths. To 

do this, a more expensive, high repetition rate laser would be required. 

 

The data generated with the plasma spectrometer was noisy and subject to 

substantial intensity fluctuations. The sources of such errors are thought to be 

due to the fact that the two spectrometers do not measure the light emitted 

from exactly the same location of the plasma. This is because an image of the 

pinhole is formed at each of the fibre optic ports but slightly different areas of 

this image are sampled by the fibre (See Figure 127). The intensity and 

wavelength of the plasma emission varies across the pinhole because an 

image of the plasma is projected onto the pinhole. This image is small (a few 

millimetres across) but is approximately equal to the diameter of the pinhole. 
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Because the plasma moves around the focal point of the laser focusing lens, 

different parts of the plasma are projected onto the pinhole between pulses. 

The pinhole can therefore have substantial differences across it in intensity 

and wavelength distribution. This problem is aggravated by the fact that the 

ports are positioned to attenuate the emission, otherwise the detectors would 

be saturated by too high an intensity. The fibre optic therefore samples slightly 

different areas of the plasma which can have substantial differences in electron 

density and temperature. 

 

 

 

Figure 127. The focused images of the pinhole formed at each of the fibre optic ports. The 

images, in yellow and orange are overlaid to show differences in the areas sampled by the 

fibre but are actually focused onto two separate ports in the plasma spectrometer. 

 

The problem of the fibre optic port sampling slightly different areas of the 

plasma is compounded by the fact that the transmission of the beam splitter 

must be measured prior to measurement of the absorbance/turbidity of a 

sample. This compounds the errors in further measurements of absorbance or 

turbidity because the transmission is needed to calculate absorbance/turbidity 

values. This compounded error is calculated from using Equation 19. These 
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errors affect the precision but do not affect the accuracy of the spectrometer 

because they do not change the mean calculated absorbance/turbidity. 

 

A continuous, stable and stationary light source would solve this problem and 

substantially reduce errors as the image projected onto the pinhole would be 

stationary and of continuous intensity over time. Even though the fibre optic 

may sample slightly different parts of the pinhole, the intensity of light entering 

each fibre would be proportional by a constant factor. Measurement of the 

transmission of the beam splitter with a constant light source would 

substantially reduce the error in the transmission and therefore increase the 

precision of subsequent absorbance/turbidity measurements. A high repetition 

rate laser in the kHz or MHz range is effectively a continuous and stable source 

as the plasma would be stationary and of constant intensity, leading to much 

more precise results for both the transmission of the beam splitter and further 

measurements of absorbance or turbidity.  

 

5.3 Conclusions Relating to the Protein Aggregation of Experiments 

 

Although the aggregation experiments using the plasma spectrometer were 

noisy and subject to random errors Figures 119-126 that graph the rate of 

change of turbidity against pH showed promising results. In particular, that the 

aggregation pH was highly dependent upon the pI of the protein tested. It is 

worthwhile to note that the pH of aggregation does not change due to the 

binding to heparin. This indicates that the metal cations do not dissociate from 

the heparin while in the solution and are central to the aggregation process. If 

the heparin was in the acid form due to the dissociation of the cation, it is likely 

that the aggregation pH would change due to the heparin:protein complex 

having a different pI form the protein alone. The cations are therefore masking 

the negative charges of the O-sulphate and carboxylic acid groups of the 

heparin, forming a heparin:cation:protein complex. One further assay that may 

show interesting results would be to test heparin in its acid form, but this 

solution would have a very low pH. The binding of acid heparin should result 

in the shifting of the aggregation to lower pHs due to a lowering of the pI of the 



307 
 

heparin:protein complex from the pI of the protein. The pI change occurs 

because of the increase in the number of acidic (sulphate) groups. 

 

Initially, it was thought that the banding pattern observed using the plasma 

spectrometer was due to the spectrum of light emitted from the plasma. Low 

emission intensities were thought to lead to high turbidities and high emission 

would lead to low turbidities. The banding patterns should therefore correlate 

inversely to the plasma emission. This inverse correlation is seen with the 

aggregation of lysozyme in Figure 117 but further testing with fibrinogen 

showed that this banding pattern did not follow an inverse correlation with 

plasma intensity. To confirm that the banding pattern is actually due to the 

wavelength dependence of turbidity and not a result of emission intensities, 

the plate reader could be used to scan a single well containing aggregating 

protein in the presence of heparin. If only a single well is scanned, the plate 

reader is able to record measurements at a much at the much higher resolution 

of 0.5 nm. This assay may reveal the source of the banding pattern. 

 

It is difficult to discern the exact role of the heparin salt in the aggregation 

process from the plasma spectrometer and plate reader results. It may be that 

the heparin provides a nucleation centre for the proteins to bind to, changing 

the conformation and secondary structure of the protein into the anti-parallel β 

sheet found in amyloidal plaques. Another possible model is that the heparin 

binds to a protein and induces an appropriate conformation for binding to other 

heparin:protein complexes, each protein needing to be bound to heparin first 

before aggregation and fibril formation can occur. The development of an 

assay that can record the levels of unbound protein and heparin in the 

aggregating solution over time would provide great insight into the 

stoichiometry of the aggregation process and reveal much concerning the role 

of heparin/HS in the initiation and growth of aggregates. 

 

Following the testing and analysis of the aggregation data, it was realised that 

several changes could be made to improve the quality of the results. In 

particular, although PBS is of biological relevance, it lacks buffering capacity 

away from the pKas of phosphoric acid. Phosphoric acid has three pKas at 



308 
 

2.15, 7.2 and 12.3 which provide buffering capacity around these pHs but it 

may be better to add other acids with pKas outside of these ranges to provide 

addition buffering capacity away from these pHs. PBS contains the cations 

sodium and potassium which do not displace the cations used in these assays 

because sodium and potassium have lower binding affinities for heparin (see 

previous chapter). It is always best to use sodium hydroxide to pH the buffers 

for this reason.   

 

It may be better to ensure adequate mixing and homogenisation of the initial 

solution to introduce the heparin and lysozyme to each other in identical 

volumes, e.g. 1 ml of heparin solution to 1 ml of lysozyme. This would greatly 

reduce the initial concentration of the heparin and slow down the start of the 

aggregation process. An interesting assay to do would be to lower the 

concentration of heparin and increase length of time over which the 

measurements are conducted. Low concentrations of heparin should slow the 

rate of aggregation down and may reveal the aggregation process in greater 

detail. For example, the aggregation process may proceed in stages which 

would be revealed if the rate was much slower. There may also be a minimum 

concentration of heparin required to enable protein aggregation to initialise and 

proceed, which could be determined by lowering the heparin concentration in 

these assays. 

 

5.4 Improvements to Plasma Spectrometer    

 

The reason why the plasma emitted very little UV light is because the electron 

temperature of the plasma was too low. To increase electron temperatures, 

the plasma needs to be excited multiple times with focused laser light before it 

has a chance to expand, cool and dissipate. To do this, a laser with a much 

higher repetition rate of at least kHz would be required. This is the main 

financial obstacle to the production of UV light down to 180 nm. The lifetime of 

a laser induced argon plasma is in the order of 1µs (Hohreiter et al., 2004, 

Harilal, 2004) implying that a laser with a repetition rate of MHz would be 

required. However, it is known that residual free electrons reside in the focal 
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volume for several milliseconds, reducing the breakdown threshold at kHz 

repetition rates. These residual electrons would be further heated by KHz laser 

pulses maybe enough to generate the high temperatures needed for 

substantial emission in the mid-UV region. It is obvious though that high 

electron temperatures can be obtained by high pulse power, high repetition 

rate lasers. However, the combination of a high enough pulse power to initiate 

a laser spark and high repetition rate makes these lasers expensive (in the 

tens of thousands of pounds), which was beyond the scope of this project. By 

using a high repetition rate laser, the plasma effectively becomes a continuous, 

constant intensity light source. This would overcome the problems inherent 

with using a pulsed light source such as timing of the light capture interval by 

the detector and the pulse to pulse intensity variation. 

 

In many spectrometers, the absorbance of a sample minus the absorbance of 

the buffer is determined by simultaneously scanning two cuvettes contain the 

sample in buffer and the buffer on its own. The cuvettes are placed in the 

beams that are created by the beam splitter, one in each beam. For a light 

source of varying intensity, such as a low repetition rate LIP, the pulse to pulse 

intensity of the beams before passing through the cuvette is impossible to 

determine without sampling the beam. In the plasma instrument, the intensity 

of the reflected beam is recorded to determine the wavelength dependent 

intensity of the transmitted beam before it passes through the sample. If a 

cuvette containing the buffer is placed in the reflected beam, the pulse to pulse 

intensity of the source can no longer be determined. However, it should be 

possible using an arrangement of two beam splitters and three detectors to 

modify the plasma spectrometer for this kind of simultaneous buffer 

absorbance subtraction, but this adds expense to the instrument. The loss of 

intensity of light due to the use of two beam splitters should not be a problem 

as the intensity of the light is too high for the detectors to measure without 

attenuation by plano-convex lenses before entering the optical fibres. This 

schematic of this arrangement is shown in Figure 128. 
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Figure 128. A schematic of the optical arrangement for the simultaneous determination of 

sample absorbance minus the background absorbance due to buffer absorbance. 

 

If the source is of constant intensity, or has a constant average intensity over 

the required measurement time interval, the intensities of both beams before 

passing through the sample can easily be determined if the transmission of the 

beam splitter is known. With a light source of constant intensity, there is no 

longer a need to measure the intensity of the beam by beam sampling with a 

beam splitter. Instead, a reference sample containing the buffer/solvent can be 

placed in one of the beams and the intensity measurements after passing 

through the cuvettes used to calculate the sample minus the 

absorbance/turbidity of the buffer/solvent. This avoids the need to carry out a 

separate measurement the absorbance/turbidity of the solvent/buffer. This 

could be done if a high repetition rate laser was used to generate the plasma. 

 

The plasma spectrometer could be greatly improved by using detectors that 

are able to measure a greater intensity (dynamic) range. The CCS200 

detectors limited the absorbance range of the plasma spectrometer to a range 

of 0 to 2, because the minimum intensity value that could be measured is 0.01 

and the maximum intensity value is 1. In practice, an absorbance of 2 is not 

obtainable as this value was only obtained when the beam passing through 

the sample has the minimum intensity of 0.01 and the reference beam has the 

maximum intensity of 1. The actual working absorbance range is more like 0 – 

1.5. The absorbance range of the plasma spectrometer could be improved by 

using a detector with a greater measureable intensity range. A detector that 

possessed a logarithmic intensity response would be ideal. Using a more 
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sensitive detector would remove the need for so many of the data points in the 

results being assigned the maximum value of 2 (dark red in Figures 111-116) 

because the intensity of the transmitted beam was too low to be measured.   

 

Although the focusing of pulsed laser light is a simple and effective way to 

concentrate very quickly concentrate energy into a small area, suddenly 

raising the temperature of the medium, energetically it is extremely inefficient. 

The laser is pumped by discharging a large capacitor through the flashlamp 

inside the laser housing. This creates a very high current density in the 

flashlamp which ionises the xenon gas. The capacitor used to pump the laser 

in this project has a capacitance of 100µF and is charged to 1000V. The energy 

that is discharged through the flashlamp is therefore: 

 

Energy stored in capacitor =  
1

2
𝑄𝑉2 =

1

2
× 10−4 × 10002 = 50𝐽 

 

The pulse intensity of the laser as measured previously was 280 mJ. This is 

therefore an efficiency of 0.56%. Further to this, only a fraction of the energy 

in the laser pulse is actually re-emitted as broadband light. Some of the pulse 

energy is transmitted straight through before the plasma is formed (See Figure 

77) and other losses occur from a variety of causes such as electron diffusion, 

imperfect capture and collimation of the emitted light, imperfect optics etc.  

 

Following the calculation of the laser efficiency it was quickly realised that a 

broadband, plasma light source, the flashlamp, was being used to create 

another plasma light source, the laser induced plasma. This prompted a 

measurement of the spectral output of the flashlamp inside the laser using the 

CCS200. This spectrum is shown in Figure 129. The shape of the spectrum is 

roughly blackbody with the peak looking to around 540nm. From Wien’s Law 

this is a temperature of 5364.8K. This is slightly cooler than the laser induced 

plasma in air. There is however, very little line emission in the flashlamp 

spectra. This indicates that the plasma is actually much hotter than is evident 

from the spectrum as the ratio of line emission to continuum emission 

decreases as temperature increases. 



312 
 

 

Figure 129. The spectrum of the flashlamp inside the ML-LASER-YB5 Nd:YAG laser, 

captured with CCS200 spectrometer. 

 

The broad humps seen in the above spectrum are an indication that the 

flashlamp envelope is absorbing some of the emitted light. Flashlamps are 

often doped to prevent emission of short UV radiation which causes 

solarisation of the envelope material. Figure 130 shows the transmission 

properties of different flashlamp envelope materials. Solarisation is the 

discolouration of the flashlamp due to ion impurities, causing broadband 

reduction of the transmittance of the lamp. The absorbance bands seen in the 

flashlamp spectra may therefore be due to solarisation and or doping agents 

in the envelope materials. It is likely that the envelope material of the lamp is 

doped, resulting in a lack of radiation below 350 nm. It would be interesting to 

obtain the spectrum of light emitted from a flashlamp that has synthetic quartz 

as an envelope material. As can be seen from Figure 130, this envelope 

material is transmissive down to around 150 nm. It may therefore be possible 

to obtain short wavelength light below 300 nm using a synthetic quartz 

flashlamp.          
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Figure 130. The transmission properties of various flashlamp envelope materials. Source: 

Perkin Elmer flashlamp catalogue. Source: 

http://www.dmlittle.eclipse.co.uk/lasers/documentation/Perkin%20Elmer%20Flashlamp%20C

atalog.pdf 

 

One way to improve the intensity of the plasma, increasing the efficiency of 

conversion of laser pulse energy into broadband light and increasing the 

emission at short wavelengths, is to pregenerate a low temperature plasma at 

the focal point of the laser focusing lens. Plasma is highly absorbing of 

impinging EM radiation due to inverse brehmsstralung absorption and so 

should absorb a much greater proportion of the energy of the laser pulse. 

Preionising the gaseous medium should also allow for the generation of higher 

electron temperatures and subsequently shorter wavelength emission 

because less of the energy of the laser pulse is required for photoionisation. 

This is possible to do by focusing the laser pulse onto the plasma generated 

between the electrodes of a xenon arc lamp. Light sources that are able to 

generate very short wavelength light, such as the Energetiq EQ-1500, by 

focusing a continuous wave or pulsed laser onto a xenon arc, have recently 

become available during the course of this project. These light sources, 

retailing for around £10000, are known as Laser Driven Light Sources (LDLS) 

http://www.dmlittle.eclipse.co.uk/lasers/documentation/Perkin%20Elmer%20Flashlamp%20Catalog.pdf
http://www.dmlittle.eclipse.co.uk/lasers/documentation/Perkin%20Elmer%20Flashlamp%20Catalog.pdf
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and are able to generate light down to 170 nm, (the cut off of the synthetic 

fused silica bulb). The practical cut off for the emission from these sources is 

the absorbance of oxygen in air, generating ozone below 200 nm. Ozone is 

itself absorbent of UV radiation, mainly in the range 220-280 nm. This effect 

can be mitigated by flushing the source and the light path with nitrogen, but 

even then the limit is around 180 nm.  
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Conclusions 

 

Although it is unlikely that LIP technologies will compete with deuterium and 

tungsten halogen bulbs as light sources in benchtop spectrometers, due to the 

reliability, stability and inexpensive nature of these bulbs, it is quite possible 

that LIP sources may well be able to compete with very expensive, high tech 

sources such as synchrotrons due the cost of building, managing and 

maintaining such devices, the expense of which can easily run into the 

hundreds of millions of pounds. The main expense in building a viable LIP 

source for biological spectroscopy is a high repetition rate, high power rate 

laser. Lasers capable of generating plasmas with emission in the mid-UV are 

available at a fraction of the cost of synchrotron sources. The running costs of 

a LIP source are also much cheaper even using expensive xenon gas as the 

plasma medium. Laser induced plasma technologies offer a promising future 

for the generation of short wavelength broadband light. From the use of 

focused laser light in such cutting edge applications as the production of EUV 

light for CPU lithography and the generation of the extremely high 

temperatures needed for nuclear fusion to occur  (hundreds of millions of 
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degrees Kelvin), it is obvious that laser induction methods show great promise 

for the future of high temperature plasma generation.  

 

Apart from laser induced plasmas, other methods of plasma generation and 

manipulation show great promise as sources of short wavelength, broadband 

light. Very shorter wavelength light production, down to soft x-rays, is now 

available using z-pinch plasma confinement technologies. Plasmas by their 

ionised nature are highly conductive. Passing a current through a plasma 

results in its compression of the plasma due to the Lorentz force. The Lorentz 

force is a magnetic force that is generated by the movement of charge in the 

plasma. An example of Lorentz force is that two wires carrying a current in the 

same direction will attract each other. In a plasma, this force results in the 

compression and subsequent heating of the plasma. This compression is 

limited by the outward diffusion of the plasma, which increases in magnitude 

as the temperature increases. The term z-pinch refers to the direction of the 

current in the plasma which is modelled in the z direction. This technology 

enables very high plasma temperatures and the generation of short 

wavelength radiation. In most z-pinch instruments, the current is generated by 

magnetic induction coils which allow for electrodeless operation. This is 

important as one of the main problems with plasma production, in flashlamps 

for example, is the erosion of the electrodes due to bombardment by high 

energy electrons. However, as magnetic induction requires a changing 

magnetic field and the current is supposed to flow in one direction of the 

plasma, the current in the induction coil must be increased over time. This 

places a limit on the lifetime of a z-pinch plasma. 

 

The advent of high intensity, short wavelength, relatively inexpensive light 

sources allows for some interesting spectroscopic applications. In particular, 

in relation to the measurement of aggregating particles, broadband cavity 

spectroscopy can be attempted using a broadband source. Cavity resonance 

spectroscopy is a highly sensitive technique that is able to measure the optical 

extinction coefficients of an absorbing or scattering sample. This technique is 

able to measure samples that have very low absorbance/scattering and/or at 

very low concentrations. In cavity resonance spectroscopy, the light (usually 
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from a laser) is guided into an optical cavity. Optical cavities, such as those 

found in lasers, are made of two highly reflective mirrors facing each other so 

that a light beam bounces from one to the other. If the light is coherent, a 

standing wave is set up inside the cavity due to interference. Owing to 

constructive interference, this standing wave can be very intense. If a sample 

is then placed inside the cavity, the path length through the sample can be 

very large, often several hundred metres. The technique of cavity ring down 

spectroscopy involves turning off the cavity pumping light source resulting in 

the exponential decay of the intensity of light in the cavity. This decay occurs 

faster if an absorbing sample is present. By measuring the decay time of the 

light in the cavity, an absorbance co-efficient can be determined. If a scattering 

sample is placed in the cavity and the cavity is allow to achieve dynamic 

equilibrium, the scattering of a sample can be measured at 90° to the axis of 

the cavity. This should allow the measurement of the scattered light intensity 

from samples that have very low concentrations and/or very low scattering 

cross sections, because of the very large path lengths achievable using an 

optical cavity. If a broadband source is used to pump the cavity, broadband 

scattering should be measurable using this technique.  

 

It is envisaged that the advent of high intensity broadband bench top light 

sources will provide interesting opportunities for short wavelength 

spectroscopy that has up till now only been available from synchrotron light 

sources. These plasma based technologies will provide researches with 

opportunities to develop spectroscopic techniques that are able to better able 

to discern the structure-function relations of biomolecules. 

 

Finally, it is for me to reflect on the collaboration process and offer a few words 

of advice to future students, academics and industrialists. Two things are 

extremely important for any collaboration: the maintenance of communication 

throughout the project between the collaborators and a mutual understanding 

of the motivations behind each of the parties involved. Communication is key 

to any project and must be maintained on a regular basis throughout. In an 

academic-industrial collaboration, it can be too easy to allow communication 

to lapse, with each party often assuming that the student is taking direction 
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from the other collaborator. This may result in wasted time, especially in the 

early stages of the project, and can leave the student can feel isolated and 

lacking direction. This is a situation that all parties should strive to prevent. In 

addition, each collaborating party has different motivations behind their 

involvement in the project and it is important to understand that these may not 

always be commensurate. The motivation of the student is to study the 

academic subject area, learn and to obtain a qualification; the motivation of the 

academic is to investigate and research new areas of science and to develop 

the necessary new tools and instruments to do this, as well as guide the 

student through to obtaining a qualification; the motivation of the industrialist 

is to determine whether a profitable commercial product, which they have the 

ability to manufacture, is viable. It is of upmost importance that each 

collaborator bear in mind each other’s motivations if everyone is to gain the 

most from the project. In closing, I would like to say that it has been a privilege 

to be at the forefront of such an interesting and unusual academic-industrial 

collaboration.       
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Appendix A: Derivation of the Thermal Brehmsstralung 

Emission from Plasma 

 

In this derivation, the plasma is assumed to be a linear, isotropic and 

homogeneous or an LIH plasma. A plasma is linear if propagating EM waves 

can be superposed at all times and localities, isotropic if its physical properties 

are the same in all directions and homogeneous if its physical properties are 

the same at all positions. These assumptions may not hold true in a laser 

induced plasma, in particular the assumptions of homogeneity and linearity, as 

electron temperatures and densities often vary as a function of position and 

direction. 

 

The derivation consists of several stages: 

 

• Determination of the transverse electric field Et radiated by an electron 

accelerated in the coulomb field of a positive ion. 

• Fourier transform Et to obtain as a function of frequency. 

• Determine the Poynting vector of the radiated EM wave. 

• Integrate the Poynting vector over all directions to obtain the power 

radiated at frequency ν, by a single electron. 

• Determination of the power spectrum for a volume of electron number 

density Ne and positive ion number density Np. 

• Determination of the power spectrum for a volume with a thermal 

distribution of electron velocities. 

• Construction and solution of the radiative transfer equation.  

• Determination of the absorption coefficient. 

 

This analysis also ignores the contribution to the continuous emission due to 

free-bound state transitions. This emission will also be of a continuous nature 

due to the initial electron states being a continuum. The effect of nuclear 

charge shielding from bound electrons is also ignored.    
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Figure 131. An electron moving past a positive ion of charge +Ze at time=t. The trajectory of 

the electron is assumed to be linear with its closest approach at a distance b from the 

nucleus of an ion. 

 

Consider the non-relativistic interaction between a free electron and a singly 

charged nucleus in Figure 131. From electromagnetics, it is known that the 

trajectory of the electron is that of a hyperbola but for simplicity all collisions 

are treated as if they result in only small angle deviations from a linear path. 

The closest approach of the electron is the distance b at t=0. The electron 

moving in the static electric field of a positive ion experiences a Coulomb force 

towards the ion. In the limit as v>>c, the position of the electron at t is very 

close to vt. In this limit, the magnitude of the acceleration a due to the Coulomb 

force is: 

 

 |𝑎| =
𝑍𝑒2

4𝜋휀0(𝑏2 + 𝑣2𝑡2)𝑚𝑒
 

 

The radiated electric field E at a distance |𝑅| = 𝑟 and angle θ from the path of 

an accelerating electron is: 

 

𝐸 =
𝑒|𝑎| sin 𝜃

4𝜋휀0𝑐2𝑟
=

𝑍𝑒3 sin 𝜃

16𝜋2휀0
2𝑐2𝑟(𝑏2 + 𝑣2𝑡2)𝑚𝑒

 

 

The Fourier transform of E determines the field as a function of frequency f: 
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𝐸(𝑓) = ∫ 𝐸(𝑡)
∞

−∞

𝑒−2𝜋𝑖𝑓𝑡𝑑𝑡 =
𝑍𝑒3 sin 𝜃

16𝜋2휀0
2𝑐2𝑟𝑚𝑒

∫
𝑒−2𝜋𝑖𝑓𝑡

𝑏2 + 𝑣2𝑡2
𝑑𝑡

∞

−∞

=
𝑍𝑒3 sin 𝜃

16𝜋2휀0
2𝑐2𝑟𝑚𝑒𝑣2

∫
𝑒−2𝜋𝑖𝑓𝑡

𝑏2

𝑣2 + 𝑡2

𝑑𝑡
∞

−∞

 

 

This integral resists the usual substitution techniques of elementary calculus, 

but can be solved by using the residue theorem and the Jordan lemma from 

complex analysis: 

 

∫
𝑒−𝑖𝐵𝑥

𝐴2 + 𝑥2
𝑑𝑥 =

𝜋

𝐴
𝑒−𝐴|𝐵|

∞

−∞

 

∴          𝐸(𝑓) =
𝑍𝑒3 sin 𝜃

16𝜋휀0
2𝑐2𝑟𝑚𝑒𝑣𝑏

𝑒
−2𝜋𝑏|𝑓|

𝑣⁄  

 

The time averaged Poynting vector describes the energy flux density or 

irradiance (rate of energy transfer per unit area) of an EM field. In the limit as 

�⃗�  becomes very large, the Poynting vector is that of a plane wave: 

 

𝑃𝑜𝑦𝑛𝑡𝑖𝑛𝑔 𝑣𝑒𝑐𝑡𝑜𝑟 𝑆 =
휀0𝑐

2
𝐸2𝑟 =

휀0𝑐

2
(

𝑍𝑒3 sin 𝜃

16𝜋휀0
2𝑐2𝑟𝑚𝑒𝑣𝑏

𝑒
−2𝜋𝑏|𝑓|

𝑣⁄ )

2

𝑟 

=
𝑍2𝑒6 sin2 𝜃

512𝜋2휀0
3𝑐3𝑟2𝑚𝑒

2𝑣2𝑏2
𝑒

−4𝜋𝑏|𝑓|
𝑣⁄  𝑟  

The total power emitted by the electron per unit frequency is now obtained by 

integrating over all possible directions of �⃗�  using polar coordinates: 

 

𝑑𝑊

𝑑𝑓
=

𝑍2𝑒6

512𝜋2휀0
3𝑐3𝑚𝑒

2𝑣2𝑏2
𝑒

−4𝜋𝑏𝑓
𝑣⁄ ∫ ∫

sin2 𝜃

𝑟2
𝑟2 sin 𝜃 𝑑𝜃 𝑑𝜙

𝜋

0

2𝜋

0

=
𝑍2𝑒6

512𝜋2휀0
3𝑐3𝑚𝑒

2𝑣2𝑏2
𝑒

−4𝜋𝑏𝑓
𝑣⁄ ∫ ∫ sin3 𝜃 𝑑𝜃 𝑑𝜙

𝜋

0

2𝜋

0

=
𝑍2𝑒6

512𝜋2휀0
3𝑐3𝑚𝑒

2𝑣2𝑏2
𝑒

−4𝜋𝑏𝑓
𝑣⁄   2𝜋 ∫ sin3 𝜃 𝑑𝜃

𝜋

0

 

 

This integral is solved using the identity sin2 𝜃 = 1 − cos2 𝜃 and the substitution 

𝑢 = cos 𝜃. 
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∫ sin3 𝜃 𝑑𝜃
𝜋

0

=
4

3
 

𝑑𝑊

𝑑𝑓
=

𝑍2𝑒6

192𝜋휀0
3𝑐3𝑚𝑒

2𝑣2𝑏2
𝑒

−4𝜋𝑏𝑓
𝑣⁄  

 

In the high and low frequency regimes, the emission becomes: 

   

𝑑𝑊

𝑑𝑓
= {

𝑍2𝑒6

192𝜋휀0
3𝑐3𝑚𝑒

2𝑣2𝑏2
,   𝑏 ≪ 𝑣 𝑓⁄  

0,             𝑏 ≫ 𝑣 𝑓⁄

 

 

 

Figure 132. A cloud of plasma with ion density  𝑁𝑖 and electron density 𝑁𝑒. The cylindrical 

ring of radius b and width db is the volume through which electrons at a velocity v will pass at 

a distance b to an ion in time t. 

 

If the electrons in a plasma of electron number density Ne have a velocity v, 

the number of electrons per unit time passing through a cylindrical ring of width 

db and radius b around an ion is: 

2𝜋𝑁𝑒𝑣𝑏 𝑑𝑏 

 

For a plasma with electron density Ni, the total number of collisions is: 

 

2𝜋𝑁𝑖𝑁𝑒𝑣𝑏 𝑑𝑏 
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The power radiated per unit frequency per unit volume is obtained by 

multiplying the energy radiated per collision by the number of collisions in unit 

time and then integrating over all b:   

𝑑𝑊

𝑑𝑓𝑑𝑡𝑑𝑉
= 2𝜋𝑁𝑖𝑁𝑒

𝑍2𝑒6

192𝜋휀0
3𝑐3𝑚𝑒

2𝑣
∫

𝑒
−4𝜋𝑏𝑓

𝑣⁄

𝑏

∞

0

𝑑𝑏 

 

Substituting 𝑏 = 𝑣𝑥 4𝜋𝑓⁄  this becomes: 

 

𝑑𝑊

𝑑𝑓𝑑𝑡𝑑𝑉
=

𝑍2𝑒6𝑖𝑁𝑒

96휀0
3𝑐3𝑚𝑒

2𝑣
∫

𝑒−𝑥

𝑥

∞

0

𝑑𝑥 

 

This integral is solved using the power series expansion of 𝑒𝑥 substituting –x 

for x: 

𝑒𝑥 = ∑
𝑥𝑛

𝑛!

∞

𝑛=0

                               𝑒−𝑥 = ∑
−1𝑛𝑥𝑛

𝑛!

∞

𝑛=0

  

 

Simply dividing through by x to obtain the expansion of 𝑒−𝑥/𝑥 results in a 

function that has an undefined integral at n=0. Instead, the first term of the 

series is extracted before dividing through and integrating: 

𝑒−𝑥 = 1 + ∑
−1𝑛𝑥𝑛

𝑛!

∞

𝑛=1

 

𝑒−𝑥

𝑥
=

1

𝑥
+ ∑

−1𝑛𝑥𝑛−1

𝑛!

∞

𝑛=1

 

∫
𝑒−𝑥

𝑥
= 𝑙𝑛|𝑥| + ∑

−1𝑛𝑥𝑛

𝑛 ∙ 𝑛!

∞

𝑛=1

 

 

Using this result gives the power radiated per unit frequency per unit 

volume as: 

 

𝑑𝑊

𝑑𝑓𝑑𝑡𝑑𝑉
=

𝑍2𝑒6𝑁𝑖𝑁𝑒

96휀0
3𝑐3𝑚𝑒

2𝑣
[𝑙𝑛 |

4𝜋𝑏𝑓

𝑣
 | + ∑

−1𝑛 (
4𝜋𝑏𝑓

𝑣 )
𝑛

𝑛 ∙ 𝑛!

∞

𝑛=1

]

0

∞
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The series in this equation converges under a ratio test but its convergence 

value is unknown. The series cannot therefore be replaced by a simpler 

function of f and v. The integral is also impossible to evaluate using these limits 

due to 𝑙𝑛(∞) = ∞, ∞𝑛 and the fact that ln 0 is undefined. To get around these 

problems, limits of b (bmax and bmin) are set. The equation now becomes: 

 

𝑑𝑊

𝑑𝑓𝑑𝑡𝑑𝑉
=

𝑍2𝑒6𝑁𝑖𝑁𝑒

96휀0
3𝑐3𝑚𝑒

2𝑣
[𝑙𝑛 |

4𝜋𝑏𝑓

𝑣
 | + ∑

−1𝑛 (
4𝜋𝑏𝑓

𝑣
)
𝑛

𝑛 ∙ 𝑛!

∞

𝑛=1

]

𝑏𝑚𝑖𝑛

𝑏𝑚𝑎𝑥

=
𝑍2𝑒6𝑁𝑖𝑁𝑒

96휀0
3𝑐3𝑚𝑒

2𝑣
(𝑙𝑛 (

𝑏𝑚𝑎𝑥

𝑏𝑚𝑖𝑛
) + ∑

1

𝑛 ∙ 𝑛!
(
4𝜋𝑓(𝑏𝑚𝑖𝑛 − 𝑏𝑚𝑎𝑥)

𝑣
)

𝑛∞

𝑛=1

) 

 

In order to choose a value for bmax, we look at a graph of the function 𝐹(𝑥) =

𝑒−𝑥 𝑥⁄ . Figure 133 shows that the function goes to zero very fast as x 

increases. Above x=4 the function is almost zero. I therefore choose the upper 

integration limit to be 𝑋𝑚𝑎𝑥 = 4. This is equivalent to setting 𝑏𝑚𝑎𝑥 = 𝑣/𝜋𝑓. 

  

 

Figure 133. A plot of the function 𝑓(𝑥)= 𝑒−𝑥 𝑥⁄ . 

 

The lower integration limit bmin is set by one of the following considerations: 
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1. The straight line approximation will begin to breakdown as ∆𝑣 normal to 

the path → 𝑣. ∆𝑣 normal to the path can be calculated by integrating the 

component of the acceleration normal to the path. 

 

∆𝑣 =
𝑍𝑒2

4𝜋휀0𝑚𝑒
∫

𝑏

(𝑏2 + 𝑣2𝑡2)
3

2⁄
𝑑𝑡

∞

−∞

=
𝑍𝑒2

4𝜋휀0𝑚𝑒𝑏2
∫ (1 +

𝑣2

𝑏2
𝑡2)

−3
2⁄

𝑑𝑡
∞

−∞

 

 

This integral is solved by making the substitution 𝑡 =
𝑏

𝑣
tan 𝜃 and 𝑑𝑡 =

𝑏

𝑣
sec2 𝜃 𝑑𝜃. The substitution 1 + tan2 𝜃 = sec2 𝜃 is also used. The limits of 

this integral become 𝜃𝑀𝑎𝑥 =
𝜋

2
 and 𝜃𝑀𝑖𝑛 =

−𝜋

2
. 

∆𝑣 =
𝑍𝑒2

2𝜋휀0𝑚𝑒𝑏𝑣
 

Bmin1 is now taken as ∆𝑣 → 𝑣: 

𝑏𝑚𝑖𝑛1 =
𝑍𝑒2

2𝜋휀0𝑚𝑒𝑣2
 

 

2. The uncertainty principal prohibits the electron from becoming too close to 

the ion. By the uncertainty principal we have ∆𝑥∆𝑝 ≥ ℏ. Taking ∆𝑥 = 𝑏 and 

∆𝑝 = 𝑚𝑒𝑣 it follows that: 

𝑏𝑚𝑖𝑛2 =
ℏ

𝑚𝑒𝑣
 

We use as bmin whichever lower integration limit is the largest. Therefore 

bmin1 is used if: 

 

𝑏𝑚𝑖𝑛1

𝑏𝑚𝑖𝑛2
> 1 

 

For a plasma in thermal equilibrium 𝑣 = √3𝑘𝑇 𝑚𝑒⁄ . 

 

𝑏𝑚𝑖𝑛1

𝑏𝑚𝑖𝑛2
=

𝑍𝑒2

2𝜋휀0𝑚𝑒𝑣2

𝑚𝑒𝑣

ℏ
=

𝑍𝑒2

휀0𝑣ℎ
=

𝑍𝑒2

휀0ℎ
√

𝑚𝑒

3𝑘
𝑇−

1
2 

 

Therefore bmin1 prevails if: 
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𝑍𝑒2

휀0ℎ
√

𝑚𝑒

3𝑘
𝑇−

1
2 > 1 

𝑇 < (
𝑍𝑒2

휀0ℎ
)

2
𝑚𝑒

3𝑘
 

 

For singly charged ion plasmas (Z=1), 𝑇 < 6.32 × 105𝐾 

 

For most laboratory plasmas at low temperatures ~10000K, it is therefore the 

classical limit bmin1 that plays the most important role. Putting the relevant bmax 

and bmin and rearranging gives: 

 

𝑑𝑊

𝑑𝑓𝑑𝑡𝑑𝑉
=

𝑍2𝑒6𝑁𝑖𝑁𝑒

96휀0
3𝑐3𝑚𝑒

2𝑣
(𝑙𝑛 (

2휀0𝑚𝑒𝑣
3

𝑍𝑒2𝑓
) + ∑

1

𝑛 ∙ 𝑛!
(

2𝑍𝑒2𝑓

휀0𝑚𝑒𝑣
3
− 4)

𝑛∞

𝑛=1

) 

 

This is the approximate formula in SI units for the spectral intensity or the 

emission from a low temperature plasma in Joules per unit time per unit 

frequency per unit volume. 

 

For any regime, quantum and frequency effects are conveniently included by 

introducing a multiplicative factor or Gaunt factor g(v,f) and nr , the real part of 

the refractive index of the plasma such that: 

  

𝑑𝑊

𝑑𝑓𝑑𝑡𝑑𝑉
=

𝑍2𝑒6𝑁𝑖𝑁𝑒

96𝜋4휀0
3𝑐3𝑚𝑒

2

𝑛𝑟

𝑣

𝜋

√3
𝑔(𝑣, 𝑓)      𝑬𝒒𝒖𝒂𝒕𝒊𝒐𝒏 𝟐𝟑 

 

The factors of 𝜋/√3 and 1 𝜋4⁄  are inserted to conform to the conventional 

definition of the Gaunt factor (Gaunt, 1930). The Gaunt factor obtained here 

for a low temperature plasma is therefore: 

 

𝑔(𝑣, 𝑓) = √3𝜋3 (𝑙𝑛 (
2휀0𝑚𝑒𝑣

3

𝑍𝑒2𝑓
) + ∑

1

𝑛 ∙ 𝑛!
(

2𝑍𝑒2𝑓

휀0𝑚𝑒𝑣3
− 4)

𝑛∞

𝑛=1

) 
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The emission from a plasma can be determined from Equation 23 if the 

distribution of electron velocities is known. This can often be very difficult to 

determine and often the assumption of thermal equilibrium is assumed. If 

thermal is assumed, the electrons follow a Maxwell-Boltzmann distribution and 

the emission from the plasma can be found by integrating Equation 23 over 

the Maxwell-Boltzmann distribution. 
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Appendix B: The C++ Control Code for the Plasma Spectrometer 

 

The C++ code for the PC command line program uses a standard Microsoft 

Windows API: windows.h for serial port communication. The full C++ code for 

the command line program is: 

 
// Controller Software for PC:Arduino Communication 
 
// include libraries 
#include "stdafx.h" 
#include <iostream> 
#include <windows.h> 
#include <string> 
#include <fstream> 
#include <time.h> 
#include <sstream> 
using namespace std; 
 
// Declare globals 
ofstream csvfile; 
HANDLE hSerial; 
char readbuffer; 
char writebuffer[1]; 
DWORD bytesSent; 
char reprate; 
int lengthtime; 
char letter; 
char repeat='y'; 
char photodiode; 
char answer; 
DWORD mask; 
DWORD errors; 
COMSTAT status; 
char buffer[1]; 
int toRead; 
DWORD bytesRead; 
time_t tstarttime1; 
int starttime1; 
int endtime1; 
time_t trealtime1; 
int realtime1; 
time_t tstarttime2; 
int starttime2; 
int endtime2; 
time_t trealtime2; 
int realtime2; 
int count=1; 
int bytes=0; 
 
int openport(); 
//Prototype functions 
 
int openport() 
{ 

//Tell user that port-opening has been initiated 
    printf("Opening Serial Port\n"); 
 
    //Announce current task 
    printf("Attaching handle\n"); 
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    //Attempt to attach a hande to serial port 
    hSerial = CreateFile(L"COM4", 
            GENERIC_READ | GENERIC_WRITE, 
            0, 
            0, 
            OPEN_EXISTING, 
            FILE_ATTRIBUTE_NORMAL, 
            0); 
 
    if(hSerial==INVALID_HANDLE_VALUE) 
 { 
        if(GetLastError()==ERROR_FILE_NOT_FOUND) 
  { 
            //Print Error if neccessary 
            printf("ERROR: Handle was not attached.  Reason: COM4 not available.\n"); 
            return 0; 
  } 
 
    //Error if neccessary 
        printf("Mmm, something went wrong.\n"); 
        return 0; 
 } 
    else printf("Done!\n");  //Successfully Attached handle to serial port 
 
    //Announce current task 
    printf("Setting Parameters\n"); 
 
    //Set serial port parameters 
 
    DCB dcbSerialParams = {0}; 
 
    if (!GetCommState(hSerial, &dcbSerialParams))  
 { 
        printf("Failed!\n");   // Return error 
        return 0; 
 } 
 else  // sets coms parametes 
 { 
  dcbSerialParams.BaudRate=CBR_57600;   // sets Baud rate 
  dcbSerialParams.ByteSize=8; 
  dcbSerialParams.StopBits=ONESTOPBIT; 
  dcbSerialParams.Parity=NOPARITY; 
 } 
 
    if(!SetCommState(hSerial, &dcbSerialParams))  // Return error if needed 
 { 
  printf("ALERT: Serial port failed!\n"); 
  return 0; 
     } 
    else printf("Done!\n\n"); 
 //Serial port has been successfully configured 
  
 Sleep(1000); 
 return 0; 
} 
 
int main() 
{ 
 openport();   // runs the function openport to initialise serial comms 
 
 PurgeComm(hSerial,PURGE_RXCLEAR);   //clear incoming and outgoing buffers 
 PurgeComm(hSerial,PURGE_TXCLEAR); 
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 do 
 { 
  int option; 
   
  // Print a list of options to the screen 
  printf("\nPlasma Spectrometer Control Software\n\n"); 
  printf("Choose from the following options.\n\n"); 
  printf("1. Read output from photodiode.\n"); 
  printf("2. Run sample.\n"); 
  printf("3. Run sample at 1 scan every 4 seconds.\n"); 
  printf("4. Purge buffer.\n\n"); 
  printf("Please enter 1,2,3 or 4.\n"); 
 
  cin>>option; //get the users choice 
  ofstream csvfile("C:\\Photodiode.csv");   // open a csv file  
  count=0; 
  switch(option) 
  { 
   case 1:  // This checks the output of the photodiode and prints to a csv 
in required  
    printf("Would like to record the output from the photodiode to a 
.csv file? Please enter y or n.\n"); 
    cin>>photodiode; 
     
    if (photodiode=='y') 
    { 
     printf("File will be created called C:/Photodiode.csv\n"); 
    } 
     
    printf("Enter recording time in seconds.\n"); 
    cin>>lengthtime; 
 
    // 
    printf("Enter 'y' to start recording.\n"); 
     
    cin>>answer; 
   
    printf("Recording data.\n"); 
 
    tstarttime1=time(NULL);   // sets the length of time the output is 
read 
    starttime1=tstarttime1; 
    endtime1=lengthtime+starttime1; 
 
    trealtime1=time(NULL); 
    realtime1=trealtime1; 
     
    writebuffer[0]='a';   // writes an a to the output buffer when 
finished 
    WriteFile(hSerial,writebuffer,1,&bytesSent,NULL); 
     
    do 
    { 
     ClearCommError(hSerial,&errors,&status);  // check 
comm status 
     
     if(status.cbInQue=0)  // if byte is waiting in input buffer 
     { 
      Sleep(1); 
     } 
     else 
     {   
      //Read a char 
      ReadFile(hSerial,buffer,1,&bytesRead,NULL); 
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      // print char to screen 
      printf("%c",buffer[0]); 
 
      if (photodiode=='y')  //prints char to csv 
      { 
       if(buffer[0]!='\r') 
       { 
        csvfile<<buffer[0]; 
       } 
      } 
     } 
     
     trealtime1=time(NULL); 
     realtime1=trealtime1; 
    } 
    while (endtime1>realtime1); 
 
    ClearCommError(hSerial,&errors,&status); //get comm status 
 
    if(status.cbInQue>0) //run if anything in input buffer 
     { 
      ReadFile(hSerial,buffer,1,&bytesRead,NULL);  
//read char from buffer 
           
  
      do 
      { 
       printf("%c",buffer[0]);  //print char to 
screen 
 
       if (photodiode=='y')  //print to csv if 
required 
       { 
        csvfile<<buffer[0]; 
       } 
        
      
 ReadFile(hSerial,buffer,1,&bytesRead,NULL);  //read char from input buffer 
       //letter=buffer[0]; 
      } 
      while(buffer[0]!='\r');  // do while char not equal 
to carriage return 
     } 
 
    writebuffer[0]='d';    // write a d to output buffer 
    WriteFile(hSerial,writebuffer,1,&bytesSent,NULL); 
 
    break; 
 
   case 2:  // runs a sample at 1 to 6 HZ 
    printf("Enter recording time in seconds.\n"); 
    cin>>lengthtime; 
 
    printf("Enter repetition rate of laser from 1-6.\n"); 
    cin>>reprate; 
 
    printf("Enter 'y' to start recording.\n"); 
    PurgeComm(hSerial,PURGE_RXCLEAR);  //purge input and 
output buffers 
    PurgeComm(hSerial,PURGE_TXCLEAR); 
 
    cin>>answer; 
   
    writebuffer[0]='b';   //write a b to output buffer 
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    WriteFile(hSerial,writebuffer,1,&bytesSent,NULL); 
     
    writebuffer[0]=reprate;   // write variable reprate to output buffer 
    WriteFile(hSerial,writebuffer,1,&bytesSent,NULL); 
 
    printf("Recording data.\n"); 
 
    tstarttime2=time(NULL);   // Sets the length of time to run 
    starttime2=tstarttime2; 
    endtime2=lengthtime+starttime2; 
 
    trealtime2=time(NULL); 
    realtime2=trealtime2; 
 
     do 
     { 
      ClearCommError(hSerial,&errors,&status);  // 
get comm status 
 
      if(status.cbInQue>0)  // if anything in buffer 
      { 
       printf("%i     ",count);  // print number 
of pulses to screen 
       count++; 
      
 ReadFile(hSerial,buffer,1,&bytesRead,NULL);  //read input buffer 
 
       do 
       { 
       printf("%c",buffer[0]);  // print char in 
input buffer to screen 
        
      
 ReadFile(hSerial,buffer,1,&bytesRead,NULL);  //read input buffer 
       } 
       while(buffer[0]!='\n'); 
 
       printf("%c",buffer[0]); 
 //print buffer to screen 
      } 
      else 
      {     
       Sleep(5); 
      } 
 
      trealtime2=time(NULL);   
      realtime2=trealtime2; 
     } 
     while (endtime2>realtime2); 
 
     Sleep(10); 
     ClearCommError(hSerial,&errors,&status);  // get 
comm status 
 
     if(status.cbInQue>0)  // run if anything in buffer 
     { 
      printf("%i     ",count);  //print number of pulses 
to screen 
      count++; 
      ReadFile(hSerial,buffer,1,&bytesRead,NULL);  
//read input buffer 
 
      do 
      { 
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      printf("%c",buffer[0]);  // print input buffer to 
screen 
       
      ReadFile(hSerial,buffer,1,&bytesRead,NULL);  
// read input buffer 
      } 
      while(buffer[0]!='\n'); 
     } 
     else 
     {     
      Sleep(5); 
     } 
 
    writebuffer[0]='d';  //write a d to output buffer 
    WriteFile(hSerial,writebuffer,1,&bytesSent,NULL); 
 
    break; 
 
   case 3:  //records once every 4 seconds. For doing 1 hour scans 
    printf("Enter recording time in seconds.\n"); 
    cin>> lengthtime; 
    printf("Enter 'y' to start recording.\n"); 
    cin>>answer; 
 
    PurgeComm(hSerial,PURGE_RXCLEAR);  //purge input and 
output buffer 
    PurgeComm(hSerial,PURGE_TXCLEAR); 
 
    writebuffer[0]='c';  //write a c to output buffer 
    WriteFile(hSerial,writebuffer,1,&bytesSent,NULL); 
 
    tstarttime2=time(NULL);   // sets length of time to run for 
    starttime2=tstarttime2; 
    endtime2=lengthtime+starttime2; 
 
    trealtime2=time(NULL); 
    realtime2=trealtime2; 
 
    printf("Recording data.\n"); 
 
     do 
     { 
      ClearCommError(hSerial,&errors,&status);  
//get comm status 
 
      if(status.cbInQue>0)  // if anything in input 
buffer 
      { 
       printf("%i     ",count);  //print pulse 
number to screen 
       count++; 
      
 ReadFile(hSerial,buffer,1,&bytesRead,NULL); //read input buffer 
 
       do 
       { 
       printf("%c",buffer[0]);  //print char in 
buffer to screen 
      
 ReadFile(hSerial,buffer,1,&bytesRead,NULL); //read next char 
       } 
       while(buffer[0]!='\n');  //do while buffer 
is not a new line char 
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       printf("%c",buffer[0]); // print char 
in buffer to screen      
      } 
      else 
      {     
       Sleep(5); 
      } 
 
      trealtime2=time(NULL); 
      realtime2=trealtime2; 
     } 
     while (endtime2>realtime2); 
 
     Sleep(10); 
     ClearCommError(hSerial,&errors,&status);  //get comm 
staus 
 
     if(status.cbInQue>0)  // if anything in input buffer 
     { 
      printf("%i     ",count);  // print pulse number to 
screen 
      count++; 
      ReadFile(hSerial,buffer,1,&bytesRead,NULL);  
// read input buffer 
 
      do 
      { 
      printf("%c",buffer[0]); //print char in buffer to 
screen 
       
      ReadFile(hSerial,buffer,1,&bytesRead,NULL);  
// read next char in buffer 
      } 
      while(buffer[0]!='\n'); 
     } 
     else 
     {     
      Sleep(5); 
     } 
 
    writebuffer[0]='d'; 
    WriteFile(hSerial,writebuffer,1,&bytesSent,NULL); 
 
    break; 
 
   case 4: // clears input and output buffers 
    ClearCommError(hSerial,&errors,&status); //check if anything 
in buffer 
    bytes=status.cbInQue; // write number of bytes in buffer to 
screen 
    printf("%i bytes in buffer cleared.\n",bytes); 
     
    PurgeComm(hSerial,PURGE_RXCLEAR); //purge buffers 
    PurgeComm(hSerial,PURGE_TXCLEAR); 
     
    Sleep(10); 
 
    break; 
  } 
 
   
   PurgeComm(hSerial,PURGE_RXCLEAR);  // purge buffers 
   PurgeComm(hSerial,PURGE_TXCLEAR); 
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   printf("\nRecording has finished.\n"); 
   printf("Would you like to choose another option? Please enter 'y'or 
'n'.\n"); 
   cin>>repeat; 
 } 
 while (repeat=='y'); 
 
 printf("Program will close in 5 seconds.\n"); 
 Sleep(5000); 
 return 0; 
} 

 

The Arduino script that runs continuously on the Arduino Uno microcontroller 

is: 

 

// Arduino Uno Photodiode and Spectrometer Control Script// 
// Joe Holman 
 
char incoming; 
int sensor; 
char reprate; 
int delaytime; 
//Declare Variables 
 
// The next part runs when the Arduino is Initiated 
void setup() 
{ 
 Serial.begin(57600); 
 //Sets the Baud Rate 
 pinMode(11, OUTPUT); 
 pinMode(10, OUTPUT); 
 //Sets pin 11 and 10 to output 
} 
 
// The next part runs in a continuous loop 
void loop() 
{ 
  
 if(Serial.available()>0); // Checks the Serial Buffer 
 { 
  incoming = Serial.read(); 
  // read the incoming byte: 
 
  switch(incoming) 
  { 
   case 'a': // do if byte is a 
    do 
    {  
     sensor=analogRead(A0);   // read photodiode voltage 
     Serial.println(sensor);  // print voltage to screen 
    } 
    while(Serial.available()<1); 
 
    break; 
     
   case 'b':    // if byte is b 
    delay(10); 
    reprate=Serial.read();//read bytes of laser repetion rate 
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    switch(reprate)  //sets delay time between pulse and triggering 
depending on reprate 
    { 
     case '1': 
      delaytime=950; 
      break; 
     case '2': 
      delaytime=450; 
      break; 
     case '3': 
      delaytime=293; 
      break; 
     case '4': 
      delaytime=210; 
      break; 
     case '5': 
      delaytime=160; 
      break; 
     case '6': 
      delaytime=126; 
      break; 
     default: delaytime=960; 
    } 
 
    do 
    { 
     sensor=analogRead(A0);  // read photodiode voltage 
     if(sensor>400)   // run if voltage>400 
     { 
      Serial.println(sensor); // voltage to screen 
      delay(delaytime); 
      digitalWrite(11,HIGH);  // set pin 11 to +5V 
      digitalWrite(10,HIGH);  // set pin 10 to +5 
      delay(10); 
      digitalWrite(11,LOW);   // set pin 11 to +0V 
      digitalWrite(10,LOW);   // set pin 11 to +0V 
     } 
     else 
     { 
      digitalWrite(11,LOW);   // set pin 11 to +0V 
      digitalWrite(10,LOW);   // set pin 10 to +0V 
     } 
    } 
    while(Serial.available()<1); 
    break; 
    
   case 'c':   // do if byte is c 
    delay(5); 
     
    do 
    { 
     sensor=analogRead(A0);  //read photodiode voltage 
     if(sensor>400);         // do if voltage > 400  
     { 
      Serial.println(sensor);//print voltage to screen 
      delay(3950);  // delay for 3950ms 
      digitalWrite(11,HIGH); // set pin 11 to +5V 
      digitalWrite(10,HIGH); // set pin 10 to +5V 
      delay(10); 
      digitalWrite(11,LOW);  // set pin 11 to 0V 
      digitalWrite(10,LOW);  // set pin 10 to 0V 
     } 
     else 
     { 
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      digitalWrite(11,LOW);  // set pin 11 to 0V 
      digitalWrite(10,LOW);  // set pin 10 to 0V 
     } 
    } 
    while(Serial.available()<1); 
    break; 
 
   case 'd':  // do if byte is d 
    break; 
  } 
 } 
} 
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Appendix C: Visual Basic for Applications Code for Analysis of 

Plasma Spectrometer Data 

 

Script 1: VBA Code for determination of beam splitter transmission 

 

' Non-Time Resolved Plasma Spectrometer Absorbance Script 

' Joe Holman 

 

Sub AbsorbanceOfSample() 

 

' Substantially speeds up script execution 

Application.Calculation = xlCalculationManual 

 

'Declare Variables 

Dim DataColumns As Long 

Dim DataRows As Long 

Dim u As Long 

Dim v As Long 

Dim ColumnNumber As Integer 

Dim TransTime As Long 

Dim ReflTime As Long 

 

Let ColumnNumber = 2 

 

' This loop checks for missing data and adds columns if necessary 

Do While Not (IsEmpty(Worksheets("Trans").Cells(1, ColumnNumber).Value) And 

(IsEmpty(Worksheets("Refl").Cells(1, ColumnNumber).Value))) 

 

    If (IsEmpty(Worksheets("Trans").Cells(1, ColumnNumber).Value) Or 

(IsEmpty(Worksheets("Refl").Cells(1, ColumnNumber).Value))) Then 
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        Worksheets("Trans").Cells(1, ColumnNumber).EntireColumn.Delete 

        Worksheets("Refl").Cells(1, ColumnNumber).EntireColumn.Delete 

 

    Else 

     

        TransTime = Val(Worksheets("Trans").Cells(1, ColumnNumber).Value) 

        ReflTime = Val(Worksheets("Refl").Cells(1, ColumnNumber).Value) 

     

        Dim Difference As Integer 

     

        Difference = TransTime - ReflTime 

         

        If Difference > 100 Then 

            Worksheets("Trans").Cells(1, ColumnNumber).EntireColumn.Insert 

        End If 

     

        If Difference < -100 Then 

            Worksheets("Refl").Cells(1, ColumnNumber).EntireColumn.Insert 

        End If 

         

        ColumnNumber = ColumnNumber + 1 

 

    End If 

     

Loop 

 

'Get size of trans worksheet 

Let DataColumns = 

Worksheets("Trans").UsedRange.SpecialCells(xlCellTypeLastCell).Column 

Let DataRows = Sheets("Trans").UsedRange.SpecialCells(xlCellTypeLastCell).Row 

 

' Create new worksheet called "Working" 
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Worksheets.Add(After:=Worksheets(Worksheets.Count)).Name = "Working" 

 

'Turn on calculations 

Application.Calculation = xlCalculationAutomatic 

 

'Copy wavelengths to new worksheet 

Worksheets("Working").Range("A2").FormulaR1C1 = "=(Trans!RC+Refl!RC)/2" 

Range("A2").Copy Destination:=Range("A3:A3649") 

 

'Calculate absorbances for each laser pulse 

Worksheets("Working").Range("B2").Formula = 

"=IF(OR(Refl!B2=1,Trans!B2=1,Refl!B2<0.01,Splitter!$B2=""""),"""",IF(Trans!B2<0.01

,2,LOG((Splitter!$B2*Refl!B2)/Trans!B2)))" 

Range("B2").Copy Destination:=Range(Cells(2, 2), Cells(3649, DataColumns)) 

 

' Create new worksheet called "Output" 

Worksheets.Add(After:=Worksheets(Worksheets.Count)).Name = "Output" 

 

'Copy "Working" to "Output" 

Worksheets("Working").Cells.Copy 

Worksheets("Output").Range("A1").PasteSpecial Paste:=xlPasteValues, 

Operation:=xlNone, SkipBlanks _ 

:=False, Transpose:=False 

 

' Create new worksheet called "Mean" 

Worksheets.Add(After:=Worksheets(Worksheets.Count)).Name = "Mean" 

 

' Create worksheet header 

Worksheets("Mean").Range("A1").Value = "Wavelength" 

Worksheets("Mean").Range("B1").Value = "Mean" 

Worksheets("Mean").Range("C1").Value = "StandardDeviation" 

Worksheets("Mean").Range("D1").Value = "NumDataPoints" 
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' Copy wavelength column 

Worksheets("Mean").Range("A2").Formula = "=Output!A2" 

Range("A2").Copy Destination:=Range("A3:A" & DataRows) 

 

' Calculate mean of absorbance data 

Worksheets("Mean").Range("B2").FormulaR1C1 = "=If(Count(Output!RC2:RC" & 

DataColumns & ")=0,"""",AVERAGE(Output!RC2:RC" & DataColumns & "))" 

Worksheets("Mean").Range("B2").AutoFill Destination:=Range("B2:B" & DataRows) 

 

' Close and save workbook 

Application.DisplayAlerts = False 

ActiveWorkbook.Save 

Application.DisplayAlerts = True 

ActiveWorkbook.Close SaveChanges:=False 

 

End Sub 

 

Sub Main() 

 

With Application 

 

.ScreenUpdating = False 

 

'List files for processing here 

Workbooks.Open ("C:\Conc\Azure0_5.xlsm") 

AbsorbanceOfSample 

 

.ScreenUpdating = True 

 

End With 

End Sub 
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Script 2: VBA Code for determination of the absorbance/turbidity 

of non-time varying samples. 

' Non-Time Resolved Plasma Spectrometer Absorbance Script 

' Joe Holman 

 

Sub AbsorbanceOfSolvent() 

 

‘ Speed up script execution 

Application.Calculation = xlCalculationManual 

 

'Declare Variables 

Dim DataColumns As Long 

Dim DataRows As Long 

Dim u As Long 

Dim v As Long 

Dim ColumnNumber As Integer 

Dim TransTime As Long 

Dim ReflTime As Long 

 

Let ColumnNumber = 2 

 

' This loop checks for missing data and adds columns if necessary 

Do While Not (IsEmpty(Worksheets("Trans").Cells(1, ColumnNumber).Value) And 

(IsEmpty(Worksheets("Refl").Cells(1, ColumnNumber).Value))) 

 

    If (IsEmpty(Worksheets("Trans").Cells(1, ColumnNumber).Value) Or 

(IsEmpty(Worksheets("Refl").Cells(1, ColumnNumber).Value))) Then 

     

        Worksheets("Trans").Cells(1, ColumnNumber).EntireColumn.Delete 

        Worksheets("Refl").Cells(1, ColumnNumber).EntireColumn.Delete 
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    Else 

     

        TransTime = Val(Worksheets("Trans").Cells(1, ColumnNumber).Value) 

        ReflTime = Val(Worksheets("Refl").Cells(1, ColumnNumber).Value) 

     

        Dim Difference As Integer 

     

        Difference = TransTime - ReflTime 

         

        If Difference > 100 Then 

            Worksheets("Trans").Cells(1, ColumnNumber).EntireColumn.Insert 

        End If 

     

        If Difference < -100 Then 

            Worksheets("Refl").Cells(1, ColumnNumber).EntireColumn.Insert 

        End If 

         

        ColumnNumber = ColumnNumber + 1 

 

    End If 

Loop 

 

'Get size of trans worksheet 

Let DataColumns = 

Worksheets("Trans").UsedRange.SpecialCells(xlCellTypeLastCell).Column 

Let DataRows = Sheets("Trans").UsedRange.SpecialCells(xlCellTypeLastCell).Row 

 

' Create new worksheet called "Working" 

Worksheets.Add(After:=Worksheets(Worksheets.Count)).Name = "Working" 

 

'Turn on calculations 

Application.Calculation = xlCalculationAutomatic 
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'Create wavelengths on new worksheet 

Worksheets("Working").Range("A2").FormulaR1C1 = "=(Trans!RC+Refl!RC)/2" 

Range("A2").Copy Destination:=Range("A3:A3649") 

 

'Calculate absorbances for each laser pulse 

Worksheets("Working").Range("B2").Formula = 

"=IF(OR(Refl!B2=1,Trans!B2=1,Refl!B2<0.01,Splitter!$B2=""""),"""",IF(Trans!B2<0.01

,2,LOG((Splitter!$B2*Refl!B2)/Trans!B2)))" 

Range("B2").Copy Destination:=Range(Cells(2, 2), Cells(3649, DataColumns)) 

 

' Create new worksheet called "Output" 

Worksheets.Add(After:=Worksheets(Worksheets.Count)).Name = "Output" 

 

'Copy "Working" to "Output" 

Worksheets("Working").Cells.Copy 

Worksheets("Output").Range("A1").PasteSpecial Paste:=xlPasteValues, 

Operation:=xlNone, SkipBlanks _ 

:=False, Transpose:=False 

 

' Create new worksheet called "Mean" 

Worksheets.Add(After:=Worksheets(Worksheets.Count)).Name = "Mean" 

 

' Create worksheet header 

Worksheets("Mean").Range("A1").Value = "Wavelength" 

Worksheets("Mean").Range("B1").Value = "Mean" 

Worksheets("Mean").Range("C1").Value = "StandardDeviation" 

Worksheets("Mean").Range("D1").Value = "NumDataPoints" 

 

'Copy wavelength column 

Worksheets("Mean").Range("A2").Formula = "=Output!A2" 

Range("A2").Copy Destination:=Range("A3:A" & DataRows) 
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' Calculate mean of absorbance data 

Worksheets("Mean").Range("B2").FormulaR1C1 = "=If(Count(Output!RC2:RC" & 

DataColumns & ")=0,"""",AVERAGE(Output!RC2:RC" & DataColumns & "))" 

Worksheets("Mean").Range("B2").AutoFill Destination:=Range("B2:B" & DataRows) 

 

End Sub 

 

Sub Main() 

 

With Application 

 

.ScreenUpdating = False 

 

‘ List of files for script execution 

Workbooks.Open ("C:\Conc\Working.xlsm") 

AbsorbanceOfSolvent 

 

.ScreenUpdating = True 

 

End With 

End Sub 
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Script 3: VBA Code for determination of the absorbance/turbidity of time 

varying samples. 

' Time resolved absorbance calculation and dataset creation script 

' Joe Holman 

 

' Function to convert column letter to number 

Function ConvertToLetter(iCol As Long) As String 

   Dim iAlpha As Long 

   Dim iRemainder As Long 

   iAlpha = Int(iCol / 27) 

   iRemainder = iCol - (iAlpha * 26) 

   If iAlpha > 0 Then 

      ConvertToLetter = Chr(iAlpha + 64) 

   End If 

   If iRemainder > 0 Then 

      ConvertToLetter = ConvertToLetter & Chr(iRemainder + 64) 

   End If 

End Function 

 

Sub TimeResolved() 

 

' Turn of calculation to speed up code execution 

Application.Calculation = xlCalculationManual 

 

'Declare variables 

Dim MyNamefull As String 

Let MyNamefull = ActiveWorkbook.Name 

Dim MyName As Variant 

Dim Mytest As String 

Dim DataColumns As Long 

Dim DataRows As Long 
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Dim u As Long 

Dim v As Long 

Dim ColumnNumber As Integer 

Dim TransTime As Long 

Dim ReflTime As Long 

Dim FileSaveName As Variant 

Dim Maximum As Double 

Let ColumnNumber = 2 

MyName = Split(MyNamefull, ".") 

Mytest = MyName(0) 

 

' Set path for output csv file 

Application.DefaultFilePath = "C:\Users\Joe\Desktop\" 

FileSaveName = Application.DefaultFilePath & Mytest & ".csv" 

 

' Delete all wavelengths between 380 and 700nm 

Worksheets("Trans").Range(Worksheets("Trans").Cells(2285,1), 

Worksheets("Trans").Cells(3649, 1)).EntireRow.Delete 

Worksheets("Refl").Range(Worksheets("Refl").Cells(2285, 1), 

Worksheets("Refl").Cells(3649, 1)).EntireRow.Delete 

Worksheets("Buffer").Range(Worksheets("Buffer").Cells(2285,1), 

Worksheets("Buffer").Cells(3649, 1)).EntireRow.Delete 

Worksheets("Splitter").Range(Worksheets("Splitter").Cells(2285,1), 

Worksheets("Splitter").Cells(3649, 1)).EntireRow.Delete 

 

Worksheets("Trans").Range(Worksheets("Trans").Cells(2, 1), 

Worksheets("Trans").Cells(865, 1)).EntireRow.Delete 

Worksheets("Refl").Range(Worksheets("Refl").Cells(2, 1), 

Worksheets("Refl").Cells(865, 1)).EntireRow.Delete 

Worksheets("Buffer").Range(Worksheets("Buffer").Cells(2,1), 

Worksheets("Buffer").Cells(865, 1)).EntireRow.Delete 
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Worksheets("Splitter").Range(Worksheets("Splitter").Cells(2,1), 

Worksheets("Splitter").Cells(865, 1)).EntireRow.Delete 

 

' Get dataset sizes 

Let DataColumns = 

Worksheets("Trans").UsedRange.SpecialCells(xlCellTypeLastCell).Column 

Let DataRows = Sheets("Trans").UsedRange.SpecialCells(xlCellTypeLastCell).Row 

 

' Remove the ms unit from the measurement times 

Dim cell1 As Range 

    For Each cell1 In Worksheets("Trans").Range(Worksheets("Trans").Cells(1,2), 

Worksheets("Trans").Cells(1, DataColumns)) 

        cell1 = Val(cell1) 

    Next cell1 

 

Dim cell2 As Range 

    For Each cell2 In Worksheets("Refl").Range(Worksheets("Refl").Cells(1,2), 

Worksheets("Refl").Cells(1, DataColumns)) 

        cell2 = Val(cell2) 

    Next cell2 

 

' Inserts empty columns in missing measurements 

Do While Not (IsEmpty(Worksheets("Trans").Cells(1, ColumnNumber).Value) And 

(IsEmpty(Worksheets("Refl").Cells(1, ColumnNumber).Value))) 

 

    If (IsEmpty(Worksheets("Trans").Cells(1, ColumnNumber).Value) Or 

(IsEmpty(Worksheets("Refl").Cells(1, ColumnNumber).Value))) Then 

     

        Worksheets("Trans").Cells(1, ColumnNumber).EntireColumn.Delete 

        Worksheets("Refl").Cells(1, ColumnNumber).EntireColumn.Delete 

 

    Else 
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        TransTime = Val(Worksheets("Trans").Cells(1, ColumnNumber).Value) 

        ReflTime = Val(Worksheets("Refl").Cells(1, ColumnNumber).Value) 

     

        Dim Difference As Integer 

     

        Difference = TransTime - ReflTime 

         

        If Difference > 100 Then 

            Worksheets("Trans").Cells(1, ColumnNumber).EntireColumn.Insert 

        End If 

     

        If Difference < -100 Then 

            Worksheets("Refl").Cells(1, ColumnNumber).EntireColumn.Insert 

        End If 

         

        ColumnNumber = ColumnNumber + 1 

 

    End If 

     

Loop 

 

' Get number of row and columns in "Trans" 

Let DataColumns = 

Worksheets("Trans").UsedRange.SpecialCells(xlCellTypeLastCell).Column 

Let DataRows = Sheets("Trans").UsedRange.SpecialCells(xlCellTypeLastCell).Row 

 

' Create a new worksheet called "Working" 

Worksheets.Add(After:=Worksheets(Worksheets.Count)).Name = "Working" 

 

Worksheets("Working").Activate 
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' Turn on calculation 

Application.Calculation = xlCalculationAutomatic 

 

' Create times in seconds 

Worksheets("Working").Range("B1").FormulaR1C1 = 

"=IF(OR(Trans!RC="""",Refl!RC=""""),"""",Trans!RC/1000)" 

Worksheets("Working").Range("B1").Copy 

Destination:=Worksheets("Working").Range(Worksheets("Working").Cells(1,3), 

Worksheets("Working").Cells(1, DataColumns)) 

 

' Create wavelength column 

Worksheets("Working").Range("A2").FormulaR1C1 = "=(Trans!RC+Refl!RC)/2" 

Range("A2").Copy Destination:=Range("A3:A1420") 

 

' Calculate absorbance column 

Worksheets("Working").Range("B2").Formula = 

"=IF(OR(Refl!B2=1,Trans!B2=1,Refl!B2="""",Trans!B2="""",Refl!B2<0.01,Splitter!$B2

="""",Buffer!$B2=""""),"""",IF(Trans!B2<0.01,2,(LOG((Splitter!$B2*Refl!B2)/Trans!B

2))-Buffer!$B2))" 

Range("B2").CopyDestination:=Range(Worksheets("Working").Cells(2,2), 

Worksheets("Working").Cells(1420, DataColumns)) 

 

' Turn off calculation 

Application.Calculation = xlCalculationManual 

 

' Create a new worksheet and copy data from "Working" 

Worksheets.Add(After:=Worksheets(Worksheets.Count)).Name = "Average" 

Worksheets("Working").Cells.Copy 

Worksheets("Average").Range("A1").PasteSpecial Paste:=xlPasteValues, 

Operation:=xlNone, SkipBlanks _ 

:=False, Transpose:=False 
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' Declare variables 

Dim Row As Integer 

Dim FirstRow As Integer 

Dim LastRow As Integer 

 

' Turn on calculation 

Application.Calculation = xlCalculationAutomatic 

 

' Average every three rows 

For Row = 2 To 1420 Step 1 

    FirstRow = ((4 * Row) - 6) 

    LastRow = ((4 * Row) - 3) 

    Worksheets("Average").Range(Cells(Row, 1), Cells(Row, 

DataColumns)).FormulaR1C1 = "=IF(SUM(Working!R" & FirstRow & "C:R" & LastRow 

& "C)=0,"""",AVERAGE(Working!R" & FirstRow & "C:R" & LastRow & "C))" 

Next 

 

' Turn off calculation 

Application.Calculation = xlCalculationManual 

 

' Delete excess rows 

Worksheets("Average").Range("A356:A1420").EntireRow.Delete 

 

' Create a copy of worksheet "Average" called "Copy" 

Worksheets.Add(After:=Worksheets(Worksheets.Count)).Name = "Copy" 

Worksheets("Average").Cells.Copy 

Worksheets("Copy").Range("A1").PasteSpecial Paste:=xlPasteValues, 

Operation:=xlNone, SkipBlanks _ 

:=False, Transpose:=False 

 

' Turn on automatic calculation 

Application.Calculation = xlCalculationAutomatic 
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' Declare integers 

Dim Column As Integer 

Let Column = 2 

Dim FirstColumn As Integer 

Dim LastColumn As Integer 

Let DataColumns = 

Worksheets("Copy").UsedRange.SpecialCells(xlCellTypeLastCell).Column 

Dim FinalColumn As Integer 

Let FinalColumn = (DataColumns / 2) 

 

' Average and merge every two columns 

For Column = 2 To FinalColumn Step 1 

    FirstColumn = ((2 * Column) - 2) 

    LastColumn = ((2 * Column) - 1) 

    Worksheets("Copy").Range(Cells(1, Column), Cells(355, Column)).FormulaR1C1 = 

"=IF(SUM(Average!RC" & FirstColumn & ":RC" & LastColumn & 

")=0,"""",AVERAGE(Average!RC" & FirstColumn & ":RC" & LastColumn & "))" 

Next 

 

' Turn on manual calculation 

Application.Calculation = xlCalculationManual 

 

' Delete excess columns 

Worksheets("Copy").Range(Cells(1, (FinalColumn + 1)), Cells(1, 

DataColumns)).EntireColumn.Delete 

 

' Get number of rows and columns in "Copy" 

Let DataColumns = 

Worksheets("Copy").UsedRange.SpecialCells(xlCellTypeLastCell).Column 

Let DataRows = Sheets("Copy").UsedRange.SpecialCells(xlCellTypeLastCell).Row 
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' Delete blank rows and columns 

For u = DataRows To 2 Step -1 

    If WorksheetFunction.Count(Sheets("Copy").Range(Sheets("Copy").Cells(u, 2), 

Sheets("Copy").Cells(u, DataColumns))) = 0 Then Rows(u).EntireRow.Delete 

Next 

 

For v = DataColumns To 2 Step -1 

    If WorksheetFunction.Count(Sheets("Copy").Range(Cells(2, v), Cells(DataRows, 

v))) = 0 Then Columns(v).EntireColumn.Delete 

Next 

 

' Get number of rows and columns in "Copy" 

DataColumns = Sheets("Copy").UsedRange.SpecialCells(xlCellTypeLastCell).Column 

DataRows = Sheets("Copy").UsedRange.SpecialCells(xlCellTypeLastCell).Row 

 

' Create a new worksheet called "Output" 

Worksheets.Add(After:=Worksheets(Worksheets.Count)).Name = "Output" 

 

' Create header and send to csv output 

Open FileSaveName For Output As #1 

Print #1, "Wavelength(nm),Time(s),Intensity" 

 

' The following For loop creates the data points 

For i = 1 To DataRows - 1 

         

        ' Copy wavelength, time, and absorbance information to "Output" 

        Worksheets("Copy").Range("A" & (i + 1)).Copy 

        Sheets("Output").Range("A1:A" & DataColumns - 1).PasteSpecial 

Paste:=xlPasteValues, Operation:=xlNone, SkipBlanks _ 

        :=False, Transpose:=False 
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        Worksheets("Copy").Range(Worksheets("Copy").Cells(1, 2), 

Worksheets("Copy").Cells(1, DataColumns)).Copy 

        Sheets("Output").Range("B1:B" & DataColumns - 1).PasteSpecial 

Paste:=xlPasteValues, Operation:=xlNone, SkipBlanks _ 

        :=False, Transpose:=True 

     

        Worksheets("Copy").Range(Worksheets("Copy").Cells((i + 1), 2), 

Worksheets("Copy").Cells((i + 1), DataColumns)).Copy 

        Sheets("Output").Range("C1:C" & DataColumns - 1).PasteSpecial 

Paste:=xlPasteValues, Operation:=xlNone, SkipBlanks _ 

        :=False, Transpose:=True 

     

        Worksheets("Output").Activate 

     

        ' Get number of datapoints (rows) in "Ouput" 

        DataRows = Sheets("Output").UsedRange.SpecialCells(xlCellTypeLastCell).Row 

     

        Dim w As Integer 

         

        ' Delete data point row if any value is blank 

        For w = DataRows To 1 Step -1 

            If Worksheets("Output").Cells(w, 3).Value = "" Then 

Rows(w).EntireRow.Delete 

        Next w 

         

        ' Get number of datapoints (rows) in "Ouput" 

        DataRows = Sheets("Output").UsedRange.SpecialCells(xlCellTypeLastCell).Row 

         

        ' Declare variables 

        Dim j As Long 

        Dim k As Long 

        Dim celldata As Variant 
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        Dim cellref As String 

         

        ' Convert to csv format and write to variable "celldata" 

        For j = 1 To DataRows 

            For k = 1 To 3 

                If k = 3 Then 

                    cellref = "C" & j 

                    celldata = celldata + Range(cellref).Text 

                    Else 

                    cellref = ConvertToLetter(k) & j 

                    celldata = celldata + Range(cellref).Text + "," 

                End If 

            Next k 

             

            ' Print celldata to csv file 

            Print #1, celldata 

            celldata = "" 

         

        Next j 

Next i 

 

'close csv file 

Close #1 

 

' Save and close workbook 

Application.DisplayAlerts = False 

ActiveWorkbook.Save 

Application.DisplayAlerts = True 

ActiveWorkbook.Close SaveChanges:=True 

 

End Sub 
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Sub Main() 

 

With Application 

 

' Turn off screen application 

.ScreenUpdating = False 

 

' List workbooks here for batch processing 

Workbooks.Open ("C:\Conc\Lys2mgmlZnHep20ug10_5Working.xlsm") 

TimeResolved 

 

' Turn on screen updating 

.ScreenUpdating = True 

 

End With 

 

End Sub 


