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#### Abstract

This article proposes a new algorithm that improves the complexity bound for solving parity games. Our approach combines McNaughton's iterated fixed point algorithm with a preprocessing step, which is called prior to every recursive call. The preprocessing uses ranking functions similar to Jurdziński's, but with a restricted co-domain, to determine all winning regions smaller than a predefined parameter. The combination of the preprocessing step with the recursive call guarantees that McNaughton's algorithm proceeds in big steps, whose size is bounded from below by the chosen parameter. Higher parameters lead to smaller call trees, but they also result in an expensive preprocessing step. An optimal parameter balances the cost of the recursive call and the preprocessing step, resulting in an improvement of the known upper bound for solving parity games from $O\left(m\left(\frac{2 n}{c}\right)^{\frac{1}{2} c}\right)$ to approximately $O\left(m\left(\frac{6 e^{1 . \overline{6}} n}{c^{2}}\right)^{\frac{1}{3} c}\right)$.
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## 1. Introduction

Parity games have many applications in model checking [13, 7, 6, 1, 28, 14] and synthesis $[28,13,26,24,19,23,25]$. In particular, modal and alternatingtime $\mu$-calculus model checking [28, 1], synthesis [25, 19, 23] and satisfiability checking $[28,13,26,24]$ for reactive systems, module checking [14], and ATL* model checking $[6,1]$ can be reduced to solving parity games. This relevance of parity games led to a series of different approaches to solving them $[17,8,16,20$, $30,5,29,10,11,27,18,15,2,4,12,9]$.

The complexity of solving parity games is still an open problem. Parity games are memoryless determined [7,3], which implies that nondeterministic algorithms can determine winning regions and strategies for both players. Due to their symmetry, they are therefore in NP $\cap \operatorname{CoNP}$ [7], and by reduction to payoff games [30], in UPACoUP [10]. Determining their membership in $P$ continues to be a major challenge.

All current deterministic algorithms have complexity bounds which are (at least) exponential in the number of colours $[17,8,30,5,29,11,4]\left(n^{O(c)}\right)$, or in the square-root of the number of game positions [16, 12, 4] (approximately $n^{O(\sqrt{n})}$ ). Practical considerations suggest that we should assume that the number of colours is small compared to the number of positions. Indeed, almost all of the applications listed above result in parity games where the number of colours is (sub-)logarithmic in the size of the game arena. $\mu$-calculus model checking is the only exception. In $\mu$-calculus model checking, however, the size of the game is determined by the product of the transition system under consideration (which is usually large), and the size of the formula (which is usually small). The number of colours is determined by the alternation depth of the specification, which, in turn, is usually small compared to the specification itself. Algorithms that are exponential only in the number of colours are therefore considered to be the most attractive.

The first representatives of algorithms in the complexity class $n^{O(c)}$ follow the iterated fixed point structure induced by the parity condition [17, 8, 29]. The iterated fixed point construction leads to a time complexity of $O\left(m\left(\frac{n}{c}+1\right)^{c-1}\right)$ for parity games with $m$ edges, $c$ colours, and $n$ game positions. The upper complexity bound for solving parity games was first reduced by Browne et al. [5] to $O\left(m\left(\frac{2 n}{c}\right)^{[0.5 c]+1}\right)$, and slightly further by Jurdziński [11] to $O\left(\operatorname{cm}\left(\frac{n}{[0.5 c \mid}\right)^{[0.5 c]}\right)$.

The weakness of recursive algorithms that follow the iterated fixed point structure $[17,8,29]$ is the potentially incremental update achieved by each recursive call. Recently, a big-step approach [12] has been proposed to reduce the complexity of McNaughton's algorithm for games with a high number of colours ( $c \in \omega(\sqrt{n})$ ) to the bound $n^{O(\sqrt{n})}$ known from randomized algorithms [16, 4].

### 1.1. The Lineage of Our Approach

The approach we discuss is drawing from McNaughton's approach [17, 8, 29] and the extension to big steps of Jurdziński, Paterson, and Zwick [12]. The core observation of McNaughton's approach is that it helps to find solutions to
paradises, a particular type of sub-games. A paradise is a region of a game where one player can force a win without leaving the paradise. Once a paradise is known, one can divide solving the game into three parts: the paradise, the attractor of the paradise, and the co-game of the attractor.

In $[17,8,29]$, a paradise for the player who loses on the highest colour is constructed by solving a parity game with one colour less. (If there is no such paradise, solving the game becomes simple.)

Jurdziński, Paterson, and Zwick [12] observed that this provides very weak guarantees if the number of colours is high, say in the order of the number of game positions. They adjusted the algorithm by first producing all 'small' paradises up to size $\sqrt{n}$. This can be done by individually considering all sets up to the size of $\sqrt{n}$ and checking whether or not they are paradises of the player who loses on the highest colour of the game. The union of these paradises form a paradise that must contain all small paradises. Their algorithm first uses this novel way of constructing a paradise and then uses the recursive call from McNaughton's algorithm [17, 8, 29]. It thus either provides a paradise strictly bigger than $\sqrt{n}$ or an immediate solution.

The limitation of this construction is that a brute force construction of a paradise that contains all small paradises does not benefit from a small number of colours. We overcome this limitation by introducing a technique for the construction of small paradises that does benefit from small number of colours. This technique is a simple generalisation of Jurdziński's 'small progress measures' [11]. His approach is adapted by restricting the co-domain of the used ranking function. The resulting algorithm is exploited in the construction of paradises that are bounded by the size of a parameter par. Compared to [12], this results in a significant cut in the cost for finding small winning regions, since the running time for the preprocessing algorithm is polynomial in the parameter, and exponential only in the number of colours:

$$
O\left(\operatorname{cm}\binom{\mathrm{par}+\lceil 0.5 c\rceil}{\mathrm{par}}\right) .
$$

### 1.2. Contribution

The different way of constructing paradises that contain all small paradises (up to a parameter) improves the complexity of McNaughton's algorithm for the relevant lower end of the spectrum of colours, resulting in approximately the complexity

$$
O\left(m\left(\frac{6 e^{1 . \overline{6}} n}{c^{2}}\right)^{\gamma(c)}\right)
$$

for solving parity games under the assumption that $c \in o(\sqrt{n})$, where

$$
\gamma(c)=\frac{c}{3}+\frac{1}{2}-\frac{1}{3 c}-\frac{4}{c^{2}}
$$

if $c$ is even, and

$$
\gamma(c)=\frac{c}{3}+\frac{1}{2}-\frac{4}{c^{2}-1}
$$

if $c$ is odd.
Using a the parameter of approximately

$$
\sqrt[3]{\frac{(3 \sqrt[6]{e} n)^{2}}{2 c}}
$$

results in an $O\left(m\left(\frac{\kappa n}{c^{2}}\right)^{\gamma(c)}\right)$ complexity (for $\kappa \approx 6 e^{1 . \bar{\sigma}}$ ) for solving parity games, which improves over the previously known $O\left(m\left(\frac{2 n}{c}\right)^{\lfloor 0.5 c\rfloor}\right)$ bound [11].

This reduces the exponential factor from $\left\lfloor\frac{c}{2}\right\rfloor$ to less than $\frac{c}{3}+\frac{1}{2}$. It is, after the reduction from $c-1[17,8,29]$ to $\left\lceil\frac{c}{2}\right\rceil+1$ by Browne et al. [5], the second improvement that reduces the exponential growth with the number of colours. The development of the known complexity bounds is outlined in the following table.

| \# colours | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| McNaughton [17] | $O\left(m n^{2}\right)$ | $O\left(m n^{3}\right)$ | $O\left(m n^{4}\right)$ | $O\left(m n^{5}\right)$ | $O\left(m n^{6}\right)$ | $O\left(m n^{7}\right)$ | $O\left(m n^{8}\right)$ |
| Browne \& al. [5] | $O\left(m n^{3}\right)$ | $O\left(m n^{3}\right)$ | $O\left(m n^{4}\right)$ | $O\left(m n^{4}\right)$ | $O\left(m n^{5}\right)$ | $O\left(m n^{5}\right)$ | $O\left(m n^{6}\right)$ |
| Jurdziński [11] | $O(m n)$ | $O\left(m n^{2}\right)$ | $O\left(m n^{2}\right)$ | $O\left(m n^{3}\right)$ | $O\left(m n^{3}\right)$ | $O\left(m n^{4}\right)$ | $O\left(m n^{4}\right)$ |
| Big Steps | $O(m n)$ | $O\left(m n^{1 \frac{1}{2}}\right)$ | $O\left(m n^{2}\right)$ | $O\left(m n^{\left.2 \frac{1}{3}\right)}\right.$ | $O\left(m n^{\left.2 \frac{3}{4}\right)}\right.$ | $O\left(m n^{3} \frac{1}{16}\right)$ | $O\left(m n^{3} \frac{9}{20}\right)$ |

Besides the improved complexity for a fixed number of colours, the approach also provides an improved development of the base of the exponential expression. While previous algorithms had a base of $O\left(\frac{n}{c}\right)$, this has shrunk to $O\left(\frac{n}{c^{2}}\right)$ in this approach.

When solving parity games, we are often interested in winning strategies for the players. For example, they serve as witnesses and counter examples in model checking, and as models in synthesis. When constructing these strategies, the improvement in the complexity of the discussed approach is even higher. Constructing winning strategies for both players does not increase the complexity of the proposed algorithm. The best previously known bound for constructing winning strategies [11] has been $O\left(c m\left(\frac{n}{[0.5 c\rceil}\right)^{[0.5 c\rceil}\right)$.

| \# colours | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Jurdzińnki [11] | $O\left(m n^{2}\right)$ | $O\left(m n^{2}\right)$ | $O\left(m n^{3}\right)$ | $O\left(m n^{3}\right)$ | $O\left(m n^{4}\right)$ | $O\left(m n^{4}\right)$ | $O\left(m n^{5}\right)$ |
| Big Steps | $O(m n)$ | $O\left(m n^{1 \frac{1}{2}}\right)$ | $O\left(m n^{2}\right)$ | $O\left(m n^{2 \frac{1}{3}}\right)$ | $O\left(m n^{2 \frac{3}{4}}\right)$ | $O\left(m n^{3} \frac{1}{16}\right)$ | $O\left(m n^{3 \frac{9}{20}}\right)$ |

This extra advantage is yielded by an adjustment of the evaluation of three colour games by a simple adjustment of Jurdziński's 'small progress measures' approach [11], which allow for determining the winning strategies of both players.

The article is an extended version of the paper Solving Parity Games in Big Steps [21] including the improved analysis of three colour games from [22].

## 2. Infinite Games

Infinite games on finite graphs are composed of a game arena and an evaluation function. Most of the time, we are interested in finite games of infinite duration, the special case where the game arena is finite. We will first discuss arenas and then turn to the evaluation functions for safety, reachability, and parity games.

### 2.1. Arena

Games are played on arenas. An arena is a triple $\mathcal{A}=\left(V_{0}, V_{1}, E\right)$, where

- $V_{0}$ and $V_{1}$ are disjoint finite sets of positions, called the positions of Player 0 and Player 1, respectively,
- $V=V_{0} \uplus V_{1}$ denotes the set of game positions, and
- $E \subseteq V \times V$ is a set of edges,
such that $(V, E)$ is a directed graph. The arena is also required not to contain sinks; that is, every position $p \in V$ has at least one outgoing edge $\left(p, p^{\prime}\right) \in E$.

An arena is called a single player arena if all positions in $V_{0}$ or all positions in $V_{1}$ have out-degree 1. Games are called single player games, if their arena is a single player arena.

### 2.2. Plays

Intuitively, a game is played by placing a pebble on the arena. If the pebble is on a position $p \in V_{0}$, Player 0 chooses an edge $e=\left(p, p^{\prime}\right) \in E$ from $p$ to a successor $p^{\prime}$ and moves the pebble to $p^{\prime}$. Symmetrically, if the pebble is on a position $q \in V_{1}$, Player 1 chooses an edge $e^{\prime}=\left(q, q^{\prime}\right) \in E$ from $q$ to a successor $q^{\prime}$ and moves the pebble to $q^{\prime}$. This way, they successively construct an infinite play $\pi=p_{0} p_{1} p_{2} p_{3} \ldots \in V^{\omega}$.

### 2.3. Strategies

For an arena $\mathfrak{A}=\left(V_{0}, V_{1}, E\right)$, a strategy for Player 0 is a function $f: V^{*} V_{0} \rightarrow$ $V$ that maps each finite history of a play that ends in a position $p \in V_{0}$ to a successor $p^{\prime}$ of $p$. (That is, there is an edge $\left(p, p^{\prime}\right) \in E$ from $p$ to $p^{\prime}$.) A play is $f$-conform if every decision of Player 0 in the play is in accordance with $f$.

A strategy is called memoryless if it only depends on the current position. A memoryless strategy for Player 0 can be viewed as a function $f: V_{0} \rightarrow V$ such that $(p, f(p)) \in E$ holds for all $p \in V_{0}$.

For a memoryless strategy $f$, we denote with $\mathcal{A}_{f}=\left(V_{0}, V_{1}, E_{f}\right)$ the arena obtained from $\mathcal{A}$ by deleting the transitions from positions of Player 0 that are not in accordance with $f$. ( $\mathcal{A}_{f}$ defines a directed graph where all positions of Player 0 have out-degree 1.) The analogous definitions are made for Player 1. Note that $\mathcal{A}_{f}$ is a single player arena.

### 2.4. Safety and Reachability Games

A safety game is a game $\mathcal{S}=\left(V_{0}, V_{1}, E, F\right)$ with arena $\mathfrak{A}=\left(V_{0}, V_{1}, E\right)$ and a set $F \subseteq V$ of final (or: bad) positions.

Each play of a safety game is evaluated by checking whether or not it is contained in $V \backslash F$ : Player 0 wins a play $\pi=p_{0} p_{1} p_{2} p_{3} \ldots$ if, for all $i \in \omega, p_{i} \notin F$. All games considered in this article are 0 -sum games. For boolean outcome, this means that one player wins while the other player loses. In safety games, Player 1 thus wins if there is an $i \in \omega$ with $p_{i} \in F$. If we take the point of view of Player 1 , the game becomes a reachability game, as Player 1 has the objective to eventually reach a position in $F$.

### 2.5. Parity Games

A parity game is a game $\mathcal{P}=\left(V_{0}, V_{1}, E, \alpha\right)$ with arena $\mathfrak{A}=\left(V_{0}, V_{1}, E\right)$ and a surjective colouring function $\alpha: V \rightarrow \mathcal{C} \subset \omega$ that maps each position of $\mathcal{P}$ to a natural number. The co-domain of $\alpha$ is called the set of colours (or: priorities) and denoted by $\mathcal{C}$. Note that the co-domain $\mathcal{C}$ of $\alpha$ is finite as the domain $V$ is finite. For technical convenience ${ }^{1}$ we usually assume without loss of generality that the

[^0]minimal colour of a parity game is $0=\min \{\mathcal{C}\}$, and that $\mathcal{C}$ is an initial sequence ${ }^{2}$ of the integers.

Each play is evaluated by the highest colour that occurs infinitely often. Player 0 wins a play $\pi=p_{0} p_{1} p_{2} p_{3} \ldots$ if the highest colour occurring infinitely often in the sequence $\alpha(\pi)=\alpha\left(p_{0}\right) \alpha\left(p_{1}\right) \alpha\left(p_{2}\right) \alpha\left(p_{3}\right) \ldots$ is even, while Player 1 wins if the highest colour occurring infinitely often in $\alpha(\pi)$ is odd.

### 2.6. Winning Strategies and Winning Regions

A strategy $f$ of Player 0 (Player 1 ) is called $p$-winning if all $f$-conform plays starting in $p$ are winning for Player 0 (Player 1). A position $p$ in $V$ is winning for Player 0 (Player 1) if Player 0 (Player 1) has a $p$-winning strategy. We call the winning positions for Player 0 (resp. Player 1) the winning region of Player 0 (resp. Player 1), denoted $W_{0}$ (resp. $W_{1}$ ).

### 2.7. Notation

All operations on arenas extend to games. E.g., for a strategy $f$ and a parity game $\mathcal{P}=\left(V_{0}, V_{1}, E, \alpha\right), \mathcal{P}_{f}$ is the parity game with the arena consisting of the arena $\mathfrak{A}_{f}$ and the colouring function $\alpha$.

For ease of notation, we sometimes use games when we refer to their arenas only. We also use the common intersection and subtraction operations on digraphs for arenas and games: $\mathcal{P} \cap V^{\prime}$ and $\mathcal{P} \backslash V^{\prime}$, for example, denote the parity games we get when we restricting the arena $\mathfrak{A}\left(V_{0}, V_{1}, E\right)$ of $\mathcal{P}$ to $\mathfrak{A} \cap V^{\prime}=\left(V_{0} \cap V^{\prime}, V_{1} \cap\right.$ $\left.V^{\prime}, E \cap V^{\prime} \times V^{\prime}\right)$ and $\mathcal{A} \backslash F=\left(V_{0}, V_{1}, E\right) \cap V \backslash V^{\prime}$, respectively. Note that our restriction to arenas without sinks forces us to check that the resulting arenas preserve this property.

As many algorithms have to refer to both players, we use Player $\sigma$ for the player $\sigma \in\{0,1\}$ (usually the player who wins when the maximal colour occurs infinitely many times), and we use $\bar{\sigma}=1-\sigma$ to refer to the other player.

### 2.8. Memoryless Determinacy

A class of games is called determined if the union of the winning regions equals the set of positions. It is called memoryless determined if each player $\sigma \in\{0,1\}$ has, for a game $\mathcal{G}$, a memoryless strategy $f$ such that all plays in $\mathcal{G}_{f}$ that

[^1]
## Procedure $\operatorname{McNaughton}(\mathcal{P})$ :

1. set $c$ to the highest colour occurring in $\mathcal{P}$
2. if $c=0$ or $V=\emptyset$ then return $(V, \emptyset)$
3. set $\sigma$ to $c \bmod 2$
4. set $W_{\bar{\sigma}}$ to $\emptyset$
5. repeat
(a) set $\mathcal{P}^{\prime}$ to $\mathcal{P} \backslash \sigma$ - $\operatorname{Attractor}\left(\alpha^{-1}(c), \mathcal{P}\right)$
(b) $\operatorname{set}\left(W_{0}^{\prime}, W_{1}^{\prime}\right)$ to $\operatorname{McNaughton}\left(\mathcal{P}^{\prime}\right)$
(c) if $\left(W_{\bar{\sigma}}^{\prime}=\emptyset\right.$ then
i. set $W_{\sigma}$ to $V \backslash W_{\bar{\sigma}}$
ii. return $\left(W_{0}, W_{1}\right)$
(d) set $W_{\bar{\sigma}}$ to $W_{\bar{\sigma}} \cup \bar{\sigma}$-Attractor $\left(W_{\bar{\sigma}}^{\prime}, \mathcal{P}\right)$
(e) set $\mathcal{P}$ to $\mathcal{P} \backslash \bar{\sigma}-\operatorname{Attractor}\left(W_{\bar{\sigma}}^{\prime}, \mathcal{P}\right)$

Figure 1: The algorithm $\operatorname{McNaughton}(\mathcal{P})$ takes a parity game $\mathcal{P}$ as input and returns the ordered pair ( $W_{0}, W_{1}$ ) of winning regions of the players 0 and 1 , respectively. $V$ and $\alpha$ denote the positions and the colouring function of the parity game $\mathcal{P}$.
start in $W_{\sigma}$ are winning for Player $\sigma$. Parity games are memoryless determined [7], and [3] contains a simple proof for their memoryless determinacy.

### 2.9. Solving Parity Games

When solving parity games, we distinguish two questions: the nonconstructive problem is to determine, for a given a parity game $\mathcal{P}$ the winning regions of both players. The constructive extension requires additionally requires the construction of winning strategies for both players.

Most algorithms are presented with the non-constructive question in mind, but the constructive extension is usually simple. The only point where it requires special care is in the three colour games from Section 4.5.

## 3. McNaughton's Algorithm

In this section, we summarise McNaughton's algorithm for solving parity games. The algorithm dates back to McNaughton [17] and has first been published in this form by Emerson and Lei [8, 29].

The algorithm is discussed in some detail and some of the proofs are repeated because the algorithm discussed in Section 5 builds on them.

The algorithm is the algorithmic version of a simple proof of the memoryless determinacy for parity games. The proof uses an inductive argument over the number of positions. As an induction basis, games with only one game position are clearly memoryless determined: there is only one strategy, and it is memoryless. The game is won by Player 0 if the colour of this position is even and by Player 1 if the colour of this position is odd.

For general parity games $\mathcal{P}$ with highest colour $c$, McNaughton's algorithm (Figure 1) first determines the set $\alpha^{-1}(c)$ of positions with maximal colour.


For the Player $\sigma=c \bmod 2$ that wins if $c$ occurs infinitely often (and is therefore the dominating colour), this algorithm then constructs the $\sigma$-attractor $A$ of $\alpha^{-1}(c)$.

For an arena $\mathfrak{A}=\left(V_{0}, V_{1}, E\right)$, a set $T \subseteq V$ or target positions, and a Player $\sigma \in\{0,1\}$, the $\sigma$-attractor of $T$ is the set of game positions, from which Player $\sigma$ can force the pebble into the set $T$ of target positions. The $\sigma$-attractor $A$ of a set $T$ can be defined as the least set that contain $T$ and that contain a game position $p$ of Player $\sigma$ in $A$ if it contains some successor (all successors) of $p$ :

$$
\begin{array}{r}
\sigma-\operatorname{Attractor}(T, \mathcal{A})=\bigcap\left\{S \supset T \mid \forall p \in V_{\sigma} \forall p^{\prime} \in S .\left(p, p^{\prime}\right) \in E \Rightarrow p \in S\right. \text { and } \\
\left.\forall p \in V_{\bar{\sigma}} .\left(\neg \exists p^{\prime} \notin S .\left(p, p^{\prime}\right) \in E\right) \Rightarrow p \in S\right\} .
\end{array}
$$

The $\sigma$-attractor $A$ of a set $T$ of target positions can be constructed by choosing

- $A_{0}=T$,
- $A_{j+1}=A_{j} \cup\left\{p \in V_{\sigma} \mid \exists p^{\prime} \in A_{j} .\left(p, p^{\prime}\right) \in E\right\}$
$\cup\left\{p \in V_{\bar{\sigma}} \mid \forall\left(p, p^{\prime}\right) \in E . p^{\prime} \in A_{j}\right\}$, and
- $A=\bigcup_{j \in \omega} A_{j}$.

The construction also provides a memoryless strategy for Player $\sigma$ to move the pebble to $T$ from all positions in $A$. Let $i_{p}=\min \left\{n \in \omega \mid p \in A_{n}\right\}$ denote the index of the first set $A_{i_{p}}$ a position $p \in A$ is in. For a position in $p \in V_{\sigma} \cap A \backslash T$, $p$ has a successor in $p^{\prime} \in A_{i_{p}-1}$ by definition, and we choose the attractor strategy $f$ such that it maps $p$ to such a successor. (For all $p \in V_{\sigma} \cap A \backslash T . f(p) \in A_{i_{p}-1}$. It is then easy to see that each $f$-conform play $p_{0} p_{1} p_{2} \ldots$ that starts in $A$ either eventually reaches $T$, or satisfies $i_{p_{0}}>i_{p_{1}}>i_{p_{2}}>i_{p_{3}}>\ldots$. However, as the integers are well founded, no such infinite chain exists, such that the latter alternative can be discarded. The play therefore eventually reaches the target set $T$.
$A$ itself provides a memoryless strategy to keep the pebble out of $A$ (and hence out of $T$ ) for Player $\bar{\sigma}$ : Player $\bar{\sigma}$ can choose a strategy $g$, such that, for all $p \in$ $V_{\bar{\sigma}} \backslash A, g(p) \notin A$. Note that such an option must exist in a finite game, as $p$ would otherwise be in $A$. Let us assume for contradiction that a $g$-conform play $p_{0} p_{1} p_{2} \ldots$ that starts outside of $A$ eventually reaches $A$. Let $p_{i}$ be the first position of this play in $A$. Then $i>0$ (as $p_{0} \notin A$ holds by definition). The definition of $A$ then implies that $p_{i-1} \in A$ (contradiction to $p_{i}$ being the first position of the play in $A$ ).

Lemma 3.1. For an arena $\mathcal{A}$ and a set $T$ of target positions, the $\sigma$-attractor of $T$ can be constructed in time linear in the edges of $A$.


In the next step, the co-game $\mathcal{P}^{\prime}=\mathcal{P} \backslash A$ of $\mathcal{P}$ is solved. The co-set $C=V \backslash A$ of the $\sigma$-attractor $A$ for some target set $T$ is called a $\sigma$-trap, because Player $\sigma$ cannot leave $C$; he is trapped there.

The co-game $\mathcal{P}^{\prime}$ is smaller than $\mathcal{P}$ : compared to $\mathcal{P}$, it contains less positions. By induction hypothesis, it is therefore memoryless determined.

By induction over the size of the game, $\mathcal{P}^{\prime}$ can therefore be solved by a recursive call of the algorithm.


We call a subset $P_{\sigma} \subseteq W_{\sigma}$ of a winning region of Player $\sigma \in\{0,1\}$ a $\sigma$ paradise if it is a $\bar{\sigma}$-trap and Player $\sigma$ has a memoryless strategy $f$ that is $p$-winning for all $p \in P_{\sigma}$ in $\mathcal{P} \cap P_{\sigma}$. That is, if Player $\sigma$ has a winning strategy, such that $P_{\sigma}$ cannot be left in any $f$-conform play ( $E_{f} \cap P_{\sigma} \times V \backslash P_{\sigma}=\emptyset$ ).

Lemma 3.2. [17, 8, 29] For a parity game $\mathcal{P}$ with $\sigma$-trap $T_{\sigma}$, and a $\bar{\sigma}$-paradise $P_{\bar{\sigma}}$ of $\mathcal{P}^{\prime}=\mathcal{P} \cap T_{\sigma}, P_{\bar{\sigma}}$ is a $\bar{\sigma}$-paradise for $\mathcal{P}$.

In fact, Player $\bar{\sigma}$ can simply use the same winning strategy $f$ for $\mathcal{P}$ as for $\mathcal{P}^{\prime}$ : as $T_{\sigma}$ is a $\sigma$-trap, Player $\sigma$ has no additional moves in $\mathcal{P}$, and every $f$ conform play that starts in $P_{\bar{\sigma}}$ in $\mathcal{P}$ is also an $f$ conform play in $\mathcal{P}^{\prime}$.

In particular, the winning region $W_{\bar{\sigma}}^{\prime}$ of $\mathcal{P}^{\prime}$ is a $\bar{\sigma}$-paradise in $\mathcal{P}$ by construction. So is its $\bar{\sigma}$-attractor in $\mathcal{P}$.

Lemma 3.3. [17, 8, 29] The $\sigma$-attractor $A_{\sigma}$ of a $\sigma$-paradise $P_{\sigma}$ for a parity game $\mathcal{P}$ is a $\sigma$-paradise for $\mathcal{P}$, and a winning strategy for player $\sigma$ on $A_{\sigma}$ can be composed of the winning strategy for Player $\sigma$ on $P_{\sigma}$ and an attractor strategy on $A_{\sigma} \backslash P_{\sigma}$.

For a given $\sigma$-paradise $P_{\sigma}$ for Player $\sigma \in\{0,1\}$ in a parity game $\mathcal{P}$, we can reduce solving $\mathcal{P}$ to computing the $\sigma$-attractor $A_{\sigma}$ of $P_{\sigma}$, and solving $\mathcal{P} \backslash A_{\sigma}$.

Lemma 3.4. [17, 8, 29] Let $\mathcal{P}$ be a parity game, $P_{\sigma}$ be a $\sigma$-paradise with $\sigma$ attractor $A_{\sigma}$, and let $W_{\sigma}^{\prime}$ and $W_{\bar{\sigma}}^{\prime}$ be the winning regions of Player $\sigma$ and Player $\bar{\sigma}$, respectively, on $\mathcal{P}^{\prime}=\mathcal{P} \backslash A_{\sigma}$. Then

- $W_{\bar{\sigma}}=W_{\bar{\sigma}}^{\prime}$ is the winning region of Player $\bar{\sigma}$ on $P$, and she can win by following her winning strategy from $\mathcal{P}^{\prime}$ on her winning region, and
- $W_{\sigma}=W_{\sigma}^{\prime} \cup A$ is the winning region of Player $\sigma$ and he can win by following his winning strategy for $A$ (see Lemma 3.3) on $A_{\sigma}$ and his winning strategy from $\mathcal{P}^{\prime}$ on $W_{\sigma}^{\prime}$.

Proof. First, Player $\bar{\sigma}$ can use her winning strategy for her winning region $W_{\bar{\sigma}}$ of $\mathcal{P} \backslash A_{\sigma}$, and use it in the larger game $\mathcal{P}$, because Player $\sigma$ has no additional choices in $W_{\bar{\sigma}}$ in $\mathcal{P}$. Consequently, the set of $g_{\bar{\sigma}}$-conform plays in $\mathcal{P}$ starting in $W_{\bar{\sigma}}$ coincides with the set of $f_{\bar{\sigma}}$-conform plays in $\mathcal{P} \backslash A_{\sigma}$ starting in $W_{\bar{\sigma}}$.

For the same reason, Player $\sigma$ wins with his strategy from every position in $A_{\sigma}$, by a composition on the attractor strategy on $A_{\sigma} \backslash P_{\sigma}$ and her winning strategy on $P_{\sigma}$, see Lemma 3.3.

Let $g_{\sigma}$ be a winning strategy for player $\sigma$ in $\mathcal{P}^{\prime}$. Every $g_{\sigma}$-conform play in $\mathcal{P}$ starting in a position not in $W_{\sigma}^{\prime}$ either eventually reaches $A_{\sigma}$, and is then followed by a tail (remainder of the play) in $\mathcal{P}$ that starts in $A_{\sigma}$, which is winning for $\sigma$ by Lemma 3.3, or stays for ever in the sub-game $\mathcal{P}^{\prime}$, and is thus winning for Player $\sigma$, too.

We now distinguish two cases: Firstly, if $W_{\bar{\sigma}}^{\prime}$ is non-empty, we can reduce solving $\mathcal{P}$ to constructing the $\bar{\sigma}$-attractor $U_{\bar{\sigma}}$ of $W_{\bar{\sigma}}^{\prime}$, and solving the co-game $\mathcal{P}^{\prime \prime}=$ $\mathcal{P} \backslash U_{\bar{\sigma}}$ by Lemma 3.4.


The co-game $\mathcal{P}^{\prime \prime}$ is simpler than $\mathcal{P}$ : Compared to $\mathcal{P}$, it contains less positions (though not necessarily less colours). By induction over the size of the game, $\mathcal{P}^{\prime \prime}$ can therefore be solved by a recursive call of the algorithm.

Secondly, if $W_{\bar{\sigma}}^{\prime}$ is empty, we can compose the winning strategy for Player $\sigma$ on $\mathcal{P}^{\prime}$ with his attractor strategy for the $\sigma$-attractor of the target set $\alpha^{-1}(c)$ to a winning strategy on $\mathcal{P}$.

Lemma 3.5. [17, 8, 29] Let $\mathcal{P}$ be a parity game with maximal colour $c$, let $\sigma=$ $c \bmod 2$ be the player who wins if coccurs infinitely many times, let A be the $\sigma$ attractor of $\alpha^{-1}(c)$ and let $f$ be an attractor strategy for Player $\sigma$ on her positions on $A \backslash \alpha^{-1}(c)$. If Player $\sigma$ has a winning strategy $f^{\prime}$ for every position in $\mathcal{P}^{\prime}=$ $\mathcal{P} \backslash A$, then $f$ and $f^{\prime}$ can be composed to a winning strategy for Player $\sigma$ for every position in $\mathcal{P}$.

Proof. Let $g$ be a strategy for Player $\sigma$ that agrees with $f$ and $f^{\prime}$ on their respective domain. We distinguish two types of $g$-conform plays: those that eventually stay in $\mathcal{P}^{\prime}$, and those that visit $A$ infinitely often. The latter plays contain infinitely many $c$-coloured positions and are therefore winning for player $\sigma$. Games that eventually stay in $\mathcal{P}^{\prime}$ consist of a finite prefix, followed by an $f^{\prime}$-conform play in $\mathcal{P}^{\prime}$. The highest colour occurring infinitely often is therefore even for $\sigma=0$ and odd for $\sigma=1$, respectively.

Theorem 3.6. [17, 8, 29] For every parity game $\mathcal{P}=\left(V_{0}, V_{1}, E, \alpha\right)$, the game positions are partitioned into a winning region $W_{0}$ of Player 0 and a winning region $W_{1}$ of Player 1. Moreover, Player 0 and Player 1 have memoryless strategies that are $p$-winning for every position $p$ in their respective winning region.

Proof. The starting point of the inductive argument are games with a single position. They are trivially won by the player that wins on the colour of this position (induction basis).

For the induction step, assume that the memoryless determinacy holds for games with up to $n$ positions. For a parity game with $n+1$ positions, we can then select the highest colour $c_{\text {max }}$, set $\sigma$ to $c_{\text {max }} \bmod 2$ to identify the Player $\sigma$ who wins if $c_{\text {max }}$ occurs infinitely often (note that $c_{\text {max }}$ is the dominating colour in this case), and set $A=\sigma$ - $\operatorname{Attractor}\left(\alpha^{-1}\left(c_{\max }\right), \mathcal{P}\right)$, where $\alpha^{-1}$ is the pseudo inverse of $\alpha$.

Then $\mathcal{P}^{\prime}=\mathcal{P} \backslash A$ is a—possibly empty—parity game with strictly less positions and colours. (Note that, by the attractor construction, every position in $\mathcal{P}^{\prime}$ has a successor, and the co-set of $A$ is a $\sigma$-trap.)

By our induction hypothesis, the positions in $\mathcal{P}^{\prime}$ are partitioned into winning regions of the two players, and both players have memoryless winning strategies on their winning regions.

We can now distinguish two cases:

1. The winning region of Player $\bar{\sigma}$ on $\mathcal{P}^{\prime}$ is empty. In this case, Player $\sigma$ wins memoryless by Lemma 3.5.
2. The winning region of Player $\bar{\sigma}$ is non-empty.

Then $W_{\bar{\sigma}}^{\prime \prime}=\bar{\sigma}$-Attractor $\left(W_{\bar{\sigma}}^{\prime}, \mathcal{P}\right)$ is a $\bar{\sigma}$ paradise for $\mathcal{P}$ by Lemmata 3.2 and 3.3. We can therefore solve the remainder of the game, $\mathcal{P} \backslash W_{\bar{\sigma}}^{\prime \prime}$, individually and use the respective winning regions and (by induction, memoryless winning strategies) of the players by Lemma 3.4.

In Case (1) we are done and in Case (2) we have reduced the problem to solving a game with less positions. By induction, memoryless determinacy extends to the complete game.

The worst case running time of McNaughton's algorithm [17, 8, 29] (cf. Procedure McNaughton of Figure 1) occurs if $U_{\bar{\sigma}}$, the $\bar{\sigma}$-attractor of the winning $W_{\bar{\sigma}}$ ' of $\mathcal{P} \backslash A$, always has a small intersection with $A$ and contains exactly one position with maximal colour $c$.

For parity games with $c$ colours, McNaughton's algorithm requires $O\left(m \cdot\left(\frac{n}{c}+\right.\right.$ $1)^{c-1}$ ) steps for games with $n$ positions and $m$ edges. It can be extended to also return the winning strategies for both players on their complete winning region.

## 4. Progress Measures

An alternative and structurally different approach is due to Jurdziński [11]. In his algorithm, the progress of Player 0 towards proving that she can force the highest colour to be even (or Player 1 towards proving that he can force the highest colour to be odd) is intuitively measured by a vector that represents the worst possible future.

We start by generalising his approach by using coarser progress measures. Using coarser progress measures leads to an underapproximation of the winning region of one player, and we will use this underapproximation of a winning region in the following section.

While we have to re-prove the results of Jurdziński [11] for the more general case, the structure of the proofs is very similar to the original ones. We close this section by looking at the special case of three colour games, which forms the base case of the algorithm proposed in the following section.

### 4.1. Progress Measures

For a parity game $\mathcal{P}=\left(V_{0}, V_{1}, E, \alpha\right)$ with maximal colour $d$, the maximal $\sigma$-progress measure is, for $\sigma \in\{0,1\}$, a function $\varrho: V_{0} \uplus V_{1} \rightarrow \mathcal{M}^{\sigma}$ whose co-domain

$$
\begin{gathered}
\mathcal{M}_{\infty}^{\sigma}=\{h:\{0, \ldots, d\} \rightarrow \mathbb{N} \mid h(c)=0 \text { if } c \bmod 2=\sigma, \text { and } \\
\left.h(c) \leq\left|\alpha^{-1}(c)\right| \text { otherwise }\right\} \cup\{T\}
\end{gathered}
$$

contains a maximal element $T$ and a set of functions from $\{0, \ldots, d\}$ to the integers. The co-domain $\mathcal{M}_{\infty}^{\sigma}$ satisfies the requirement that

- every integer $i \leq d$ is mapped to 0 if $i \bmod 2=\sigma$, while
- all other integers $i$ are mapped to a value bounded by the number $\left|\alpha^{-1}(i)\right|$ of $i$-coloured game positions.
$h$ is often considered as a tuple. A $\sigma$-progress measure

$$
\mathcal{M}^{\sigma} \subseteq \mathcal{M}_{\infty}^{\sigma}
$$

is a downward closed subset of $\mathcal{M}_{\infty}^{\sigma}$ that contains the maximal element $\left(T \in \mathcal{M}^{\sigma}\right.$. Downward closedness means that, if $\mathcal{M}^{\sigma}$ contains a function $h \in \mathcal{M}^{\sigma}$, then every function $h^{\prime} \in \mathcal{M}_{\infty}^{\sigma}$ that is point-wise smaller than $h\left(h^{\prime}(i) \leq h(i) \forall i \leq d\right)$ is also contained in $\mathcal{M}^{\sigma}$.

### 4.2. Linear Pre-Orders on $M^{\sigma}$

For each colour $c \leq d$, we define a relation $\triangleright_{c} \subseteq \mathcal{M}^{\sigma} \times \mathcal{M}^{\sigma}$, which is essentially the lexicographic order, ignoring all colours smaller than $c . \nabla_{c}$ is defined as the smallest relation

- that contains $\{T\} \times \mathcal{M}^{\sigma}$ and
- that contains a pair of functions $\left(h, h^{\prime}\right) \in \triangleright_{c}$ if
- there is a colour $c^{\prime} \geq c$ such that $h\left(c^{\prime}\right)>h^{\prime}\left(c^{\prime}\right)$, and $h\left(c^{\prime \prime}\right)=h^{\prime}\left(c^{\prime \prime}\right)$ holds for all colours $c^{\prime \prime}>c^{\prime}$, or
- $c \bmod 2=\sigma$, and $h\left(c^{\prime}\right)=h^{\prime}\left(c^{\prime}\right)$ holds for all $c^{\prime} \geq c$.
$\triangleright_{0}$ defines an order on $\mathcal{M}^{\sigma}$ - the lexicographic order when $h$ is read as a tuple, where higher colours have higher priority. $\triangleright_{c}$ defines a linear pre-order the lexicographic order when $h$ is read as a tuple but cut off after colour $c$.


### 4.3. Pre-Order on Progress Measures

From this order, we infer the linear pre-order $\sqsubseteq$ on progress measures, which requires that $\triangleright_{0}$ is satisfied on every position of the game ( $\varrho \sqsubseteq \varrho^{\prime} \Leftrightarrow \forall p \in$ $\left.V . \varrho(p) \triangleright_{0} \varrho^{\prime}(p)\right)$.

We call a $\sigma$-progress measure $\varrho$ valid if

- every position $p \in V_{\sigma}$ has some successor $p^{\prime} \in V$ with $\varrho(p) \triangleright_{\alpha(p)} \varrho\left(p^{\prime}\right)$, and
- for every position $p \in V_{\bar{\sigma}}$ and every successor $p^{\prime} \in V$ of $p, \varrho(p) \triangleright_{\alpha(p)} \varrho\left(p^{\prime}\right)$ holds.

Progress measures are ranking functions that can intuitively be used to estimate the worst-case future occurrence of 'bad' positions prior to positions with higher colour. A valid $\sigma$-progress measure that is not constantly $\top$ can be used to partly evaluate a parity game. Let, for a $\sigma$-progress measure $\varrho$, $\operatorname{win}(\varrho)=V \backslash \varrho^{-1}(T)$ denote the game positions that are not mapped to the maximal element $\top$ of $\mathcal{M}^{\sigma}$.

Theorem 4.1. [11] Let $\mathcal{P}=\left(V_{0}, V_{1}, E, \alpha\right)$ be a parity game with valid $\sigma$-progress measure $\varrho$. Then Player $\sigma$ wins on $\operatorname{win}(\varrho)$ with any memoryless winning strategy that maps a position $p \in \operatorname{win}(\varrho) \cap V_{\sigma}$ to a position $p^{\prime}$ with $\varrho(p) \triangleright_{\alpha(p)} \varrho\left(p^{\prime}\right)$.

Such a successor must exist, since the progress measure is valid. The $\sqsubseteq$-least valid $\sigma$-progress measure is well defined and can be computed efficiently for small $\mathcal{M}^{\sigma}$.

Theorem 4.2. The $\sqsubseteq$-least valid $\sigma$-progress measure $\varrho_{\mu}$ exists and can, for a parity game with $m$ edges and c colours, be computed in time $O\left(c m\left|\mathcal{M}^{\sigma}\right|\right)$.

The proof is very similar to the proof of a similar claim for the maximal codomain $\mathcal{M}_{\infty}^{\sigma}$ in Jurdziński's work [11]. We first introduce some notation.

For a given progress measure $\varrho_{i}$, we call an edge $\left(p, p^{\prime}\right)$ a lift-edge if $\varrho_{i}(p) \not \wp_{\alpha(p)} \varrho\left(p^{\prime}\right)$. We call a position $p \in V_{\sigma}$ of Player 0 liftable if all outgoing edges are lift edges, and we call a position $p \in V_{1}$ of Player 1 liftable if some outgoing edge is a lift edge.

We lift a liftable position by applying the following local update:

- at some liftable position $p \in V_{\sigma}$ where the validity criterion is locally violated to $\varrho_{i+1}(p)=\min \left\{\varrho \in \mathcal{M}^{\sigma} \mid \exists\left(p, p^{\prime}\right) \in E . \varrho \triangleright_{\alpha(p)} \varrho_{i}\left(p^{\prime}\right)\right\}$, or
- at some liftable position $p \in V_{\bar{\sigma}}$ where the validity criterion is locally violated to $\varrho_{i+1}(p)=\min \left\{\varrho \in \mathcal{M}^{\sigma} \mid \forall\left(p, p^{\prime}\right) \in E . \varrho \triangleright_{\alpha(p)} \varrho_{i}\left(p^{\prime}\right)\right\}$.
and $\varrho_{i+1}(q)=\varrho_{i}(q)$ for all positions $q \neq p$.
Proof. First, it is easy to see that the position-wise minimum of two valid $\sigma$ progress measures forms a valid $\sigma$-progress measure. With the finite domain, this implies that $\varrho_{\mu}$ is well defined as the position-wise minimum over all valid $\sigma$-progress measures.

To compute it, we can start with an arbitrary $\sigma$-progress measure smaller than $\varrho_{\mu}-$ in particular, with the progress measure $\varrho_{0}$ that assigns the constant function
to 0 to all positions. While $\varrho_{i}$ is not valid, we update it to $\varrho_{i+1}$ by updating the function locally, using a lift operation.

Obviously, the update is still smaller or equal to $\varrho_{\mu}$. For all $q \in V, \varrho_{\mu}(q) \triangleright_{0}$ $\varrho_{i}(q)$, we get for the lifted position $p$ :

$$
\begin{aligned}
\varrho_{i+1}(p) & =\min \left\{\varrho \in \mathcal{M}^{\sigma} \mid \exists\left(p, p^{\prime}\right) \in E . \varrho \triangleright_{\alpha(p)} \varrho_{i}\left(p^{\prime}\right)\right\} \\
& \triangleright_{0} \min \left\{\varrho \in \mathcal{M}^{\sigma} \mid \exists\left(p, p^{\prime}\right) \in E . \varrho \triangleright_{\alpha(p)} \varrho_{\mu}\left(p^{\prime}\right)\right\} \\
& \triangleright_{0} \varrho_{\mu}(p) \text { if } p \in V_{\sigma} \text { and } \\
\varrho_{i+1}(p)= & \min \left\{\varrho \in \mathcal{M}^{\sigma} \mid \forall\left(p, p^{\prime}\right) \in E . \varrho \triangleright_{\alpha(p)} \varrho_{i}\left(p^{\prime}\right)\right\} \\
& \triangleright_{0} \min \left\{\varrho \in \mathcal{M}^{\sigma} \mid \forall\left(p, p^{\prime}\right) \in E . \varrho \triangleright_{\alpha(p)} \varrho_{\mu}\left(p^{\prime}\right)\right\} \\
& \triangleright_{0} \varrho_{\mu}(p) \text { if } p \in V_{\bar{\sigma}} .
\end{aligned}
$$

As $\varrho_{\mu}$ is valid, this implies $\varrho_{i+1} \sqsubseteq \varrho_{\mu}$.
The finiteness of the domain guarantees termination.
When using the maximal co-domain $\mathcal{M}_{\infty}^{\sigma}$, which contains the function $\varrho$ that assigns each colour $c$ with $c \bmod 2 \neq \sigma$ to $\varrho(c)=\left|\alpha^{-1}(c)\right|$, for the progress measures, the $\sqsubseteq$-least valid $\sigma$-progress measure $\varrho_{\mu}$ determines the complete winning region of Player $\sigma$.

Theorem 4.3. [11] For a parity game $\mathcal{P}=\left(V_{0}, V_{1}, E, \alpha\right)$ and for the co-domain $\mathcal{M}_{\infty}^{\sigma}$ for the progress measures, $\operatorname{win}\left(\varrho_{\mu}\right)$ coincides with the winning region $W_{\sigma}$ of Player $\sigma$ for the $\sqsubseteq$-least valid $\sigma$-progress measure $\varrho_{\mu}$.

## 4.4. $\sigma / k$-Paradise

Instead of using this technique to solve the parity game, we will use the algorithm to construct a particular type of paradises, which we call $\sigma / k$-paradises.
Definition 4.4 ( $\sigma / k$-Paradise). We call a $\sigma$-paradise $P_{\sigma}^{k} a \sigma / k$-paradise if it contains all $\sigma$-paradises of size $\leq k$.

The efficient construction of $\sigma / k$ paradises is an essential ingredient in the algorithm discussed in the following sections. For their construction, we draw from the efficient computation of the $\sqsubseteq$-least valid $\sigma$-progress measure (Theorem 4.2).

Instead of using the maximal co-domain $\mathcal{M}_{\infty}^{\sigma}$, the smaller co-domain $\mathcal{M}_{k}^{\sigma}$ is used for the progress measures, which contains only those functions $h$ that satisfy $\sum_{c=0}^{d} h(c) \leq k$ for some parameter $k \in \mathbb{N}$. ( $d$ denotes the highest colour of the parity game). The size of $\mathcal{M}_{k}^{\sigma}$ can be estimated by

$$
\left|\mathcal{M}_{k}^{\sigma}\right| \leq\binom{ k+\lceil 0.5(d+1)\rceil}{ k}+1 .
$$

Using $\mathcal{M}_{k}^{\sigma}$ instead of $\mathcal{M}_{\infty}^{\sigma}, \operatorname{win}\left(\varrho_{\mu}\right)$ contains all $\sigma$-paradises of size $\leq k+1$ (where $\varrho_{\mu}$ denotes the $\sqsubseteq$-least valid $\sigma$-progress measures).

Theorem 4.5. Let $\mathcal{P}=\left(V_{0}, V_{1}, E, \alpha\right)$ be a parity game, and let $P_{\sigma} \subseteq V$ be a $\sigma$-paradise of size $\left|P_{\sigma}\right| \leq k+1$. Then there is a valid $\sigma$-progress measure $\varrho: V \rightarrow \mathcal{M}_{k}^{\sigma}$ with $P_{\sigma}=\operatorname{win}(\varrho)$.

Proof. Since $P_{\sigma}$ is a $\sigma$-paradise, $E$ and $V_{\bar{\sigma}} \cap P_{\sigma} \times V \backslash P_{\sigma}$ are disjoint, and Player $\sigma$ can stay in $P_{\sigma}$. Moreover, Player $\sigma$ has a memoryless strategy $f$ that is winning on every game position in $P_{\sigma}$ such that $f(p) \in P_{\sigma}$ for all $p \in V_{\sigma} \cap P_{\sigma}$.

If we restrict $\mathcal{P}$ to $\mathcal{P}^{\prime}=\mathcal{P}_{f} \cap P_{\sigma}$, then the winning region of Player $\sigma$ must therefore cover the whole set $P_{\sigma}$ of game positions of $\mathcal{P}^{\prime}$.

To solve $\mathcal{P}^{\prime}$, we can use the maximal co-domain $\mathcal{M}_{\infty}^{\sigma}{ }^{\prime}$. By Theorem 4.3, the $\zeta^{\prime}$-least progress measure $\varrho_{\mu}^{\prime}$ for this co-domain satisfies $\operatorname{win}\left(\varrho_{\mu}^{\prime}\right)=P_{\sigma}$. Since $\mathcal{M}_{\infty}^{\sigma}{ }^{\prime} \subseteq \mathcal{M}_{k}^{\sigma}$ is contained in $\mathcal{M}_{k}^{\sigma}$ ( $P_{\sigma}$ must contain at least one position with even colour if $\sigma=0$, resp. one position with odd colour if $\sigma=1$ ), we can extend $\varrho_{\mu}^{\prime}$ to a valid $\sigma$-progress measure $\varrho$ on $\mathcal{P}$ by setting $\varrho(p)=\varrho_{\mu}^{\prime}(p)$ for all $p \in P_{\sigma}$, and $\varrho(p)=\top$ otherwise.

By Theorem 4.2, we can compute the $\sqsubseteq$-least valid $\sigma$-progress measure $\varrho_{\mu}$ in time $O\left(c m\left|\mathcal{M}_{k}^{\sigma}\right|\right)$, and, by Theorem 4.1, we can construct a winning strategy for Player $\sigma$ on $\operatorname{win}\left(\varrho_{\mu}\right)$ within the same complexity bound.

Corollary 4.6. For a given parity game $\mathcal{P}$ with $c$ colours and $m$ edges, we can construct a $\sigma /(k+1)$-paradise $P_{\sigma}^{k+1}$ for Player $\sigma$ in time $O\left(\operatorname{cm}\binom{k+[0.5 c\rceil}{ k}\right)$. A winning strategy for Player $\sigma$ on $P_{\sigma}^{k+1}$ can be constructed within the same complexity bound.

### 4.5. Three Colour Games

When using Jurdziński's algorithm [11] for solving parity games with $c$ colours, the size $\left|\mathcal{M}_{\infty}^{\sigma}\right|$ of the maximal co-domain can be estimated by $\left(\frac{n}{[0.5 c]}\right)^{[0.5 c]}+1$ if $\sigma=0$, and by $\left(\frac{n}{[0.5 c]}\right)^{[0.5 c]}+1$ if $\sigma=1$. From Theorem 4.3 we therefore get the well established complexity for finding the winning regions of and the winning strategy for one of the players in three colour games.

Corollary 4.7. [11] Parity games with maximal colour 2 can be solved and a winning strategy for Player 0 can be constructed in time $O(m n)$.

The algorithm described in the previous subsection provides a partition of the winning regions and a winning strategy for Player $\sigma$, but not for a winning strategy of Player $\bar{\sigma}$. In principle, her winning strategy can be computed using a $\bar{\sigma}$-progress measure, but, for games with an odd number of colours, this is slightly more expensive. We dedicate this subsection to the special case of three colour games, because they play a role as a base case for the algorithm discussed in the following section.

We call parity games with maximal colour 2 three colour games. Corollary 4.7 shows that a non-constructive solution for three colour games as well as a winning strategy for Player 0 can be obtained in time $O(m n)$. To see why Jurdziński's algorithm [11] does not provide a strategy for Player 1, let us summarise his algorithm for the simple case of a three colour games $\mathcal{P}=\left(V_{0}, V_{1}, E, \alpha\right)$.

For three colour games, the 0 -progress measures can be viewed as mappings $\varrho: V \rightarrow\left\{0, \ldots, n_{1}\right\} \cup\{T\}$, where $n_{1}=\left|\alpha^{-1}(1)\right|$ denotes the number of 1coloured positions.

The starting point of the algorithm is the trivial progress measure $\varrho_{0}$ that maps all positions of $\mathcal{P}$ to 0 . Starting from $\varrho_{0}$, we lift the progress measure stepwise at a liftable position $p \in V$ until a fixed point is reached.

For the trivial progress measure $\varrho_{0}$, an edge is a lift-edge if, and only if, it originates from a 1 -coloured position, and a position is liftable if, and only if, it is 1 -coloured. For an efficient implementation, it suffices to attach a flag to every edge that indicates whether this edge is a lift-edge, to keep track of the number of outgoing lift-edges for every game position, and to keep the liftable positions in a doubly linked list.

In order to lift $\varrho_{i}$, any liftable position $p$ can be taken from the list of liftable positions. (If no liftable position remains, the least fixed point is reached.) After lifting $\varrho_{i}$ at position $p$, it suffices to check for each incoming and outgoing edge of $p$ if the flag that indicates liftability needs to be adjusted and, if so, to increase the number of outgoing lift-edges for the respective predecessor of $p$ (for incoming edges), or to decrease the number of outgoing lift-edges for $p$ (for outgoing edges), respectively. If a position becomes liftable (non-liftable), it is added to (removed from) the list of liftable positions.

While this algorithm provides good complexity bounds for the nonconstructive analysis of three colour games, it does not provide a winning strategy for player 1 on her winning region. Note that the naive extension - fixing the edge used for the last update as strategy for player one - is not sound: Figure 2 shows a small example of a single player Büchi game (Büchi games are games with


Figure 2: The example shows a single player Büchi game (that is, a game where all positions are coloured by 1 or 2 ), where all positions belong to Player $1\left(V_{0}=\emptyset\right)$. The positions $a, b$, and $c$ are coloured by 1 , while position $d$ is coloured by 2 (indicated by the double line).
only the colours 1 and 2 ), where all positions are positions of Player $1\left(V_{0}=\emptyset\right)$. The positions $a, b$, and $c$ are coloured by 1 , while position $d$ is coloured by 2 . Player 1 can choose a self-loop at position $a$ (in which case she wins), or move in a Hamiltonian cycle (in which case she loses). If we start with twice lifting at position $a\left(\varrho_{1}(a)=1, \varrho_{2}(a)=2\right)$ followed by lifting at position $b\left(\varrho_{3}(b)=3\right)$, $c\left(\varrho_{4}(c)=\mathrm{T}\right), d\left(\varrho_{5}(d)=\mathrm{T}\right)$, and again at $a\left(\varrho_{6}(a)=\mathrm{T}\right)$ and $b\left(\varrho_{7}(b)=\mathrm{T}\right)$, all positions are correctly marked as winning for Player 1; but the last update of position $a$ relies on $\varrho_{5}(d)=\top$, and the naive approach would result in a losing strategy.

We show that a variant of the algorithm can be used to also construct a winning strategy of Player 1 on her complete winning region. It suffices to store intermediate strategies for Player 1, and to keep two sets of liftable positions instead of one - one set for positions that are liftable without changing the intermediate strategy of Player 1, and one set of positions that are liftable, but only if the strategy of Player 1 is changed. The adapted algorithm always gives preference to liftable positions from the first set. If only liftable positions from the latter set remain, one of these positions is lifted and the intermediate strategy is updated accordingly.

In the single player game from the example of Figure 2, we can either start with the self-loop at position $a$ and thus with a winning strategy, or with the losing strategy to move from $a$ to $d$. In the first case, we never have to adjust the strategy. (One possible sequence of progress measure updates is $\varrho_{1}(a)=1, \varrho_{2}(a)=2$, $\left.\varrho_{3}(a)=3, \varrho_{4}(a)=\mathrm{T}, \varrho_{5}(b)=\mathrm{T}, \varrho_{6}(c)=\mathrm{T}, \varrho_{7}(d)=\mathrm{T}.\right)$ In the latter case, we first compute the fixed point for the single player game, where the moves of Player 1 are restricted by her strategy. (One possible sequence of progress measure updates is ( $\varrho_{1}(a)=1, \varrho_{2}(b)=2, \varrho_{3}(c)=3$.) Once the fixed point for this strategy is reached, the strategy is adjusted by choosing the self-loop at position $a$. (One possible sequence of further progress measure updates is $\left(\varrho_{4}(a)=2, \varrho_{5}(a)=3\right.$,
$\left.\varrho_{6}(a)=\top, \varrho_{7}(b)=\top, \varrho_{8}(c)=\top, \varrho_{9}(d)=\top.\right)$
Theorem 4.8. For parity games with maximal colour 2, the proposed algorithm can be used to solve the parity game and to construct winning strategies for both players on their respective winning region in time $O(m n)$.

Proof. The proposed changes to Jurdziński's algorithm only impose a particular order on the lifting operations, which could coincidentally occur in his algorithm, too. This implies the correctness of the least fixed point and thus the correctness of the resulting winning regions and strategy of Player 0 (cf. Corollary 4.7).

For the correctness of the winning strategy of Player 1 on her winning region, we show by induction that every time the intermediate strategy needs to be changed, say from $f$ to $f^{\prime}$, the intermediate progress measure $\varrho_{\mu}^{f}$ is the $\sqsubseteq$-least valid 0-progress measure $\varrho_{\mu}^{f}$ for $\mathcal{P}_{f}$.
Induction Basis: For any initial strategy $f$ the claim holds trivially - up to the first adjustment of the intermediate strategy the algorithm resembles the original algorithm for $\mathcal{P}_{f}$.
Induction Step: Consider the situation after changing the intermediate strategy from $f$ to $f^{\prime}$ by choosing a lift-edge ( $p, p^{\prime}$ ). Let us compare the $\sqsubseteq$-least valid 0 -progress measure $\varrho_{\mu}^{f}$ for $\mathcal{P}_{f}$ with the $\sqsubseteq$-least valid 0 -progress measure $\varrho_{\mu}^{f^{\prime}}$ for $\mathcal{P}_{f^{\prime}}$.

We first show $\varrho_{\mu}^{f}(p) \neq \varrho_{\mu}^{f^{\prime}}(p)$. To see this, we develop the $\sqsubseteq$-least valid 0 progress measure $\varrho_{\mu}^{f^{\prime}}$ for $\mathcal{P}_{f^{\prime}}$ from the trivial progress measure $\varrho_{0}$, where we apply an update at position $p$ only, if no update at any other position is possible.

Let $\varrho_{0}, \varrho_{1}, \varrho_{2}, \varrho_{3}, \ldots$ be the sequence of progress measures constructed this way, where $\varrho_{\mu}^{f^{\prime}}$ is the limit. Note that $\varrho_{0} \sqsubseteq \varrho_{1} \sqsubseteq \varrho_{2} \sqsubseteq \varrho_{3} \sqsubseteq \ldots \sqsubseteq \varrho_{\mu}^{f^{\prime}}$ and $\varrho_{0}(p) \leq \varrho_{1}(p) \leq \varrho_{2}(p) \leq \varrho_{3}(p) \leq \ldots \leq \varrho_{\mu}^{f^{\prime}}(p)$ hold.

We show by induction that $\varrho_{\mu}^{f^{\prime}}(p) \leq \varrho_{\mu}^{f}(p)$ implies $\varrho_{i} \sqsubseteq \varrho_{\mu}^{f}(p)$ for all $i \in \omega$. Let us assume $\varrho_{\mu}^{f^{\prime}}(p) \leq \varrho_{\mu}^{f}(p)$.

Induction Basis: $\varrho_{0} \sqsubseteq \varrho_{\mu}^{f}$ trivially holds.
Induction Step: We distinguish two cases. First, if position $p$ is lifted, we have that $\varrho_{i+1}(p) \leq \varrho_{\mu}^{f^{\prime}}(p)$, which is $\leq \varrho_{\mu}^{f}(p)$ by assumption. For all other positions $q \in V$ with $q \neq p$, we have $\varrho_{i}(q) \leq \varrho_{\mu}^{f}(q)$ (by induction hypothesis) and $\varrho_{i+1}(q)=\varrho_{i}(q)$, which implies $\varrho_{i+1}(q) \leq \varrho_{\mu}^{f}(q)$.
Second, if position $q \neq p$ is lifted, we first observe that $q$ has the same successors in $\mathcal{P}_{f}$ and $\mathcal{P}_{f^{\prime}} . \varrho_{i} \sqsubseteq \varrho_{\mu}^{f}$ implies for all successors $q^{\prime}$ of $q$ that
$\varrho_{i}\left(q^{\prime}\right) \leq \varrho_{\mu}^{f}\left(q^{\prime}\right)$ holds. Taking into account that $\varrho_{\mu}^{f}$ is a valid 0-progress measure, this implies $\varrho_{i+1}(q) \leq \varrho_{\mu}^{f}(q)$.
For all other positions $q^{\prime \prime} \in V$ with $q^{\prime \prime} \neq q$, we have $\varrho_{i}\left(q^{\prime \prime}\right) \leq \varrho_{\mu}^{f}\left(q^{\prime \prime}\right)$ (by induction hypothesis) and $\varrho_{i+1}\left(q^{\prime \prime}\right)=\varrho_{i}\left(q^{\prime \prime}\right)$, which implies $\varrho_{i+1}\left(q^{\prime \prime}\right) \leq$ $\varrho_{\mu}^{f}\left(q^{\prime \prime}\right)$.

As $\varrho_{\mu}^{f^{\prime}}$ is the limit of these progress measures, we get $\varrho_{\mu}^{f^{\prime}} \sqsubseteq \varrho_{\mu}^{f}$.
Similarly, we can establish that $\varrho_{\mu}^{f}(p) \leq \varrho_{\mu}^{f^{\prime}}(p)$ implies $\varrho_{\mu}^{f} \sqsubseteq \varrho_{\mu}^{f^{\prime}}$.
Note that both directions together show that $\varrho_{\mu}^{f}(p)=\varrho_{\mu}^{f^{\prime}}(p)$ implies $\varrho_{\mu}^{f}=\varrho_{\mu}^{f^{\prime}}$, which contradicts the assumption that ( $p, p^{\prime}$ ) was a lift-edge.

It also shows that $\varrho_{\mu}^{f^{\prime}}(p)>\varrho_{\mu}^{f}(p)$ implies that the next switch in strategy takes place when $\varrho_{\mu}^{f^{\prime}}(p)$ is reached. (Unless $\varrho_{\mu}^{f^{\prime}}(p)$ is also the $\sqsubseteq$-least valid 0 -progress measure for $\mathcal{P}$, in which case the procedure terminates there.)

What remains is to exclude $\varrho_{\mu}^{f}(p)>\varrho_{\mu}^{f^{\prime}}(p)$. We first observe that $\varrho_{\mu}^{f}(p) \neq$ $\perp$, because ( $p, p^{\prime}$ ) would not be a lift-edge in this case. Let us now assume for contradiction that $\delta=\varrho_{\mu}^{f}(p)-\varrho_{\mu}^{f^{\prime}}(p)>0$.

We now re-calculate the 0 -progress measure $\varrho_{\mu}^{f}$ for $\mathcal{P}_{f}$ from the trivial progress measure $\varrho_{0}$.

Let $\varrho_{0}, \varrho_{1}, \varrho_{2}, \varrho_{3}, \ldots$ be the sequence of progress measures constructed this way, where $\varrho_{\mu}^{f}$ is the limit. We show by induction that, for all $\varrho_{i}$, we have $\varrho_{i}(q) \leq$ $\varrho_{\mu}^{f^{\prime}}(q)+\delta$ for all positions $q \in V$.

Induction Basis: For $\varrho_{0}$, this is implied by $\varrho_{0} \sqsubseteq \varrho_{\mu}^{f^{\prime}}$.
Induction Step: We distinguish two cases. First, if position $p$ is lifted, we have that $\varrho_{i+1}(p) \leq \varrho_{\mu}^{f}(p)$ because $\varrho_{\mu}^{f}$ is the limit of the sequence of progress measures, and we have $\varrho_{\mu}^{f}(p)=\varrho_{\mu}^{f^{\prime}}(p)+\delta$ by assumption. For all other positions $q \in V$ with $q \neq p$, we have $\varrho_{i+1}(q)=\varrho_{i}(q)$, which implies $\varrho_{i+1}(q) \leq \varrho_{\mu}^{f^{\prime}}(q)+\delta$ with the induction hypothesis.
Second, if a position $q \neq p$ is lifted, we first observe that $q$ has the same successors in $\mathcal{P}_{f}$ and $\mathcal{P}_{f^{\prime}}$. For each successor $q^{\prime} \in V$ it holds that $\varrho_{i}\left(q^{\prime}\right) \leq$ $\varrho_{\mu}^{f^{\prime}}\left(q^{\prime}\right)+\delta$. As $\varrho_{\mu}^{f^{\prime}}$ is valid, these inequations imply with the equal set of successors $\varrho_{i+1}(q) \leq \varrho_{\mu}^{f^{\prime}}(q)+\delta$ by the lifting rules.
For all other positions $q^{\prime \prime} \in V$ with $q^{\prime \prime} \neq q$, we have $\varrho_{i}\left(q^{\prime \prime}\right) \leq \varrho_{\mu}^{f^{\prime}}\left(q^{\prime \prime}\right)+\delta$ (by induction hypothesis) and $\varrho_{i+1}\left(q^{\prime \prime}\right)=\varrho_{i}\left(q^{\prime \prime}\right)$, which implies $\varrho_{i+1}\left(q^{\prime \prime}\right) \leq$ $\varrho_{\mu}^{f^{\prime}}\left(q^{\prime \prime}\right)+\delta$.

Procedure Winning-Regions $(\mathcal{P})$ :

1. set $d$ to the highest colour occurring in $\mathcal{P}$
2. if $d \leq 2$ then return $\operatorname{Three} \operatorname{Colour}(\mathcal{P})$
3. set $\sigma$ to $d \bmod 2$
4. set $n$ to the size $|V|$ of $\mathcal{P}$
5. set $W_{\bar{\sigma}}$ to $\emptyset$
6. repeat
(a) set $W_{\bar{\sigma}}^{\prime}$ to $\bar{\sigma}$-Attractor $($ Approximate $(\mathcal{P}, \operatorname{par}(n, d), \bar{\sigma}), \mathcal{P})$
(b) set $W_{\bar{\sigma}}$ to $W_{\bar{\sigma}} \cup W_{\bar{\sigma}}^{\prime}$
(c) $\operatorname{set} \mathcal{P}$ to $\mathcal{P} \backslash W_{\bar{\sigma}}^{\prime}$
(d) set $\mathcal{P}^{\prime}$ to $\mathcal{P} \backslash \sigma$ - $\operatorname{Attractor}\left(\alpha^{-1}(d), \mathcal{P}\right)$
(e) $\operatorname{set}\left(W_{0}^{\prime}, W_{1}^{\prime}\right)$ to Winning-Regions $\left(\mathcal{P}^{\prime}\right)$
(f) if $W_{\bar{\sigma}}^{\prime}=\emptyset$ then
i. set $W_{\sigma}$ to $V \backslash W_{\bar{\sigma}}$
ii. return $\left(W_{0}, W_{1}\right)$
(g) set $W_{\bar{\sigma}}$ to $W_{\bar{\sigma}} \cup \bar{\sigma}-\operatorname{Attractor}\left(W_{\bar{\sigma}}^{\prime}, \mathcal{P}\right)$
(h) set $\mathcal{P}$ to $\mathcal{P} \backslash \bar{\sigma}$ - $\operatorname{Attractor}\left(W_{\bar{\sigma}}^{\prime}, \mathcal{P}\right)$

Figure 3: The Procedure Winning-Regions $(\mathcal{P})$ takes a parity game $\mathcal{P}$ as input and returns the ordered pair ( $W_{0}, W_{1}$ ) of winning regions for Player 0 and Player 1, respectively. $V$ and $\alpha$ denote the game positions and the colouring function of the parity game $\mathcal{P}$. ThreeColour $(\mathcal{P})$ solves a three colour game $\mathcal{P}$ (c.f. Theorem 4.8), Approximate ( $\mathcal{P}$, par, $\sigma$ ) computes a $\sigma /(\mathrm{par}+1)$-paradise (c.f. Corollary 4.6), and $\sigma$ - $\operatorname{Attractor}(F, \mathcal{P})$ computes the $\sigma$-attractor of a set $F$ of game positions in a game $\mathcal{P}$ (c.f. Lemma 3.1).

This implies in particular $\varrho_{\mu}^{f}\left(p^{\prime}\right) \leq \varrho_{\mu}^{f^{\prime}}\left(p^{\prime}\right)+\delta$. This contradicts the assumption, that $\left(p, p^{\prime}\right)$ was a lift edge.

## 5. Big Steps

As observed by Jurdziński, Paterson, and Zwick [12], the draw-back of McNaughton's algorithm is the potentially small change that occurs in every recursive call: Each recursive call provides a paradise for the player who loses on the highest colour, and if the attractor of the paradise includes one (or, more generally, few) positions with maximal colour, many iterations are needed. This can be changed by coupling it with an alternative way to compute $\sigma / k$-paradises for this player, where $k=\operatorname{par}(n, d)$ is set to a parameter par that may depend on the number of positions and the highest occuring colour.

Figure 3 provides an overview on the proposed algorithm. The input to the algorithm is a parity game $\mathcal{P}$, and the output is the ordered pair consisting of the winning regions for the players.

The algorithm first determines the highest colour $d$ of $\mathcal{P}$ (line 1). In line 2 , three colour games are covered, that is, games with highest colour $\leq 2$. Such games are solved using the constructive algorithm discussed in Subsection 4.5. For games with a higher maximal colour than 2, the algorithm proceeds by determining the Player $\sigma=d \bmod 2$ that wins if the highest colour $d$ occurs infinitely often (line 3).

In every iteration of the repeat loop, the proposed big step algorithm (Figure 3) first constructs a $\bar{\sigma} /($ par +1$)$-paradise (cf. Subsection 4.4) for an appropriate parameter par.


By Lemma 3.4, we can now reduce solving $\mathcal{P}$ to constructing the $\bar{\sigma}$-attractor $\overline{P_{\bar{\sigma}}^{\text {par }}}$ of $P_{\bar{\sigma}}^{\text {par }}($ line $6 a)$, and to solving $\mathcal{P}^{\prime}=\mathcal{P} \backslash \overline{P_{\bar{\sigma}}^{\text {par }}}$.


The algorithm then continues with the steps known from McNaughton's algorithm. That is, it next determines the set $\alpha^{-1}(d)$ of positions with maximal colour in $\mathcal{P}$,

and then constructs the $\sigma$-attractor $A$ of $\alpha^{-1}(d)$ in $\mathcal{P}^{\prime}$ (line $6 d$ ).


In the next step, the co-game $\mathcal{P}^{\prime \prime}=\mathcal{P}^{\prime} \backslash A$ of $\mathcal{P}^{\prime}$ is solved by a recursive call of Procedure Winning-Regions (line $6 e$ ).


By Lemma 3.2, the winning region of player $\bar{\sigma}$ in $\mathcal{P}^{\prime \prime}$ is a $\bar{\sigma}$ paradise in $\mathcal{P}^{\prime}$.
If $W_{\bar{\sigma}}^{\prime}$ is empty, we can again evaluate the game immediately by Lemma 3.5 (line $7 f$ ). If $W_{\bar{\sigma}}^{\prime}$ is non-empty, we can reduce solving $\mathcal{P}^{\prime}$ to constructing the $\bar{\sigma}$ attractor $U_{\bar{\sigma}}$ of $W_{\bar{\sigma}}^{\prime}$, which is a $\bar{\sigma}$-paradise in $\mathcal{P}^{\prime}$ by Lemma 3.3, and to solving $\mathcal{P}^{\prime \prime}=\mathcal{P}^{\prime} \backslash W_{\bar{\sigma}}^{\prime}$ (line $6 h$ ) by Lemma 3.4.


$$
W_{\bar{\sigma}}^{\prime} \neq \emptyset \Rightarrow\left|U_{\bar{\sigma}} \cup \overline{P_{\bar{\sigma}}^{\mathrm{par}}}\right|>\operatorname{par}
$$

The Procedure Winning-Regions therefore computes the winning regions correctly.

Theorem 5.1. [12] For a given parity game $\mathcal{P}$, Procedure Winning-Regions computes the complete winning regions of both players.

Note that all operations can be extended to also return the winning strategies for both players without extra cost.

Efficiency. While we know little about the size of $\overline{P_{\bar{\sigma}}^{\text {par }}}$ (which may be empty) and $W_{\bar{\sigma}}^{\prime}$ (which may be singleton), we know that their union is greater than par, because their union is a $\bar{\sigma}$-paradise (as the union of two $\bar{\sigma}$-paradises), and would otherwise be contained in $P_{\bar{\sigma}}^{\text {par }}$.

We can therefore impose an upper bound on the number of iterations, which depends on the size of the parameter. While bigger parameters slow down the approximation procedure (c.f. Corollary 4.6), they restrict the size of the call tree.

For reasonable numbers of colours (that is, if the number of colours is in $O(\sqrt{n})$ ), the best results are obtained if the parameter is chosen such that the cost of calling the approximation procedure (line $6 a$ ) and the cost of the recursive call (line $6 e$ ) are approximately equivalent. This is the case if we set the parameter approximately to $\sqrt[3]{\frac{n^{2}}{c}}$.

For a high number of colours (that is, if the number of colours is in $\omega(\sqrt{n})$ ), the best results are obtained if the cost of calling the approximation procedure (line $6 a$ ) approximately coincides with the size of the call tree.

The key ingredients for our efficient big step approach are:

1. an algorithm for the efficient construction of $\sigma /$ par-paradises (Section 4.4),
2. a correctness proof for the overall algorithm, and
3. a complexity analysis for suitable parameters for a reasonable and a high number of colours, respectively (Section 6).

## 6. Complexity

While the correctness of the algorithm is independent of the chosen parameter, its complexity crucially depends on this choice. We argue in favour of choosing the parameter par such that the cost of constructing a $\bar{\sigma} /$ par-paradise and the cost of a recursive call are balanced. We analyse this for games with a fixed number of colours in two steps. In a first step, we identify the complexity in the usual terms, showing that parity games can be solved in time

$$
O\left(m \cdot n^{\gamma(c)}\right),
$$

where

$$
\gamma(c)=\frac{c}{3}+\frac{1}{2}-\frac{4}{c^{2}-1} \quad \text { if } c \text { is odd }
$$

and

$$
\gamma(c)=\frac{c}{3}+\frac{1}{2}-\frac{1}{3 c}-\frac{4}{c^{2}} \quad \text { if } c \text { is even. }
$$

We then discuss how the base of the exponent is affected when the colours are viewed as a parameter. It is customary to give this growth in a form of $O\left(m \cdot\left(\frac{n}{c}+\right.\right.$ $1)^{c-1}$ ) for McNaughton's algorithm [17, 8, 29] and $O\left(c \cdot m \cdot\left(\frac{n}{[0.5 c]}\right)^{\lfloor 0.5 c\rfloor}\right)$ for Jurdziński's [11], and something similar might be expected here. However, it turns out that the constant factor is falling much faster: we show that the complexity is approximately

$$
O\left(m \cdot\left(\frac{6 e^{1 . \overline{6}} n}{c^{2}}\right)^{\gamma(c)}\right)
$$

for a "small" $(o(\sqrt{n}))$ number of colours. The term "approximately" is used as we only show the complexity to be in $O\left(m \cdot\left(\frac{\kappa n}{c^{2}}\right)^{\gamma(c)}\right)$ for all $\kappa>6 e^{1 . \bar{\sigma}}$.

Finally, we show that, when the number of colours is high, we obtain the $n^{O(\sqrt{n})}$ complexity known from the older big-step approach of Jurdziński, Paterson, and Zwick [12].

### 6.1. Coarse Analysis - Fixed Number of Colours

For the important class of parity games with a reasonable number of colours - $c \in O(\sqrt{n})$ - we choose the parameter such that the cost for the recursive call (line $6 e$ ) coincides with the complexity of computing the approximation (line $6 a$ ). First, we show that the Procedure Winning-Regions indeed proceeds in big steps.

Lemma 6.1. For a parameter $\operatorname{par}(n, c)$, the repeat loop of the algorithm is iterated at most $\left\lfloor\frac{n}{\operatorname{par}(n, c)+2}\right\rfloor+1$ times.

Proof. As discussed in the proof of Theorem 5.1, the $\bar{\sigma}$-attractor $A$ of the computed approximation $P_{\bar{\sigma}}^{\text {par }}$ (line 6a) and the winning region $W_{\bar{\sigma}}^{\prime}$ of Player $\bar{\sigma}$ are $\bar{\sigma}$-paradises on $\mathcal{P}$ and $\mathcal{P} \backslash A$, respectively. Thus, their union $U$ is a $\bar{\sigma}$-paradise of $\mathcal{P}$. If the size of $U$ does not exceed par $+1, U$ is contained in $P_{\bar{\sigma}}^{\text {par }}$ by Corollary 4.6. In this case, $W_{\bar{\sigma}}^{\prime}$ is empty, and the loop terminates. Otherwise, a superset of $U$ is subtracted from $P$ during the iteration (lines $6 c$ and $7 h$ ), which can happen at most $\left\lfloor\frac{n}{\operatorname{par}(n, c)+2}\right\rfloor$ times.

Building on this observation, we define a parameter par such that the requirement of equal complexities is approximately satisfied. In order to do so, we proceed in two steps, starting with establishing the complexity for a fixed number of colours. In this coarse analysis, the number of colours is not treated as a parameter, but assumed to be fixed. The following table provides an overview.

| number of colours | 3 | 4 | 5 | 6 | 7 | 8 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| paradise construction | - | $O(m n)$ | $O\left(m n^{1 \frac{1}{2}}\right)$ | $O\left(m n^{2}\right)$ | $O\left(m n^{2 \frac{1}{3}}\right)$ | $O\left(m n^{2 \frac{3}{4}}\right)$ |
| chosen parameter par | - | $n^{\frac{1}{2}}$ | $n^{\frac{1}{2}}$ | $n^{\frac{2}{3}}$ | $n^{\frac{7}{12}}$ | $n^{\frac{11}{16}}$ |
| number of iterations $\frac{n}{\text { par }}$ | - | $n^{\frac{1}{2}}$ | $n^{\frac{1}{2}}$ | $n^{\frac{1}{3}}$ | $n^{\frac{5}{12}}$ | $n^{\frac{5}{16}}$ |
| solving complexity | $O(m n)$ | $O\left(m n^{1 \frac{1}{2}}\right)$ | $O\left(m n^{2}\right)$ | $O\left(m n^{2 \frac{1}{3}}\right)$ | $O\left(m n^{2 \frac{3}{4}}\right)$ | $O\left(m n^{3 \frac{1}{16}}\right)$ |

The colour coding shall help to identify similar complexities. The starting point is the solving complexity for three colours from Theorem 4.8. Once we have determined the cost of solving parity games with $c$ colours, we invest a similar amount of time into constructing the $\bar{\sigma} /$ par paradise for games with $c+1$ colours. For four colours, this is $O(m n)$. Once we have determined how much we are willing to invest into constructing the $\bar{\sigma} /$ par paradise, we can infer the parameter. For four colour games, this is $\sqrt{n}$. And once we have determined the parameter, we can infer first the number of iterations, e.g., $\sqrt{n}$ for four player games, and then the complexity as the cost of each iteration times the number of iterations, e.g., $O\left(m n^{1.5}\right)$ for games with four colours.

To capture this behaviour, we fix the function $\gamma$ such that

$$
\gamma(c)=\frac{c}{3}+\frac{1}{2}-\frac{1}{\lceil 0.5 c\rceil\lfloor 0.5 c\rfloor}=\frac{c}{3}+\frac{1}{2}-\frac{4}{c^{2}-1}
$$

if $c$ is odd, and

$$
\gamma(c)=\frac{c}{3}+\frac{1}{2}-\frac{1}{3 c}-\frac{1}{\lceil 0.5 c\rceil\lfloor 0.5 c\rfloor}=\frac{c}{3}+\frac{1}{2}-\frac{1}{3 c}-\frac{4}{c^{2}}
$$

if $c$ is even, and choose

$$
\beta(c)=\frac{\gamma(c)}{\lceil 0.5(c+1)\rceil} .
$$

These definitions imply $\gamma(c+1)=\gamma(c)+1-\beta(c)$.
In the following proof, $c$ is treated as a constant.
Theorem 6.2. Solving a parity game $\mathcal{P}$ with $c>2$ colours, $m$ edges, and $n$ game positions can be performed in time $O\left(m n^{\gamma(c)}\right)$.

Proof. This is simple to prove by induction, where the induction basis $(c=3)$ is provided by Theorem 4.8.

For the induction step $(c \mapsto c+1)$, we choose the parameter of

$$
\operatorname{par}(n, c)=n^{\beta(c)} .
$$

This provides a complexity of $O\left(m n^{\gamma(c)}\right)$ for the approximation in line $6(a)$ by Theorem 4.2, which together with the induction basis provides a complexity of $O\left(m n^{\gamma(c)}\right)$ of each iteration of the loop (lines 6(a) to 6(h)).

With Lemma 6.1, we can infer the claimed complexity first of the loop, and consequently (as the cost of lines 1 through 5 is dwarfed by the cost of the loop) for the algorithm.

### 6.2. Parameter for $c \in o(\sqrt{n})$ - Finer Analysis

In this subsection, we provide an analysis for the complexity of the algorithm that treats the number of colours as a parameter. It is removed from the previous subsection, because we believe that most users would be happy with the simpler coarse analysis.

In a more fine-grained analysis, we start with adjusting the algorithm slightly, such that the parameter is adjusted in every iteration of the loop (Figure 4).

In the remainder, we assume $c \in o(\sqrt{n})$, and establish the consistency of the estimations that, for

$$
\operatorname{par} \approx \frac{\left(\kappa^{\prime} n\right)^{\beta(c)}}{\sqrt[3]{c+1}}
$$

which converges to $\sqrt[3]{\frac{\left(\kappa^{\prime} n\right)^{2}}{c}}$ for a growing number of colours $c$, the time the algorithm takes is estimated by a function $t^{\prime}(n, c)$ with

$$
t^{\prime}(n, c) \in O\left(\frac{\left(\kappa_{g}^{\prime \prime} n\right)^{\gamma(c)}}{\sqrt[3]{c!^{2}}}\right)
$$

time for small constants $\kappa_{g}^{\prime \prime}$ and $\kappa^{\prime}$.
Theorem 6.3. Parity games with $o(\sqrt{n})$ colours can be solved in $O\left(m \cdot \frac{\left(\kappa_{g}^{\prime \prime} n\right)^{\gamma(c)}}{\sqrt[3]{c!^{2}}}\right)$ time for all $\kappa_{g}^{\prime \prime}>\kappa=\frac{6}{\sqrt[3]{e}}$.

Before turning to the proof, we provide an intuition for the problems that occur and the functions and parameters we will use in the proof.

Procedure Winning-Regions $(\mathcal{P})$ :

1. set $d$ to the highest colour occurring in $\mathcal{P}$
2. if $d \leq 2$ then return $\operatorname{Three} \operatorname{Colour}(\mathcal{P})$
3. set $\sigma$ to $d \bmod 2$
4. set $W_{\bar{\sigma}}$ to $\emptyset$
5. repeat
(a) set $n$ to the size $|V|$ of $\mathcal{P}$
(b) set $W_{\bar{\sigma}}^{\prime}$ to $\bar{\sigma}$-Attractor $($ Approximate $(\mathcal{P}, \operatorname{par}(n, d), \bar{\sigma}), \mathcal{P})$
(c) set $W_{\bar{\sigma}}$ to $W_{\bar{\sigma}} \cup W_{\bar{\sigma}}^{\prime}$
(d) $\operatorname{set} \mathcal{P}$ to $\mathcal{P} \backslash W_{\bar{\sigma}}^{\prime}$
(e) set $\mathcal{P}^{\prime}$ to $\mathcal{P} \backslash \sigma-\operatorname{Attractor}\left(\alpha^{-1}(d), \mathcal{P}\right)$
(f) $\operatorname{set}\left(W_{0}^{\prime}, W_{1}^{\prime}\right)$ to Winning-Regions $\left(\mathcal{P}^{\prime}\right)$
(g) if $W_{\bar{\sigma}}^{\prime}=\emptyset$ then
i. set $W_{\sigma}$ to $V \backslash W_{\bar{\sigma}}$
ii. return $\left(W_{0}, W_{1}\right)$
(h) set $W_{\bar{\sigma}}$ to $W_{\bar{\sigma}} \cup \bar{\sigma}$ - $\operatorname{Attractor}\left(W_{\bar{\sigma}}^{\prime}, \mathcal{P}\right)$
(i) set $\mathcal{P}$ to $\mathcal{P} \backslash \bar{\sigma}$-Attractor $\left(W_{\bar{\sigma}}^{\prime}, \mathcal{P}\right)$

Figure 4: The adjusted Procedure Winning-Regions $(\mathcal{P})$, which changes the parameter in each iteration of the loop.

Intuition and definitions. We will use an inductive argument, which is slightly complicated by the problem that, after removing the attractor of a paradise, the number of positions is reduced, but not necessarily the number of colours. It is therefore possible that neither the assumption $c \in o(\sqrt{n})$ nor $c \ll \sqrt{n}$ extend to all parts of the call tree.

This proves to be a minor technical problem, which we meet with some rewriting. We first define a parameter

$$
n^{\prime}=c \cdot \sqrt{n},
$$

which has the properties $n^{\prime} \ll n, n^{\prime} \in o(n), c \in o\left(\sqrt{n^{\prime}}\right)$, and $c \ll n^{\prime}$.
It is important to note that $n^{\prime}$ is global: it is calculated once before executing the algorithm, and it is never updated during the execution of the algorithm.

Intuitively, we start with $n+n^{\prime}$ positions rather than with $n$ positions, and calculate the complete time as if we had $n^{\prime}$ positions more than we actually have. Let us refer to them as $n^{\prime}$ shadow positions.

Thus, the time we need to solve parity games with $n$ positions and $c$ colours is
estimated by $t^{\prime}(n, c)=t\left(n+n^{\prime}, c\right)$-and not by $t(n, c)$ —and we can use

$$
t(\bar{n}, c)=0 \text { for all } \bar{n} \leq n^{\prime} .
$$

(As the $n^{\prime}$ shadow positions do not exist and are only used for our estimations, we know that, if there are at most $n^{\prime}$ positions left, they are all shadow positions: the game is empty.)

Next, we define the constants that used in the proof.

$$
\bar{\kappa}_{g}^{\prime}>\bar{\kappa}_{g} \geq \kappa^{\prime}=\frac{3 \sqrt[6]{e}}{\sqrt{2}}
$$

are used for the estimation of the running time and the calculation of the parameter, and

$$
\kappa_{g}^{\prime \prime}>\kappa_{g}^{\prime}>\kappa_{g}>2 \sqrt{\frac{2}{e}} \cdot \bar{\kappa}_{g}^{\prime}>2 \sqrt{\frac{2}{e}} \cdot \kappa^{\prime}=\frac{6}{\sqrt[3]{e}}=\kappa
$$

are used in the estimations of the running time. Note that $\kappa_{g}^{\prime \prime}$ can first be selected arbitrarily close to $\kappa$, and the remaining constants can be assigned afterwards. Finally, we define a constant

$$
\bar{\kappa}_{1}^{\prime}=\sqrt[6]{\left(\frac{\kappa}{\kappa_{g}^{\prime}}\right)}
$$

$\bar{\kappa}_{1}^{\prime}$ is a constant (slightly) below 1 , which is used in a proof.
With these constants in place, we fix the parameter to be

$$
\operatorname{par}(\bar{n}, \bar{c})=\left\lceil\frac{\left(\kappa^{\prime} \bar{n}\right)^{\beta(\bar{c})}}{\sqrt[3]{\bar{c}+1}}\right\rceil .
$$

As it is difficult to argue with ceiling operators, we also define $\kappa_{\bar{c}, \bar{n}} \geq \kappa^{\prime}$ to be the smallest constant greater or equal to $\kappa^{\prime}$, such that $\frac{\left(\kappa_{\bar{c} / \bar{n})^{\beta(\bar{c})}}^{\sqrt[3]{\bar{c}+1}}\right.}{\sqrt{2}}$ is an integer. We then define

$$
\kappa_{\bar{c}}=\sup \left\{\kappa_{\bar{c}, \bar{n}} \mid \bar{n}>\bar{c}^{2}\right\},
$$

and observe that $\lim _{\bar{c} \rightarrow \infty} \kappa_{\bar{c}}=\kappa^{\prime}$. Note that we only use a $\kappa_{\bar{c}, \bar{n}}$ in a context, where $\bar{n}>n^{\prime}$, while $\bar{c}^{2} \leq c^{2} \ll n^{\prime}<\bar{n}$ holds. While the definition avoids the use of $n^{\prime}$, $\bar{c}^{2}<\bar{n}$ is an important property for the definition to be useful.

Lemma 6.4. For fixed $\bar{\kappa}_{g}^{\prime}>\bar{\kappa}_{g} \geq \kappa_{c}$ and $\kappa_{g}>2 \sqrt{\frac{2}{e}} \cdot \bar{\kappa}_{g}^{\prime}$, and for $c \in o(\sqrt{n})$, the running time of the approximation algorithm with parameter $\operatorname{par}(n, c)$ for a parity game with $c+1$ colours and $m$ edges is in $O\left(m \cdot \frac{\left(\kappa_{g} n\right)^{\gamma(c)}}{\sqrt[9]{c^{1}}}\right)$.

Proof. By Corollary 4.6, the running time for the approximation is in $O(c m(\underset{\operatorname{par}(n, c)}{\operatorname{par}(n, c)+[0.5(c+1)\rceil}))$. Recalling that

$$
\operatorname{par}(n, c)=\frac{\left(\kappa_{c} n\right)^{\beta(c)}}{\sqrt[3]{c+1}}
$$

we can obtain with $\gamma(c)=\beta(c)\lceil 0.5(c+1)\rceil$ that the running time is in

$$
O\left(m \cdot\left(\kappa_{c} n+\sqrt[3]{c+1} \cdot\lceil 0.5(c+1)\rceil\right)^{\gamma(c)} \cdot \frac{c}{\lceil 0.5(c+1)\rceil!\cdot \sqrt[3]{c+1}^{[0.5(c+1)\rceil}}\right) .
$$

Using $c \in o(\sqrt{n})$, we obtain

$$
O\left(\left(\kappa_{c} n+\sqrt[3]{c+1} \cdot\lceil 0.5(c+1)\rceil\right)^{\gamma(c)}\right) \subseteq O\left(\left(\bar{\kappa}_{g}^{\prime} n\right)^{\gamma(c)}\right)
$$

Finally, we use

$$
\frac{c}{\lceil 0.5(c+1)\rceil!\cdot \sqrt[3]{c+1}} \begin{array}{r}
{[0.5(c+1)\rceil} \\
\end{array} \frac{(2 e)^{\frac{c}{c}}}{c^{\frac{2 c}{3}}} \quad \text { and } \quad \frac{1}{\sqrt[3]{c!^{2}}} \approx \frac{e^{\frac{2 c}{3}}}{c^{\frac{2 c}{3}}}
$$

to infer

$$
\frac{c}{\lceil 0.5(c+1)\rceil!\cdot \sqrt[3]{c+1}}{ }^{[0.5(c+1)\rceil} \approx\left(2 \sqrt{\frac{2}{e}}\right)^{\gamma(c)} \cdot \frac{1}{{\sqrt[3]{c!^{2}}}^{2}}
$$

where the three ' $\approx$ ' refer to factors between the respective two terms, which are subexponential in $c$. The subexponential factor of the third ' $\approx$ ' is swallowed by the strict inequation $\kappa_{g}>2 \sqrt{\frac{2}{e}} \cdot \bar{\kappa}_{g}^{\prime}$ when we estimate the running time by $O\left(m \cdot \frac{\left(\kappa_{\rho} n\right) \gamma(c)}{\sqrt[3]{c!^{2}}}\right)$.

The time consumed by an iteration of the loop is dominated by the recursive call and the approximation. For the proof, we make the constants hidden by the $O$ notation explicit.

Corollary 6.5. For $c+1$ colours (i.e., for maximal colour c) and a fixed $\kappa_{g}>\kappa$, there is a constant $\bar{\kappa}$ such that the time consumed during one iteration of a loop is bounded by the time spent by the recursive call plus $\bar{\kappa} \cdot m \frac{\left(\kappa_{g} n \gamma^{\gamma(c)}\right.}{\sqrt[3]{c^{2}}}$ time steps.

In reference to the dominating role played by the approximation in this bound, we estimate the running time for $n$ positions, $m$ edges (left implicit), and $c+1$ colours by

$$
t_{a}(n, c+1)=\bar{\kappa} \cdot m \frac{\left(\kappa_{g} n\right)^{\gamma(c)}}{\sqrt[3]{c!^{2}}} .
$$

Proof of Theorem 6.3 We first sharpen $c \in o(\sqrt{n})$ to $n^{\prime}=c \sqrt{n} \leq \frac{\kappa_{g}^{\prime \prime}-\kappa_{g}^{\prime}}{\kappa_{g}^{\prime}}$ n. We then provide a function $t^{\prime}(n, c)$ that bounds the running time of the algorithm, where

$$
t^{\prime}(n, c)=t\left(n+n^{\prime}, c\right),
$$

and $t(\bar{n}, c)$ is the function we discuss below. $t(\bar{n}, c)$ is intuitively the running time for $\bar{n}-n^{\prime}$ real and $n^{\prime}$ shadow positions, whereas $t^{\prime}(\bar{n}, c)$ would refer to $\bar{n}$ real positions. Recalling that, for $\bar{n} \leq n^{\prime}$, there are only shadow and no real positions, we set $t(\bar{n}, c)=0$ for all $c \in \omega$ and all $\bar{n} \leq n^{\prime}$.

For given constants as defined above, we choose the minimal $k \in \omega$ such that the following properties hold for all $\bar{c} \geq k$.

1. $\kappa_{\bar{c}} \leq \bar{\kappa}_{g}$,
2. $\bar{\kappa}_{1}^{\prime} \cdot \kappa_{g}^{\prime 1-\beta(\bar{c})} \cdot \kappa^{\prime \beta(\bar{c})} \cdot \frac{\gamma(\bar{c}+1)}{\bar{c}+1} \geq 1$, and
3. $\bar{n}^{\gamma(\bar{c}+1)}-(\bar{n}-\operatorname{par}(\bar{n}, \bar{c}))^{\gamma(\bar{c}+1)} \geq \bar{\kappa}_{1}^{\prime} \cdot \operatorname{par}(\bar{n}, \bar{c}) \cdot \gamma(\bar{c}+1) \cdot n^{\gamma(\bar{c}+1)-1}$ holds for all $\bar{n}>\frac{\kappa_{g}^{\prime}}{\kappa_{g}^{\prime \prime}-\kappa_{g}^{\prime}} \bar{c}^{2}$ (and thus for all values of interest: smaller values $\bar{n}$ are also smaller than $n^{\prime}$ ).

We now prove our claim by induction. For the induction basis, we observe that Theorem 6.2 implies that the following holds for all $c \leq k$ for an arbitrary (but fixed) constant $k \in \mathbb{N}$ : the running time of the algorithm is bound by $\bar{\kappa}^{\prime} \cdot m \cdot \frac{\left(\kappa_{g} n\right) \gamma(c)}{\sqrt[3]{c^{2}}}$. (Thus, for all $c \leq k$, we can follow the simplified version of the algorithm referred to in Theorem 6.2.)

Before continuing with the induction step, we let

$$
\bar{\kappa}_{0}=\frac{\max \left\{\bar{\kappa}, \bar{\kappa}^{\prime}\right\}}{\bar{\kappa}_{1}^{\prime}}
$$

be the maximum of the constant $\bar{\kappa}^{\prime}$ from above and the constant $\bar{\kappa}$ from Corollary 6.5 , divided by the the constant (slightly) below 1 .

We then define the following series of constants.

$$
\bar{\kappa}_{i+1}=\bar{\kappa}_{i}+\bar{\kappa}_{0} \cdot\left(\frac{\kappa_{g}}{\kappa_{g}^{\prime}}\right)^{\gamma(i+1)} .
$$

We use the constant $\bar{\kappa}_{\infty}=\lim _{i \rightarrow \infty} \bar{\kappa}_{i}$ for the limit of this series. We then relax the induction basis to the observation that, for all $c \leq k$ and $\bar{n}>n^{\prime}$ (recall that $n^{\prime} \gg c^{2}$ ),

$$
t(n, c)=\bar{\kappa}_{c} \cdot m \cdot \frac{\left(\kappa_{g}^{\prime} n\right)^{\gamma(c)}}{\sqrt[3]{c!^{2}}}
$$

is an upper bound on the running time of the algorithm for $n$ positions (including shadow positions).

For the induction step from $c$ to $c+1$, we can use as induction hypothesis that $t(\bar{n}, c)$ bounds the running time (with shadow positions) of the algorithm.

We now start an inductive proof for $c+1$, which is provided as an induction over $\bar{n}$.

IB: For the induction basis, we recall that $t(\bar{n}, c+1)=0$ for all $\bar{n} \leq n^{\prime}$.
IS: Let $\bar{n}>n^{\prime}$. For the induction step from all $\bar{n}^{\prime}<\bar{n}$ to $\bar{n}$, we assume that we have shown the property for all $\bar{n}^{\prime}<\bar{n}$ (induction hypothesis) and show that it also holds for $\bar{n}$.
The first relevant observation is that $c \ll \sqrt{\bar{n}}$ implies $\gamma(c) \ll \operatorname{par}(\bar{n}, c+1)$. We have used this in (3) to estimate

$$
\begin{aligned}
\bar{n}^{\gamma(c+1)}-(\bar{n}-\operatorname{par}(\bar{n}, c))^{\gamma(c+1)} & \geq \bar{\kappa}_{1}^{\prime} \cdot \operatorname{par}(\bar{n}, c) \cdot \gamma(c+1) \cdot \bar{n}^{\gamma(c+1)-1} \\
& \geq \bar{\kappa}_{1}^{\prime} \cdot\left(\frac{\kappa^{\prime}(c)}{\sqrt[3]{c+1}}\right) \cdot \gamma(c+1) \cdot \bar{n}^{\gamma(c)}
\end{aligned}
$$

From here, we can estimate the running time (with shadow positions) as follows.

$$
\begin{aligned}
t(\bar{n}, c+1)- & t(\bar{n}-\operatorname{par}(\bar{n}, c), c+1) \\
& =\bar{\kappa}_{c+1} \cdot m \cdot \frac{\kappa_{g}^{\prime}(c+1)}{\sqrt[3]{(c+1)!^{2}}} \cdot\left(\bar{n}^{\gamma(c+1)}-\left(\bar{n}-\operatorname{par}(\bar{n}, c)^{\gamma(c+1)}\right)\right. \\
& \geq \bar{\kappa}_{c+1} \cdot\left(\bar{\kappa}_{1}^{\prime} \cdot \kappa_{g}^{\prime 1-\beta(c)} \cdot \kappa^{\prime \beta(c)} \cdot \frac{\gamma(c+1)}{c+1}\right) \cdot m \cdot \frac{\left(\kappa_{g}^{\prime} \bar{n}\right)^{\gamma(c)}}{\sqrt[3]{c^{2}}} \\
& \geq \bar{\kappa}_{c+1} \cdot m \cdot \frac{\left(\kappa_{g}^{\prime} \bar{n}\right)^{\gamma(c)}}{\sqrt[3]{c^{\prime 2}}} \\
& \geq \bar{\kappa}_{c} \cdot m \cdot \frac{\left(\kappa_{g}^{\bar{n}}\right)^{\gamma(c)}}{\sqrt[3]{c^{\prime 2}}}+t_{a}(\bar{n}, c+1) \\
& =t(\bar{n}, c)+t_{a}(\bar{n}, c+1)
\end{aligned}
$$

Consequently, we can infer that

$$
t(\bar{n}, c+1) \geq t(\bar{n}, c)+t_{a}(\bar{n}, c+1)+t(\bar{n}-\operatorname{par}(\bar{n}, c+1)
$$

holds for the chosen function, which establishes the estimation in the inner induction.

This, in turn, closes the estimation for the outer induction.
What remains it to see that the $t^{\prime}(n, c)=t\left(n+n^{\prime}, c\right)$ has the required property. But this is implied by $n^{\prime} \leq \frac{\kappa_{g}^{\prime \prime}-\kappa_{g}^{\prime}}{\kappa_{g}^{\prime}} \cdot n$.

While one can use this proof to establish this bound for $\kappa_{g}^{\prime \prime}$ arbitrarily close to $\kappa$, note that this has a significant impact on the constant factor.

Using again $c!\approx\left(\frac{c}{e}\right)^{c}$, we obtain:
Corollary 6.6. Parity games with $o(\sqrt{n})$ colours can be solved in $O\left(m\left(\frac{\kappa n}{c^{2}}\right)^{\gamma(c)}\right)$ time for all $\kappa>6 e^{1 \frac{2}{3}}$.

### 6.3. High number of colours

We close with a rough analysis of the cost for medium and high numbers of colours. In both cases, we aim at roughly aligning the the size of the call tree and the cost of the approximation.

Different to the previous subsection, we fix the parameter initially and do not adjust it during the algorithm. We assume that the number of colours and the parameter are large, e.g., $c$, par $\in \omega(\sqrt[3]{n})$, in our estimation (the main target is $c \in \Omega(\sqrt{n})$ ).

For $c=\sqrt{n}$, we roughly balance the cost of the approximation for a parameter in $\theta(\sqrt{n})$ and the size of the call tree.

To get an impression of the size of the call tree, we can encode each node in a call tree by a sequence of call and return symbols. If we assume $c$ colours and a parameter par (which remains constant for simplicity), then each node in such a call tree can be encoded by a sequence, where

- the number of calls is smaller than the number of colours and
- the number of calls and par times the number of returns is at most the number of positions.

The number of leaves encoded by these sequences can be estimated from above by $\binom{c+\frac{n}{\rho_{\text {ar }}}}{c}$, where the estimation from above allows any sequence of $c$ calls and $\frac{n}{\text { par }}$ returns. The number of positions in the call tree is of the same order.

The cost of a single estimation with parameter par is $O\left(c m\binom{\mathrm{par}+\lceil 0.5 c\rceil}{\mathrm{par}}\right)$.
For $c \leq \sqrt{n}$, we select par $=c$. This results in an estimation of the cost of the approximations of $2^{O(c)}$ (assuming $c \in \Omega(\log n)$ ), and an estimation of the size of the call tree of $\left(1+\frac{n}{c^{2}}\right)^{O(c)}$.

Theorem 6.7. Parity games with $n$ positions and $c \leq \sqrt{n}$ colours can be solved in $\left(1+\frac{n}{c^{2}}\right)^{O(c)}$ time.

For $c \geq \sqrt{n}$, we choose a parameter around $\sqrt{n}$, e.g., par $=\lceil\sqrt{n}\rceil$. This results in a call tree of approximate size and approximation which takes approximate time $\left(1+\frac{c}{\sqrt{n}}\right)^{O(\sqrt{n})}$. The cost of the overall computation is therefore also in $\left(1+\frac{c}{\sqrt{n}}\right)^{O(\sqrt{n})}$.

Noting that $c \geq \sqrt{n}$ is not used in the estimation, we get:
Theorem 6.8. Parity games with $n$ positions and $c$ colours can be solved in $\left(1+\frac{c}{\sqrt{n}}\right)^{O(\sqrt{n})}$ time.

This essentially boils down to the $n^{O(\sqrt{n})}$ result of Jurdziński, Paterson, and Zwick [12], with a slight improvement when $\log \left(\frac{c}{\sqrt{n}}\right)$ is in $o(\log n)$.
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[^0]:    ${ }^{1}$ The restriction that the minimal colour is 0 is only technical. If no position with colour 0 exists, then we can reduce all colours by 1 and change the roles of Player 0 and 1 . Winning regions and strategies for Player 0 (Player 1) in the resulting game are the winning regions and strategies for Player 1 (Player 0 ) in the original game.

[^1]:    ${ }^{2}$ If a number, is missing in this sequence, we reduce all greater colours by 2 without changing acceptance of any play. Hence, winning regions and strategies are not affected by this transformation.

