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[1] Recent studies have examined the spatial heterogeneity of velocity fields over natural
river boundaries. A key challenge is understanding how many velocity measurements are
required to provide spatially representative estimates of the flow. This paper describes a
series of laboratory experiments in which flow velocities have been measured in a detailed
spatial pattern over two water‐worked gravel beds. These data have been utilized to deduce
the minimum density of measurements required to provide representative estimates of
several spatially averaged flow parameters. This was coupled with an investigation into the
influence of measurement density on the level of error in the estimation of these parameters.
Empirical relationships are developed that can be used to estimate, a priori, the required
minimum measurement density for a known precision and accuracy over macroscopically
flat, water‐worked gravel beds within a range of submergences. These estimates can be
based onmeasurements of the bed roughness length scale, bed shear velocity, and flow depth
alone. For all of the flow parameters, the level of error in adopting a lower measurement
density than the required minimum, and its change with measurement density, was
especially large at the lower densities. Given this dependence on measurement density,
caution should be taken when comparing flow estimates from studies that have used similar
flow and bed conditions but different measurement densities.
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1. Introduction

[2] A number of studies have shown that turbulent flows
over water‐worked gravel beds are spatially heterogeneous
and display evidence of three‐dimensionality [e.g., Lamarre
and Roy, 2005; Buffin‐Bélanger et al., 2006; Legleiter
et al., 2007; Cooper and Tait, 2008; Hardy et al., 2009].
For example, several studies have reported the existence of
vortically based, depth‐scale flow structures over water‐
worked gravel surfaces [e.g., Buffin‐Bélanger et al., 2000;
Shvidchenko and Pender, 2001; Roy et al., 2004]. A key
challenge is being able to sample adequately this spatial
variability. For example, the development of photogram-
metric and laser scanning methods for obtaining detailed bed
elevation data [e.g., Butler et al., 2002; Marion et al., 2003;
Hodge et al., 2009] has led to attempts to produce a spatially
integrated roughness coefficient for gravel‐bed rivers [e.g.,
Furbish, 1987; Robert, 1988, 1990, 1991; Clifford et al.,
1992; Nikora et al., 1998; Butler et al., 2001; Aberle and
Smart, 2003; Aberle and Nikora, 2006]. However, it is only
possible to exploit these new roughness characterization
techniques into flow resistance models if these coefficients
can be linked to flow parameters which describe statistically
the spatial heterogeneity in the flow.

[3] There is an increasing interest in understanding how
flow spatial variability can influence other physical processes
occurring within gravel‐bed rivers. For example, studies have
observed spatial variability in bedload transport [e.g., Bridge
and Jarvis, 1982; Ashworth and Ferguson, 1986; Radice
et al., 2009], suspended sediment transport and solute trans-
port [e.g. Packman et al., 2004; Boxall and Guymer, 2007;
Tonina and Buffington, 2007], and ecological structure [e.g.,
Bouckaert and Davis, 1998; Matthaei and Huber, 2002;
Lancaster et al., 2006]. It has therefore become important to
gather spatial information on the flows over water‐worked
gravel beds.
[4] Single‐point velocity measurements describe flow

quantities at one location. Thus, it is not possible to link
explicitly spatially averaged parameters, whether of the fluid,
the boundary, or sediment/solute flux, to these flow prop-
erties derived from single‐point measurements. This require-
ment has led researchers to consider how many “single point”
velocity measurements are required to provide statistically
representative estimates of the spatial properties of a turbu-
lent flow.
[5] Nikora et al. [2001] proposed a theoretical framework

which could be used to account explicitly for flow spatial
variability and to derive spatially averaged flow parameters.
This was based on the concept of spatial averaging, which
originally had its roots in multiphase and porous media
hydrodynamics. It was introduced for studying atmospheric
flows byWilson and Shaw [1977], in hydraulics by Smith and
McLean [1977], and byGiménez‐Curto and Corniero [1996]
for oscillating flow. The framework stated that the time‐
averaging of the Navier‐Stokes equation should be supple-
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mented with spatial area (or volume) averaging in the plane
parallel to the averaged bed surface. This was combined with
a decomposition of time‐averaged variables into spatially
averaged and spatially fluctuating components, which is
analogous to the Reynolds decomposition for instantaneous
variables. It is then possible to obtain double‐averaged (in
time and then in space) momentum and mass conservation
equations for the flow both above and within the roughness
elements of beds.
[6] A number of studies have applied this framework to

rough‐bed flows [e.g., Nikora et al., 2004; Campbell et al.,
2005; Aberle, 2006; Koll, 2006; Aberle et al., 2007; Manes
et al., 2007; Nikora et al., 2007; Pokrajac et al., 2007;
Mignot et al., 2009; Ferreira et al., 2010]. Only two exper-
imental studies have made detailed consideration of the
number of velocity measurements that are required when
applying the spatial averaging framework to their data.
Buffin‐Bélanger et al. [2006] examined how the precision in
their estimations of double‐averaged streamwise and vertical
velocity, and turbulent kinetic energy, changed with the
number of velocity measurements over a water‐worked
gravel bed in a laboratory flume. They discovered that a
10‐fold improvement in precision required a 100‐fold
increase in the number of velocity measurement locations.
Also, they found that around two orders of magnitude more
locations were required to estimate turbulent kinetic energy
for the same level of precision. These values were based on
assuming a normal probability distribution for the spatial
distribution of the flow parameters. Aberle et al. [2008]
examined the influence of the number of measurement loca-
tions on form‐induced stress over static armor layers. They
demonstrated that the location of individual point measure-
ments strongly influences the resulting form‐induced stress

averaged over an area of the bed. They concluded that the
number of measurement locations made little difference to the
shape of the form‐induced stress profiles but contributed
significantly to the estimated form‐induced stress magnitude.
This highlights a need to quantify the number of measurement
locations required to produce a spatially averaged quantity
which is insensitive to changes in the number or location of
measurements. No previous study has provided relationships
which allow the prediction of the number of measurement
locations needed without a priori information being required
about the dynamics of the flow.
[7] This paper describes a series of tests in which flow

velocities have been measured in a detailed spatial pattern
over two water‐worked gravel beds. The data have been used
to study the turbulence and spatial flow characteristics for
a range of flow submergences. The aim of the paper is to
(1) estimate the minimum density of measurements required
to provide representative spatially averaged flow parameters
over water‐worked gravel beds and (2) to assess the influence
of the density of measurements on the accuracy of the esti-
mates of these parameters.

2. Methodology

2.1. Experimental Program

[8] The tests were conducted in a tilting, 18.3 m long,
0.5 m wide laboratory flume. Two different sediment
mixtures were used and were chosen to characterize the two
types of grain‐size distributions commonly observed in U.K.
gravel‐bed rivers: a log‐normal, unimodal grain‐size distri-
bution and a slightly bimodal grain‐size distribution. The
former had a grain‐size range of 0.15 mm< D < 14 mm and a
median grain diameter D50 of 4.97 mm. The bimodal mixture
was created by adding 25% sand to the unimodal mixture to
produce a distribution with the same range of grain sizes and
D50 of 4.41 mm. The two mixtures were designed to produce
similar values of D50 so that the average scale of the grains
in each of the beds was comparable, but the water‐worked
surface topography was different.
[9] A total of 24 tests were carried out using a range of

bed slopes and relative submergences (Table 1). The selected
flow conditions were below those required for bed move-
ment, so the bed surface topography did not change during
each test. For each experimental run, a steady flow rate was
introduced and the downstream weir was adjusted to achieve
uniform depth h for as large a reach as possible. Examination
of the flow Reynolds number indicated that all the flows were
fully turbulent. The experimental program was designed so
that tests with similar values of relative submergence and bed
slope were conducted for each bed, so that results could be
compared directly between the two sediment beds.
[10] The sediment beds were formed by feeding material

into running water, with the feed rate being twice the esti-
mated transport capacity of the flow. In each case, a deposit
formed progressively over time. The statistical properties of
the two beds are shown in Table 2 and Figure 1a. These show
that the surface variation in the second bed containing the
sand was less, with lower values of standard deviation and
range. The horizontal roughness length scales for this bed are
around half the length for the unimodal bed. The surfaces
of the two beds were water‐worked and armored. Further

Table 1. A Summary of the Experimental Conditions, Where U
Denotes the Unimodal Bed, B Denotes the Bimodal Bed, S is
the Bed Slope, Q is the Flow Discharge, h is the Flow Depth,
k is the Geometric Roughness Height and U is the Average Flow
Velocity

Run S Q(m3/s) h(m) h/k U (m/s)

1U 0.00285 0.00159 0.0181 1.2 0.18
2U 0.00285 0.00389 0.0286 1.9 0.27
3U 0.00285 0.00635 0.0395 2.6 0.32
4U 0.00285 0.00869 0.0484 3.2 0.36
5U 0.00285 0.0140 0.0628 4.1 0.45
6U 0.00285 0.0280 0.0900 5.9 0.62
7U 0.00375 0.0162 0.0635 4.2 0.51
8U 0.00375 0.0114 0.0482 3.2 0.47
9U 0.00465 0.0123 0.0492 3.2 0.50
10U 0.00555 0.00978 0.0399 2.6 0.49
11U 0.00645 0.00692 0.0335 2.2 0.41
12U 0.00735 0.00655 0.0295 1.9 0.44
1B 0.00284 0.00143 0.0173 1.3 0.16
2B 0.00284 0.00276 0.0272 2.0 0.20
3B 0.00284 0.00527 0.0373 2.7 0.28
4B 0.00284 0.00809 0.0455 3.3 0.36
5B 0.00284 0.0127 0.0595 4.3 0.43
6B 0.00284 0.0245 0.0845 6.2 0.58
7B 0.00374 0.0140 0.0594 4.3 0.47
8B 0.00374 0.00939 0.0466 3.4 0.40
9B 0.00464 0.0111 0.0472 3.4 0.47
10B 0.00554 0.00728 0.0371 2.7 0.39
11B 0.00644 0.00550 0.0317 2.3 0.35
12B 0.00734 0.00356 0.0268 2.0 0.27
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information on their bed surface topographies and the way
they were formed can be found in Cooper and Tait [2009].

2.2. Velocity Measurements

[11] A 2‐D Particle Image Velocimetry (PIV) system
was used to provide detailed spatial measurements of fluid
velocity over the two beds. It was operated at 9 Hz, and the
flow was sampled for 5.5 min. Previous approaches to utilize
PIV to study rough‐bed flows have taken measurements at
one lateral position by using a vertical light sheet oriented
normal to the bed surface [e.g., Campbell et al., 2005;
Sambrook Smith and Nicholas, 2005; Hardy et al., 2009]. In
this study, PIV measurements were taken in a vertical plane
at nine lateral positions across the bed: −88 mm, −66 mm,
−44mm, −22mm, 0mm, 22mm, 44mm, 66mm, and 88mm.
A lateral position of 0mmdenotes the center line of the flume.
At each lateral position, a streamwise length of 143 mm was

imaged and the measurement area was 9.1 m from the flume
inlet. This configuration enabled streamwise and vertical
velocity to be measured both within the roughness elements
and up to the water surface at different streamwise and ver-
tical positions. An interrogation area of 32 × 32 pixels was
used in the cross‐correlation of the images and corresponded
to an area of 4.5 × 4.5 mm. The size of the interrogation area
was chosen so that there was little variation in velocity values
within an interrogation area, ensuring that the flow can be
considered homogeneous within this area. Velocity gradients
within an interrogation area can cause outliers and zero‐
velocity bias. To minimize the problem of bias, an area
was chosen so that particle displacements were equal to or
less than one fourth of the length of the interrogation area.
The interrogation areas were overlapped by 50% in both the
streamwise and vertical directions. Overlapping produces
more vectors, but this does not equate to an increase in spatial
resolution. Instead it can be considered as an oversampling
of the flow field. This means that the measurements are not
spatially independent and an initial spatial filter (or spatial
averaging) has been applied to the data.
[12] The image analysis provided a maximum of 61

velocity measurements in the streamwise direction at each
lateral position. Above the roughness elements, themaximum
number of measurements available for spatial averaging was
therefore 549 at a given measurement height. The separation
distance between measurements, in both the streamwise and
vertical directions, was 2.25 mm. The spatial resolution of the
velocity measurements is equal to the length of the interro-
gation area. This gives a spatial resolution of 4.50 mm. This
means that the PIV measurements were able to resolve large‐
scale structural features rather than those with dimensions of

Table 2. A Summary of the Bed Surface Properties of the Two
Beds, Where sb is the Standard Deviation, k is the Range, Skb is
the Skewness and Kub is the Kurtosis of the Distribution of Bed
Surface Elevations, and Lx and Ly are the Correlation Lengths
(Derived From 2‐D Structure Functions) of the Bed Surface
Elevations in the Streamwise and Lateral Directions, Respectively

Property Unimodal bed Bimodal bed

sb (m) 0.00214 0.00170
k (m) 0.0152 0.0137
Skb 0.0985 0.0462
Kub 2.837 3.015
Lx(m) 0.0135 0.00764
Ly(m) 0.0149 0.00778

Figure 1. (a) The probability density function of the bed elevations from the zero mean surface elevation
zb for the two beds. (b) and (c) Examples of vertical profiles of spatially averaged flow parameters.
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the Taylor’s microscale, which is generally the case in PIV.
The vertical z‐coordinate has the origin at the minimum level
of the bed surface. This level was resolved from the detrended
laser scans of the bed surfaces and matched to the level within
the PIV images, in which the camera was aligned parallel to
the average bed slope.
[13] For each experimental run, the instantaneous veloc-

ities u were used to derive turbulence and spatial flow
characteristics. This was achieved by time‐averaging these
velocities and applying a Reynolds decomposition. This was
supplemented with spatial averaging and a spatial decom-
position; see Nikora et al. [2001]. The averaging area Af

was planar and parallel to the bed surface. The time‐averaged
variables were decomposed into spatially averaged and
spatially fluctuating components, such that u = hui + ~u. The
angled brackets denote that the variable is spatially averaged.
The spatial fluctuations arise from the difference between the
double‐averaged hui and time‐averaged u values, similar to
the conventional Reynolds decomposition of u′ = u − u. Thus,
by combining time and spatial averaging approaches, it was
possible to derive the double‐averaged characteristics of the
flow, such that both the temporal and spatial variability in the
flow is explicitly taken into account. The analysis concen-
trates on examining the double‐averaged streamwise velocity

hui, spatially averaged turbulence intensities h
ffiffiffiffiffiffi
u 02

p
i and

h
ffiffiffiffiffiffiffi
w 02

p
i, form‐induced intensities

ffiffiffiffiffiffiffiffiffih~u2ip
and

ffiffiffiffiffiffiffiffiffih~w2ip
, spa-

tially averaged Reynolds stress hu 0w 0i and form‐induced
stress h~u~wi. An example of the vertical profiles of these
parameters is shown in Figure 1. Further profiles can be found
in Cooper and Tait [2010].
[14] A previous study by the authors made a comparison

between the spatially averaged flow variables estimated from
20 Laser Doppler Anemometry (LDA) profiles and from 168
PIV profiles [Koll et al., 2008]. This was done to understand
how a difference in size of sampling volume (interrogation
area/control volume), sampling rate, measurement principles,
and number of profiles influenced these estimates. It was
discovered that the shape of the vertical profiles of time‐
averaged streamwise velocity showed a good agreement
between LDA and PIV, although systematic deviations in the
absolute values were evident. Larger deviations were
observed between the time‐averaged vertical velocities. An
investigation of the spatially averaged turbulent flow prop-
erties revealed major differences in vertical turbulence
intensities but closer agreement in streamwise turbulence
intensities. There was also a considerable difference in Rey-
nolds stress. This was not attributable to the number of pro-
files, because there was little difference in the values between
20 and 168 PIV profiles. It was concluded that the deviation
in values between PIV and LDA may have occurred because
of a difference in sampling rate or the size of the sampling
volume. It was not possible to determine which effect was
most dominant above the roughness elements. The sampling
rate was comparable for the two measurement systems within
the elements, suggesting that a difference in the size of the
sampling volume was the contributing factor. The results
found by Koll et al. [2008] suggest that our PIV measure-
ments may overestimate streamwise turbulence intensity and
underestimate vertical turbulence intensity and spatially
averaged Reynolds stress.

2.3. Spatially Representative Flow Measurements

[15] Two previous studies examining the representative-
ness of flow measurements over gravel beds have discussed
the influence of the number of measurement locations
[Buffin‐Bélanger et al., 2006; Aberle et al., 2008]. A different
approach is used here. Estimation is made of the minimum
measurement density, defined as the ratio of the minimum
number of measurements Nmin to the averaging area Af

needed to obtain flow parameter estimations with a known
level of precision and accuracy. The total possible averaging
area A0 is equal to 143 × 176 mm2 (streamwise × lateral),
which is the planar area covered by the PIV measurements
and includes all the measurement locations (highest mea-
surement density). The streamwise length is given by the
length of the PIV image, and the lateral dimension is equal to
the lateral span covered by the nine PIV planes. Within the
roughness elements, this averaging area A0 is intersected by
surface grains, so it reduces from the roughness crest to the
roughness trough. To allow for this reduction, the fluid
averaging area Af is set to be equal to A/A0, where A is the
roughness geometry function, which is defined as Af / A0 and
resolved from a laser scan of the bed. This allows the density
to be assessed within the roughness elements, accounts for the
reduction in measurement locations down to the trough and
eliminates any influence of this reduction on the level of
representation of the measurements. Aberle [2007] showed
that the estimation of A using a laser displacement sensor is
valid for the upper 70% of the layer within the roughness
elements. The PIV measurements only cover this proportion,
so A can be used to calculate Af. The minimum density Nmin /
Af is scaled by the bed streamwise correlation length scale Lx
(derived from a 2‐D structure function; Nikora et al., 1998)
and flow length scale v/u* to giveNmin Lx

2/Af andNmin (v/u*)
2 /

Af, where v is the kinematic viscosity of water and u* is bed
shear velocity. This allows the influence of the scaling of bed
roughness and flow properties on minimum density to be
explored. The two dimensionless measures are from here on
collectively referred to as “minimum density,” and the nota-
tions Db and Df are used, respectively. The maximum Db for
the unimodal and bimodal beds are 2.8 and 1.3, respectively,
and the maximum Df values range from 3896 to 60,012,
according to flow conditions. The shear velocity is defined
by u* =

ffiffiffiffiffiffiffiffiffi
�0=�

p
where t0 is the total fluid stress at the

roughness crest, as suggested by Manes et al. [2007]. The
total fluid stress was estimated by linearly extrapolating
the spatially averaged Reynolds stress from the layer above
the bed surface down to the roughness crest. Manes et al.
[2007] argued that the shear velocity at the roughness crest
rather than the roughness trough is the most appropriate
scaling parameter when dealing with flows with a range of
relative submergences.
[16] To evaluate the minimum measurement density, the

values of various spatially averaged parameters were calcu-
lated for different measurement densities. In PIV, because the
measurements are made within a regular grid, with a small
measurement separation distance and the interrogation win-
dows are overlapped, the calculation of a spatially averaged
parameter is influenced by correlative effects in the velocity
measurements. Neighboring locations are influenced by each
other owing to spatial coherence in the flow. To eliminate this
influence, at each of these densities the data values were
randomly selected from within the area Af and averaged. If
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this was carried out only once for each measurement density,
then the estimate of minimummeasurement density would be
dependent on which measurement locations were randomly
selected. To reduce this likelihood, the random sampling was
repeated 100 times. Therefore, the values associated with
each density are obtained from 100 spatially averaged values.
The minimum measurement density was estimated to be the
density at which 95% of these 100 repetitions fell within 5%
of the averaged parameter value obtained using all the mea-
surements. The 95% represents the level of precision, and the
5% is the accepted level of inaccuracy. A difference of less
than 5% in the parameter at the minimum density was deemed
appropriate because a significance level of 5% is most often
used to assess significant statistical differences between
variables. If the number of samples was less than 100, the
same procedure was used and some locations were sampled
more than once.
[17] To ensure that the sampling time and sampling area

were sufficient to provide temporally and spatially repre-
sentative estimates of the flow parameters, an examination
was made into how the flow parameters changed in time and
space. An example is shown in Figure 2a for experimental run
6U of how the time‐averaged streamwise velocity at each
measurement location on the center line of the flume varied
during different averaging time periods at z/k = 1.01, i.e.,
close to the top of the roughness elements. The minimum

sampling period required to provide a temporally represen-
tative value was estimated in a similar manner to the mini-
mum density. It was considered to be the averaging period at
which 95% of the time‐averaged values fell within 5% of the
parameter averaged over the total sampling time. This con-
dition is illustrated in Figure 2a. It shows that the sampling
time used was clearly long enough to provide temporally
representative values of time‐averaged streamwise velocity.
This was found to be the case for all other hydraulic para-
meters and experimental runs used in this study.
[18] The minimum averaging area was defined in a similar

manner. For each measurement location, the hydraulic para-
meters were averaged over every possible averaging area
within the total available averaging area Af. An example is
shown in Figure 2b for the same experimental run for the
double‐averaged streamwise velocity. The averaging was
carried out from the point measurement scale to the total area
covered by all the measurements. The minimum averaging
area was estimated to be the area at which 95% of the spatially
averaged values fell within 5% of the parameter averaged
over the whole bed. The results reveal that for these condi-
tions, the averaging area Af was larger than the minimum
required to provide representative values of double‐averaged
streamwise velocity. The velocity estimates become fairly
insensitive with changes in averaging area close to Af. This
type of analysis was undertaken for all other hydraulic

Figure 2. An example of the change in (a) the ratio �t of the time‐averaged streamwise velocity at aver-
aging time period ts to that averaged over the total sampling period t. (b) The ratio �A of the double‐averaged
streamwise velocity at averaging area As to that averaged over the total area Af. The vertical line within the
plots defines the minimum required sampling time and averaging area. This is shown for experimental run
6U at z/k = 1.01. Plot (a) is taken from measurements on the centreline of the flume, and for plots (b) and
(c) the averaging is carried out from the point measurement scale to the total area covered by all the mea-
surements. Note the larger scale on the vertical axis in (c). The �A values are particularly high (and low)
because the form‐induced stress is very small at this height (see Figure 1c).
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parameters and experimental runs. It was found that Af was
larger than the required minimum for all flow parameters at
the stated precision and accuracy levels, and the averages
were stable, except for form‐induced stress (Figure 2c). In the
latter case, this condition was onlymet for somemeasurement
heights. It is therefore not possible to determine whether
the maximum averaging area was sufficient for estimating
form‐induced stress. Strictly speaking, this means that the
averaging area was not large enough to determine accurately
form‐induced stress. This indicates that the spatial averaging
area was large enough to capture the flow spatial variability at
the scale of the grains, but a larger area was required for the
flow to be considered spatially uniform. For the analysis of
the minimum required measurement density, we make the
assumption that the form‐induced stress derived from all the
measurements at the largest averaging area is the unbiased
value.

3. Results

3.1. Minimum Measurement Density

[19] The variation in the minimum density of measure-
ments required to provide a representative value of hui is
shown in Figure 3. This is shown for both Db and Df for all
24 experimental runs over the two beds. It displays the var-
iation in minimum measurement density with z/k, where k is
given by the range in bed surface elevations (geometric
roughness height). Figure 3 reveals that there is a small var-
iation in density at a given z/k between the different hydraulic
conditions for the flow above the two beds. Also, the density
is slightly better scaled by the flow length scale. The required
minimum density is low within the flow above the bed and
then increases slightly toward the roughness crest (z/k = 1).
There is a rapid increase in density below the roughness
crest, where the largest values of measurement density are
observed. The largest values indicate that the required density
near to the roughness troughs is close to the maximum
measurement density collected in this study. The minimum
density, when scaled by a flow length scale, is largely inde-
pendent of the hydraulic conditions and the properties of
the bed surface, but is highly dependent on z/k above the
bed surface. Empirical relationships for Df can be derived
using best‐fit equations. Within the roughness elements, the
curve of Df for the two beds can be described by a single
power relationship with z/k. Above the bed, where the vertical

profiles adopt a different shape, a best fit is made by another
form of a power relationship with z/k. Table 3 lists the two
best‐fit functions for these data.
[20] Figure 4 shows that for h

ffiffiffiffiffiffi
u 02

p
i and h

ffiffiffiffiffiffiffi
w 02

p
i the vari-

ation in minimum density between the two beds is again
slightly reduced when scaled by a flow length scale. This was
found to be much clearer for the form‐induced intensities and

Figure 3. Vertical profiles of the minimum density of measurements, defined by (a)Db and (b)Df, to pro-
duce representative values of hui for all 24 experimental runs.

Table 3. Fitted Relationships for Estimating the Minimum Density
of Measurements Required to Produce a Representative Value of
Each of the Spatially Averaged Flow Parametersa

Parameter Relationship Condition

hui Df = 266(z/k)−2.90 z/k ≤ 1
Df = 232(z/k)−1.51 z/k > 1

h
ffiffiffiffiffiffi
u 02

p
i Df = a(z/k)b z/k ≤ 1

where a = −573(h/k) + 3789
b = −0.210(h/k) −1.53

Df = c(z/k)d z/k > 1
where c = −827(h/k) + 5166

d = 0.224(h/k) − 0.803
h

ffiffiffiffiffiffiffi
w 02

p
i Df = a(z/k)b z/k ≤ 1

where a = −839(h/k) + 5518
b = −0.272(h/k) −1.32

Df = c(z/k)d z/k > 1
where c = −1291(h/k) + 8149

d = 0.120(h/k) − 1.28ffiffiffiffiffiffiffiffiffih~u2ip
Df = a(z/k)b z/k ≤ 1

where a = −2333(h/k) + 18737
b = 0.0844(h/k) −1.18

Df = c(z/k)d z/k > 1
where c = −1994(h/k) + 14987

d = −0.0843(h/k) −0.496ffiffiffiffiffiffiffiffiffih~w2ip
Df = a(z/k)b z/k ≤ 1

where a = −4836(h/k) + 35037
b = 0.0358(h/k) −0.488

Df = c(z/k)d z/k > 1
where c = −3722(h/k) + 26324

d = 0.0273(h/k) − 0.254
hu 0w 0i Df = a(z/k) + b z/k ≤ 1

where a = 8652(h/k) − 61713
b = −9826(h/k) + 70386

Df = c(z/k)d z/k > 1
where c = −2358(h/k) + 14661

d = 0.0385(h/k) + 0.387

aThese are fitted from the data for all experimental runs for the two beds,
and apply for the range of relative submergences studied (h/k = 1.2 − 6.2).
The equations are valid for a 95% confidence that the flow parameter
estimate will be within 5% of the true spatial mean.
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hu 0w 0i. The values of Df for the turbulence intensities are

typically larger than for hui at all values of z/k. This is plau-
sible, given that

ffiffiffiffiffiffi
u 02

p
and

ffiffiffiffiffiffiffi
w 02

p
are second‐order statistical

moments. Unlike Figure 3, there is greater variability in
density across the range of hydraulic conditions, although
there is still little evidence of systematic difference between
the two beds. On closer inspection, the values of Df for
these two parameters, at similar values of z/k, decease with
a rise in relative submergence h/k. Figure 5 shows that this
trend is common across both beds. This confirms the
expectation that deeper flows require a lower measurement
density because there is less spatial variability in turbulence.

Within the roughness elements, the individual profiles for

h
ffiffiffiffiffiffi
u 02

p
i and h

ffiffiffiffiffiffiffi
w 02

p
i are described by a power relationship

with z/k for both beds, and its parameters are dependent upon
relative submergence (Table 3). Figures 6a and 6b show that
the parameter a for this power relationship for both turbulent
intensities displays a decrease with submergence, but expo-
nent b has only a very slight correlation and greater variability
in its values between the two beds. Above the bed surface, the
profiles of Df can also be described by another power rela-
tionship with z/k. The parameter c for this relationship for
both turbulence intensities varies in a similar manner with
submergence (Figures 6c and 6d), as was seen for a, but not as
consistently. The exponent d tends to slightly increase with a
rise in submergence. The individual changes in the parameters
a, b, c, d in Figure 6 are consistent across both beds, showing

that a single equation for each of the four parameters can be

used for both beds.
[21] Close to the roughness troughs, the maximum mea-

surement density is required to provide representative values

of
ffiffiffiffiffiffiffiffiffih~u2ip

and
ffiffiffiffiffiffiffiffiffih~w2ip

for all the experimental conditions
(Figure 7), indicating tests in which the PIV measurement
density was insufficient. The minimum required measure-
ment density is higher than for the other flow parameters
because

ffiffiffiffiffiffiffiffiffi
h~u2i

p
and

ffiffiffiffiffiffiffiffiffi
h~w2i

p
are higher order moments than the

previously analyzed flow variables. The minimum density

values for
ffiffiffiffiffiffiffiffiffih~u2ip

and
ffiffiffiffiffiffiffiffiffih~w2ip

display much greater variation

between the different hydraulic conditions than seen for the
other flow variables. Figure 7 shows that this is largely due to
the minimum density decreasing with a rise in relative sub-
mergence. This again conforms to the expectation that flows
with a higher submergence (deeper flows) require a lower
measurement density because there are likely to be lower
levels of spatial variability in the time‐averaged flow. Table 3
shows that Df is again well described by a power relationship
with z/k for the flow both above and within the roughness
elements. Figure 8 confirms that the parameters for the
best‐fit functions also vary in a largely similar manner
with relative submergence as was observed for the turbu-
lence intensities.
[22] The values of Df for hu 0w 0i are very similar to those

seen for these intensities and vary in the same manner with
relative submergence (Figure 9). They can be described by a
linear function within the roughness elements and a power

Figure 4. Vertical profiles of the minimum density of measurements to produce representative values of

h
ffiffiffiffiffiffi
u 02

p
i (left‐hand side) and h

ffiffiffiffiffiffiffi
w 02

p
i (right‐hand side) for all 24 experimental runs.
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relationship above (Table 3). The results for h~u~wi are dif-
ferent. The maximum measurement density is required to
provide values of h~u~wi at the same accuracy as the other flow
variables, revealing that the sampling density was not suffi-
cient. To assess the accuracy of estimating h~u~wi using the
available velocity measurements at the 95% level of preci-
sion, we need to make the assumption that the form‐induced
stress derived at the maximum measurement density is the
unbiased value for the bed. On the basis of this assumption,
the best level of accuracy that can be achieved is 50–60%.
This is when the required density is lower than the maximum
density for all of the flow depth.

3.2. Implications of Sampling at a Different Density

[23] To gain an understanding of the implications of sam-
pling at a lower measurement density than Df, the raw values
used for estimating the minimum density are again examined.
Figure 10 displays the results from all 24 experimental runs
and shows how the percentage error in the estimate of each of
the flow parameters changes with measurement density. For
each measurement density, a spatially averaged value was
derived and compared to that produced using all the mea-
surements (maximum density). This was repeated 100 times
at each measurement density so that there were 100 spa-
tially averaged values per density. The percentage error
was estimated to be the level of error at which 95% of
these 100 values fell. This was carried out using mea-

surements at the lowest height within the roughness ele-
ments (z/k = 0.47) and close to the roughness crest (z/k =
1.01). Therefore, Figure 10 represents the highest likely
errors for the roughness elements and for the flow above
the bed surface. The plots show how the errors progres-
sively change with measurement density and provide a
clear indication of the importance of choosing the correct
density. This is useful because when bed and flow con-
ditions are similar, it indicates whether the spatially
averaged values estimated by studies using different mea-
surement densities are comparable.
[24] The results reveal that at densities just lower than the

required minimum density in Figure 3, there is typically up to
a 30% error in the estimation of hui, both within the rough-
ness elements and above the bed surface. At the roughness
crest, this error level quickly reduces with a rise in mea-
surement density. Beyond a density of around 1000 (higher
than the required minimum), the level of error is fairly
insensitive to changes inmeasurement density, falling to up to
2%. Within the roughness elements, the percentage error is
more sensitive to changes in measurement density.
[25] Similar results can be seen for h

ffiffiffiffiffiffi
u 02

p
i and h

ffiffiffiffiffiffiffi
w 02

p
i

(Figures 10b and 10c), although the errors are slightly higher.
At the lowest densities, they can be typically up to 60%, both
above the bed surface and within the roughness elements. At
densities just lower than Df of between 1000 and 30,000,
they can be up to between 18 to 60% within the roughness

Figure 5. The change in the vertical profiles of the minimum density of measurements to produce repre-

sentative values of h
ffiffiffiffiffiffi
u 02

p
i with relative submergence for (a) the unimodal bed and (b) the bimodal bed;

and of h
ffiffiffiffiffiffiffi
w 02

p
i for (c) the unimodal bed and (d) the bimodal bed. This is shown for a selection of the exper-

imental runs.
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elements. Above the bed surface, for densities below Df (up
to 8000), the errors are typically up to between 5 and 60%,
owing to a large change in percentage error with measure-
ment density.
[26] The errors are higher for the estimation of the form‐

induced intensities, particularly
ffiffiffiffiffiffiffiffiffi
h~w2i

p
(Figures 10d and

10e). At the lowest measurement densities, the error levels

can typically be up to 150 and 200% for
ffiffiffiffiffiffiffiffiffi
h~u2i

p
and

ffiffiffiffiffiffiffiffiffi
h~w2i

p
,

respectively. Within the roughness elements, at densities
which are just lower than Df of between 2000 and 40,000,
these are still considerable; typically up to around 200% and
25%, respectively. For the flow above the bed and at densities
of between 1000 and 30,000 (which are just below the
required minimum) the errors typically range from 20 to
150%. The error levels also vary greatly with changes in
measurement density, revealing that the estimation of form‐
induced intensity is highly sensitive to the measurement
density used.
[27] Figure 10f shows that the errors in the estimation of

hu 0w 0i within the roughness elements are considerably
higher. Within the roughness elements, the error level can be
typically up to 400% at the lower measurement densities.
Closer to Df, at densities of between 4000 and 40,000, this
reduces to up to 30–150%. These larger errors are observed
because the fluid area within this layer is much smaller than
above the bed. This means that the estimation of hu 0w 0i is
very sensitive to the measurement density which is used. A
large proportion of the stress can be transferred by a small
number of locations, and the spatial variability in stress is

therefore higher. Above the bed surface, the errors are up to
100% at the lowest densities and then quickly reduce with a
rise in measurement density. They obtain a maximum value
above 1200 of around 20%, which corresponds to the error
level for measurements at densities just lower than Df.

4. Discussion

4.1. Scaling of Minimum Measurement Density

[28] The minimum required measurement density for all
of the spatially averaged flow parameters was dependent on
measurement height, with the values increasing signifi-
cantly within the roughness elements. The profile shape was
similar for each of the flow variables, but the minimum
density differed. For a particular spatially averaged param-
eter, the vertical profile shape and the minimum measure-
ment density at a given height were reasonably consistent
for the two beds at a similar level of relative submergence.
For all but the double‐averaged streamwise velocity, the
minimum density at a given height decreased with a rise in
relative submergence, and it reduced more quickly with
height for shallower flows. This was consistent for the two
beds and occurred for both the flow within and above the
roughness elements.
[29] The difference in the minimum required measurement

density was smaller when scaled by a flow length scale rather
than streamwise bed roughness length scale. This reveals that
the minimum density at a given height is more sensitive to the
spatial structure of the flow than the bed. Given that the
density was not equally well scaled by these two length scales

Figure 6. The change in the parameters a and b in the fitted relationships for z/k ≤ 1 of (a) h
ffiffiffiffiffiffi
u 02

p
i and

(b) h
ffiffiffiffiffiffiffi
w 02

p
i; and parameters c and d in the fitted relationships for z/k > 1 of (c) h

ffiffiffiffiffiffi
u 02

p
i and (d) h

ffiffiffiffiffiffiffi
w 02

p
i.
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for all of the flow variables, it implies that the flow length
scale (and structure) is also not well scaled by the bed
roughness length scale. This agrees with the laboratory ob-
servations ofCooper and Tait [2008], who over the same two
gravel beds observed that the spatial organization of the time‐
averaged flow is not well associated with the bed surface
topography. It also supports the findings of Lamarre and Roy
[2005] and Legleiter et al. [2007], who carried out velocity
measurements in gravel‐bed rivers at the reach scale.
Lamarre and Roy [2005] found that roughness elements had
surprisingly little impact on the spatial organization of the
flow at the reach scale, despite a topographically complex
channel boundary. They observed that the complexity of the
bed was not reflected in the spatial variability of vertical
profiles of time‐averaged streamwise velocity. As a result,
they concluded that the distribution of the mean flow prop-
erties displayed a well‐organized, coherent spatial pattern
that was controlled by flow depth rather than by abrupt,
isolated changes associated with individual clasts. Legleiter
et al. [2007] also discovered results which supported these
claims, even in flows where the flow depth was of the same
order as the D84 of the bed. Individual roughness elements
were found to have little correlation with the flow, and flow
depth had a fundamental control over spatial flow structure.

4.2. Application of Results

[30] Empirical relationships have been presented which
relate minimum measurement density to relative height for a

number of spatially averaged flow parameters. These are
based on measurements across a range of hydraulic condi-
tions and over beds with different surface topographies.
These two beds can be classed as macroscopically flat,
exhibiting no significant, large bed forms, no large isolated
roughness elements, and a relatively low (to field conditions)
grain‐size range. The beds are water‐worked, armored, well
imbricated, and have a preferential alignment of grains and
small‐scale bed features in the streamwise direction, as
reflected in the horizontal roughness length scales. The
similarity in the scaling with measurement height, flow
length scale, and relative submergence for the two beds
further suggest that it is reasonable to use the empirical
relationships to predict the required minimum measurement
density for similar macroscopically flat beds. Strictly, these
are only valid for the range of relative submergences
studied here (h/k = 1.2 − 6.2), but it is likely that they
could also be used for flows with larger submergences, but
not those which are lower.
[31] It is doubtful that the empirical relationships will be

relevant to beds which are not macroscopically flat and to
those which exhibit significant, large bedforms and large
isolated roughness elements. To provide some indication of
how the measurement densities differ between studies,
Table 4 lists the estimated values ofN, Af andN (v/u*)

2 / Af for
those with a similar range of relative submergences. It shows
that the density achieved by point velocity measurements is
two to seven orders of magnitude lower than that achieved by

Figure 7. The change in the vertical profiles of the minimum density of measurements to produce repre-

sentative values of
ffiffiffiffiffiffiffiffiffi
h~u2i

p
with relative submergence for (a) the unimodal bed and (b) the bimodal bed; and

of
ffiffiffiffiffiffiffiffiffi
h~w2i

p
for (c) the unimodal bed and (d) the bimodal bed. This is shown for a selection of the experimental

runs.
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PIV studies. If the influence of measurement density on the
level of error in the estimation of the flow parameters were
similar to that seen in Figure 10, it would clearly show that the
potential errors in using point velocity measurements at these
kinds of densities would be significant.

4.3. Implications for Performing Velocity
Measurements

[32] The results show that a relatively low density of
velocity measurements is required to represent accurately
double‐averaged streamwise velocity above the roughness

elements, but the value is an order of magnitude higher
within. It is most difficult to make velocity measurements for
the flow within the roughness elements. The density of
measurements which can be achieved with any velocimeter
within this region is dependent on bed geometry, so the need
for a high density within the roughness elements represents a
key challenge for obtaining accurate measurements of spa-
tially averaged flow parameters.
[33] The density of measurements required for the turbu-

lence intensities was double that for the double‐averaged
streamwise velocity. The level of errors in estimating the

Figure 8. The change in the parameters a and b in the fitted relationships for z/k ≤ 1 of (a)
ffiffiffiffiffiffiffiffiffih~u2ip

and

(b)
ffiffiffiffiffiffiffiffiffih~w2ip

; and parameters c and d in the fitted relationships for z/k > 1 of (c)
ffiffiffiffiffiffiffiffiffih~u2ip

and (d)
ffiffiffiffiffiffiffiffiffih~w2ip

.

Figure 9. The change in the vertical profiles of the minimum density of measurements to produce repre-
sentative values of hu 0w 0iwith relative submergence for (a) the unimodal bed; and (b) the bimodal bed. This
is shown for a selection of the experimental runs.
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Table 4. Summary of the Sampling Routines Performed by a Selection of Previous Studies Over Gravel Bedsa

Study N Af(m
2) N(v/u*)

2/Af h/k

This study 22–549 0.001–0.025 3896–60012 1–6
Lawless and Robert [2001]b,c plane bed 15 0.6 × 1.6 7.4–35 3–6
Lamarre and Roy [2005]b,c 25 8.3 × 19.4 0.0055 5

40 10.0 × 10.4 0.0033 6
Sambrook Smith and Nicholas [2005]d,e 310 0.001 × 1.0 114188–196872 4
Buffin‐Bélanger et al. [2006]c,d 99 0.5 × 0.8 11 6f

Aberle et al. [2008]c,d,g 12–48 0.6–0.4 × 2.4 0.36–4.9 2–5

aThe values of Af are taken to be the planar area of the bed which the velocity measurements cover and are trying to represent.
bField study.
cPoint velocity measurements.
dLaboratory study.
ePIV measurements.
fLower studied flow.
gIncludes Aberle [2006], Aberle et al. [2007], and Nikora et al. [2007].

Figure 10. Change in percentage error with measurement density for (a) hui; (b) h
ffiffiffiffiffiffi
u 02

p
i; (c) h

ffiffiffiffiffiffiffi
w 02

p
i;

(d)
ffiffiffiffiffiffiffiffiffih~u2ip

; (e)
ffiffiffiffiffiffiffiffiffih~w2ip

; and (f) hu 0w 0i for all 24 experimental runs.
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intensities at lower densities than the required minimum were
also a similar magnitude larger. The implications of sampling
at a lower density are therefore more considerable. This
supports the findings of Buffin‐Bélanger et al. [2006] for a
different turbulence parameter. They observed that the
imprecision in the estimation of turbulent kinetic energy was
much higher than for the estimation of double‐averaged
streamwise velocity. They also discovered that imprecision in
the two parameters increased with Reynolds number. This
was linked to an increase in spatial heterogeneity in time‐
averaged velocities and turbulence intensities with Reynolds
number. These trends contradict our findings. The minimum
measurement density for the double‐averaged streamwise
velocity was not related to relative submergence (and there-
fore Reynolds number), and the measurement density for the
turbulence intensities decreased with an increase in relative
submergence. This indicates that the spatial heterogeneity
in the turbulence intensities was lower at the higher levels
of relative submergence, which appears logical, given the
dependence of turbulence intensity on relative roughness.
This contradiction can be explained by the difference in
flow conditions studied by Buffin‐Bélanger et al. [2006]. A
number of studies have shown that the flow can be considered
two‐dimensional if the width to flow depth ratio is greater
than 3.5 [Song et al., 1994] or greater than 5 [Nezu and
Nakagawa, 1993; Kironoto and Graf, 1994]. The experi-
mental runs carried out by Buffin‐Bélanger et al. [2006] had
ratio values of between 1.6 and 2.4. Hence, the level of spatial
heterogeneity in Buffin‐Bélanger et al. [2006] is likely to
be influenced by three‐dimensional flow effects and is not
directly comparable to the two‐dimensional flow considered
in our study.
[34] The minimum densities for the form‐induced inten-

sities and spatially averaged Reynolds stress were similar.
They were higher than for the turbulence intensities, partic-
ularly above the roughness elements, in which they could be
two times higher. The error levels were also around 50%
higher at similar measurement densities. The results revealed
that if measurements are made at densities lower than the
minimum required density, the likely result is very large
under‐ and overestimation in form‐induced intensity and
spatially averaged Reynolds stress. These errors are more
likely for these parameters because of the higher required
minimum measurement density. Any significant errors in the
estimation of Reynolds stress is likely to have important
implications for the accurate estimation of bed shear stress
and bed shear velocity.
[35] At almost all measurement heights, the maximum

measurement density provided by the PIV measurements
was required to estimate form‐induced stress. This is despite
the measurements providing a high density of velocity mea-
surements (relative to those studies using point velocity
measurements). These results strongly support the findings
of Aberle et al. [2008]. They concluded that, although the
number of measurement locations does not greatly influence
the shape of the form‐induced stress profile, the magnitude
cannot unambiguously be determined from a low density of
measurements. Cooper’s [2006] results suggest that this is
likely to be caused by the high level of spatial variability in
correlations between ~ux,y and ~wx,y, in which particular
locations have a significant influence on the absolute values
of the mean distribution.Cooper [2006] discovered that ~u~wx, y

values at some locations over the bed could be as much as
double those at other locations. In the majority of cases, the
standard deviation in ~u~wx, y was larger than the mean.
Therefore, if a value of h~u~wiwas derived from measurements
over a particular area of the bed rather than over the whole
measurement area, then it could misrepresent the unbiased
form‐induced stress. These observations on the spatial vari-
ability in ~u~wx,y over the bed are supported by the results of
Aberle et al. [2008] and Campbell et al. [2005] over gravel
beds. These statistical errors are unlikely to have a large
relative impact on the momentum budget within the upper
part of the roughness layer, because the form‐induced stress is
much smaller than the Reynolds stress. But it may be more
important closer to the roughness trough, where the form‐
induced stress becomes a more significant component of the
momentum budget.
[36] The errors in estimating a spatially averaged flow

variable and their change with measurement density are most
significant at the lower densities. These lower densities are
similar to those used by studies which have performed point
velocity measurements. Furthermore, for some of the higher
order flow parameters, the errors remained large close to the
minimum required measurement density, owing to the high
sensitivity that the error levels had with changes in mea-
surement density. This indicates that careful consideration
is required of the choice of measurement density when
attempting to estimate the value of particular flow parameters.
This could make it difficult to compare directly estimates
made by studies that have used similar flow and bed condi-
tions but different measurement densities.

5. Conclusions

[37] An examination has been made into the minimum
density of measurements required to provide representative
spatially averaged flow parameters over two water‐worked
gravel beds. This was coupled with an investigation into the
influence of measurement density on the level of error in the
estimation of these parameters. The results showed that of all
the parameters investigated, the lowest density of velo-
city measurements was required to represent accurately the
double‐averaged streamwise velocity. The errors involved in
sampling at lower density were not considerable. Twice the
density was required for the turbulence intensities, and the
implications of sampling at a lower density were more sig-
nificant because large errors in estimates occurred even at
densities only slightly lower than the required minimum.
Much higher densities were required for the form‐induced
intensities and spatially averaged Reynolds stress; up to
around double the density required for the turbulence inten-
sities. It was shown that sampling at a lower measurement
density will cause a very large under‐ and overestimation in
form‐induced intensity and spatially averaged Reynolds
stress. In almost all cases, the maximummeasurement density
used in this study was required to provide a spatially rep-
resentative estimate of form‐induced stress. This is despite
the measurements providing a high density of velocity mea-
surements (relative to those studies using point velocity
measurements). It revealed that larger densities and averaging
areas are required for estimating form‐induced stress. For all
of the flow parameters, the level of error in adopting a lower
measurement density than the required minimum, and its
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change with measurement density, was especially large at the
lower densities. Given this dependence on measurement
density, caution should be taken when comparing flow esti-
mates from studies that have used similar flow and bed
conditions but different measurement densities.
[38] The minimum required measurement density for all of

the spatially averaged flow parameters increased significantly
within the roughness elements. For a particular parameter, the
vertical profile shape and the minimum measurement density
at a given height were reasonably consistent for the two beds
at a similar level of relative submergence. For all but the
double‐averaged streamwise velocity, the minimum density
at a given height decreased with a rise in relative sub-
mergence. Empirical relationships were developed across the
range of submergences for the two beds which related mini-
mum measurement density to relative height for a given level
of precision and accuracy. The scaling with measurement
height, flow length scale, and relative submergence suggested
that it is appropriate to design a sampling strategy based on
these relationships. This is likely to be valid for flows with
mid‐ to high relative submergences and over macroscopically
flat water‐worked gravel beds which exhibit no significant
bed forms. This approach only requires information on the
geometric roughness height, bed shear velocity, and flow
depth. No a priori detailed information is required on the
temporal and spatial properties of the flow. The empirical
relationships can be used to compare objectively data from
different studies under similar bed and hydraulic conditions.
It has also been shown how the choice of measurement
density will influence the degree of spatial representation of
the velocitymeasurements. It is possible to utilize these trends
to estimate the required measurement density for a desired
level of accuracy for similar flow and bed conditions. Further
studies are required to investigate whether the empirical
relationships can also be used for designing velocity sampl-
ing strategies and for comparing data from studies with beds
of different surface topographies and flow conditions.
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