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This Thesis aims to extend the available understanding of emergent magnetism at the
interfaces between Cu and organic substrates by providing new insights into the role
of metal distortion, metal-organics charge-transfer, organic m-conjugation and strain

of the m-systems for ensuing appearance of magnetic ordering.

The first Chapter describes an overview of the molecular electronics and spintronics
fields, discussing the most relevant experimental and theoretical progress in hybrid
metal-organic interfaces and introducing some of the unsolved challenges that will be
investigated in this Thesis. Chapter 2 provides a brief description of Density
Function Theory as implemented in the VASP code. This Chapter also provides a

description of the Stoner model for ferromagnetism and itinerant metamagnetism.

The influence of the Cu lattice distortion on the electronic and magnetic properties of
bulk Cu is investigated in Chapter 3. It is found that the expansion of the FCC lattice
enhances the Cu magnetic hardening. Chapter 4 aims to uncover the role of
molecular t-conjugation for the magnetic hardening at Cu-organics interfaces. The
results of my research suggest that neither molecular m-conjugation nor substantial
charge-transfer may be strictly needed for magnetic hardening of Cu-substrates.
Chapter 5 extends the research to other fullerenes in order to investigate the

relationship between the strain on the molecular m-system and the magnetic



hardening at Cu-fullerene interfaces. The results of the simulations indicate that
slightly strained n-systems lead to an enhancement of the interfacial magnetic

hardening.

The final Chapter explores the potential of carbon-onions and the interplay between
the strain of the n-system of the inner and outer fullerenes for the magnetic hardening
at the interfaces between Cu and encapsulated fullerenes. Overall, the results of these
investigations lead to the conclusion that intermediate strain of the m-system, as
present in Cgo, offers the most favourable interface re-hybridisation for emerging

magnetic hardening out of all the systems considered.
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Chapter 1

Recent progress and further research opportunities
In electronic hybridisation at metal organic interfaces

Abstract

This Chapter presents an overview of recent progress in understanding the role of
electronic hybridisation at the interface between a metal and an organic substrate for
applications in the rapidly growing fields of molecular electronics and spintronics.
Recent relevant experimental and theoretical progress is briefly reviewed to highlight
the motivations behind research in the field, the available understanding as well as
the unsolved challenges that require further fundamental insights into hybrid metal-

organic interfaces, the subject of this Thesis.



1.1 Introduction

Energy consumption is increasing with the growth of the world population and the
continuous economic expansion [1]. Development of sustainable energy technologies
capable of improving generation, transmission, storage and use of renewable sources
is needed to be able to accommodate the increasing demand. Magnetic materials play
a major role in energy-based technologies; most often they are responsible for
improving the overall performance by raising energy efficiency due to the possibility
of decreasing the size, weight and maintenance cost of electric motors, leading to

substantial economic and environmental benefits [2].

These technologies require magnetic materials thermodynamically and physically
stable at operation conditions with high flux density and coercivity large enough to
resist demagnetisation at high temperature [3]. In particular, wind turbines, motors in
electric and hybrid vehicles and magnetic refrigeration technology rely on heavy
rare-earth materials such as neodymium, dysprosium and praseodymium for
permanent magnets. [4]. However, the current limited availability and their
escalating price [5] are promoting the research and design of abundant new light

atom rare-earth-free magnetic materials.

Some alternatives to substitute rare-earth materials such as ceramic magnets,
molecular-based magnets and metamagnetic interfaces have been investigated.
Ceramic magnets have high coercivity, they are cheap and easy to product however
they are relatively brittle [6]. Molecular-based magnets have quite high coercivity
but a low critical temperature, which means that they become demagnetize at low
temperatures [7, 8]. Moreover, these materials are not conductors. Hence, ceramic
and molecular magnets are unsuitable to substitute rare-earth magnets in energy
applications where the magnet material must resist high mechanical stresses, high

temperatures and needs to conduct electricity.

Hybrid (meta)magnetic materials and interfaces between differently magnetic
components may be a versatile and low-cost approach to the development of new
magnetic materials. However, the successful application of metamagnetic interface

materials relies on new pathways to specific, controllable magnetic behaviours.



Several strategies to the design of cost-effective (meta)magnetic material can be
employed: (1) one approach is the adsorption of organic substrates (molecules en/or
polymers) on ferromagnetic substrates and (2) another strategy is the adsorption of
molecules or polymers on non-magnetic metallic surfaces and generation of

emergent magnetism via interfacial re-hybridisation.

Polymers in contact with magnetic materials are widely employed in organic
electronics applications such as polymer light emitting diodes, solar cells, transistors
and spintronic devices. The key challenge to develop new technologies based on this
strategy is to understand the physics of charge transport, charge transfer, magnetism

and luminescence, as well as, understanding the metallo-organic interfaces [9-13].

In this Chapter, I will first describe different organic electronics devices presenting
metal/polymer interfaces, whose functioning depends on the control and
manipulation of the electronic charge ignoring the spin of the electron. Then, we will
introduce organic spintronics where the spin of electrons is taking into consideration

to extend the functionality of the conventional metal-organic interfaces.

1.2 Organic electronics

Optoelectronic devices convert electrical power into (visible) light (light-emitting
diodes, LEDs) or light into electrical power (solar cells, SCs). When the LED is
made up of a polymer or an organic molecule they are called polymer light-emitting
diodes (PLEDs) or organic light-emitting diodes (OLEDs) respectively. Following
the same nomenclature, SCs made by polymers are called polymer solar cells (PSCs)
while if they are made by organic molecules they are called organic solar cells
(OSCs). In addition to these technologies, further application of organic electronics is
found in organic field effect transistors (OFETS): (organic) semiconductor devices

that enable use of one electrical signal to control another.

Functional polymers are used in organic electronics devices for their low cost and
flexibility. Moreover, they offer the possibility to tune the polymer chemical
structure and emerging physical properties in order to meet the requirements needed



to improve the device performance. Functional polymers for optoelectronic
applications must be semiconductors in order to enable light absorption (emission) or
voltage-dependent electrical conductivity as required for LEDs, SCs and OFETSs.
Most semiconductor polymers used to develop optoelectronic devices are =-
conjugated polymers such as polyflourene [14], polyacetylenes [15] or poly(para-

phenylene) due to their low-cost and ease of processing [16].

All these devices work due to the charge transfer through the organic semiconductor
and optimisation of their efficiency rests on understanding of their fundamental
properties as governed by the materials composition, morphology and processing as
well as their interfaces with the electrodes and/or electrolytes were presents. In the
following, I will introduce the basic design and working principles of each type of

device.

1.2.1 Polymer light emitting diode

A polymer light-emitting diode (PLED) is a light-emitting diode in which the
emissive electroluminescent layer is a polymer film that emits light in response to an

electric current.

A schematic energy—level working principle diagram for PLED which represents the
exciton dissociation mechanism is shown in Fig. 1.1. A PLED device is formed by a
negative terminal (cathode) and a positive terminal (anode). Between the anode and
cathode there are two layers made from polymers called the electron-conductive
layer, which is next to the cathode, and the hole-conductive layer, next to the anode.
As the electric current starts to flow, the polymer is oxidised in the anode side
produced by the hole injection in the HOMO of the organic layer. Conversely, at the
cathode, the polymer is reduced because electrons are injected in the LUMO of the
functional material, thus a negative charge carried (electron) appear at the interface
(step 1, in Fig. 1.1). The electron-conductive layer becomes negatively charged while
the hole-conductive layer becomes positively charged. When an electron meets a
hole in the light emitting layer, the recombination forms a bound electron-hole pair

called polaron pair exciton, PP (step 2, in Fig. 1.1). The emission of light (photo-



luminescence) is produced when the excitons are relaxed into the ground state (step
3, in Fig. 1.1).
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Figure 1.1: Adapted from [17]. Working principle of OLED: (1) charge injection and charge
transport; (2) recombination of positive and negative polarons to form loosely bound PP; and
(3) exciton formation and emission.

The energy difference between the HOMO (LUMO) level of the conducting polymer
(emissive polymer) and anode (cathode) layer correspond to the energy offset of the
ionisation potential (electron affinity). Therefore, the emissive polymers must have
the LUMO energy similar to the cathode work function while the conductive
polymer must have similar HOMO energy to the anode work function to facilitate
charge injection [10, 11]. Some w-conjugated polymers films employed as electron-
conductive layer in PLEDs are polyfluorenes (PFO), poly(1,4-phenylene) (PPP),
poly(1,4-phenylene vinylene) (PPV) [18].

1.2.2 Solar cells

Solar cells convert (solar) light into electricity. Polymer solar cell (PSCs) devices can
be composed by a single layer, a bilayer or a bulk hetero junction. The difference
between them is the charge generation mechanism. Single layer devices are formed
by only one active material while bilayers and bulk hetero junctions are based in two

types of materials, an electrons donor layer and electrons acceptor layer.

Single active layer devices are formed by a sandwich of two electrodes, anode and

cathode, with different work function and an organic layer in the middle. The



electrodes set up an electric field in the organic layer and this facilitates the
separation of polaron pairs and the transport of the electrons to the anode and the

holes to the cathode. However, single layer devices have very low efficiency [19].

Bilayer PSCs are formed by a cathode and an anode used for extracting the charges
from the solar cell. Between them, electrons acceptor and holes acceptor layers and a
central layer called light-harvesting layer which separate the excitons into electrons
and holes. However, due to the short diffusion lengths of excitons in most conjugated

polymer film, only a low rate of excitons can diffuse to the interface [20].

To solve this problem, bulk heterojunctions have been widely employed where the
donor and the acceptor materials are mixed together to form a polymer blend. This
approach improves the excitons dissociation because the length scale of the polymer
blend is smaller than the diffusion length, favouring the harvest of excitons at the
interface [21]. Therefore, polymer bulk heterojunction is one of the most promising
types of solar cells due to its low-cost, larger efficiency and large scale fabrication by

solution processing [22].
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Figure 1.2: Adapted from [22]. a) Sandwich architecture of a polymer bulk heterojunction
device. b) A schematic representation of the working principle of an OSC.

Fig. 1.2 shows the schematic structure representation of a bulk heterojunction PSC
and the schematic energy-level diagram representing the exciton dissociation
mechanism. The fundamental processes in a bulk heterojunction PSC are the
inversed from PLEDs. In PSCs, driven by the absorption of light (step 1), highly

localised excitons are generated (step 2). The next stage is the excitons diffusion to



the donor-acceptor interface. The excitons must be dissociated to generate electrical
current, first creating charge transfer states (polarons pairs); then the polarons will be
separated into a hole and an electron (step 3). Finally, the free charge carriers must
move to the cathode and anode respectively (step 4). The overall device performance
depends on the efficiency of all the steps, from light absorption to charge extraction.

Thin film polymer solar cells offer a low cost, light weight, flexibility and
environmental friendly alternatives to their inorganic counterpart based on materials
such as crystalline silicon, cadmium telluride, or copper indium germanium selenide
[21]. Functional polymers employed in optoelectronic devices need to accomplish
certain specifications. For instance, the first criteria to choose a polymer for solar cell
application is the efficiency absorbing solar energy, the polymer band gap should be
between 1 and 2 eV to match the energy of the maximum fraction of visible light
photon reaching the Earth [23].

Moreover, they must be able to transport charge carriers (electrons and holes) from
the electrodes to the recombination in the case of the PLEDs or the inverse, from the
central layer to the respective electrodes for PSCs. Furthermore, semiconductor
polymers must be insulators in the ground state and conductive after the injection or
formation of charge carriers. Semiconductor polymers for OLEDs should offer
adequate charge-carrier mobility for electrons and holes. Nevertheless, in PSCs, the
semiconductor polymers must ensure correct mobility for separate for electron and
holes to avoid excessive loss of energy in the separation of the electrons and holes
[24]. Polymer—fullerene solar cells show efficiencies around 10%, which indicates

remarkable progress towards a promising future [25-27].

All-organic SCs present lower cost, more environmental friendly production and
flexibility in the molecular design. Optoelectronic polymers such as polythiophenes
polymers [28] may be used as electrode materials. However, although they show
energy conversion around 9 % they have to overcome several disadvantages as their
tendency to aggregate, shorter excitons lifetime and relatively narrow absorption in

the visible region [29].



1.2.3 Organic field-effect transistors

Organic field-effect transistors (OFETS) are cheap and flexible devices with potential
applications in electronics circuits [30]. Field-effect transistors have the following
components: a semiconducting layer, a gate electrode, a dielectric gate, source and
drain electrodes that are in contact with the semiconducting layer as is shown in Fig.
1.3. The gate electrode can be a metal or a conducting polymer, while the gate
dielectrics must be an inorganic or polymeric insulator. The source and drain
electrodes, which inject charges into the semiconductor may be a conducting
polymer. OFETs work by accumulation of charge at the semiconductor/dielectric
interface between the semiconductor and dielectric upon the application of voltage.
Voltage is applied to the gate and drain electrodes while the source electrode is
grounded. The source is the charge-injecting electrode being more negative than the
gate electrode when electrons are injected and more positive than the gate electrode

when holes are injected [31].
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Figure 1.3: Adapted from [13]. Schematic representation of the transistor geometry.

The efficiency of the device is based on the charge transport characteristics at the
two interfaces: the electrode/semiconductor and the insulator/semiconductor
interfaces. The electronic energy levels of these materials should match in order to
reduce the contact resistance and increase the carrier transport performance.
However, the extent of the interfacial accumulation layer into the bulk of the

semiconductor, the relation between carrier distribution in the interfaces and



transport properties and how optimise the device by all these factors still need further

investigation [12, 13].

1.3 Organic spintronics

The field of molecular electronics is based on the electron charge without having into
account the spin degree of freedom. Molecular electronics devices have high power
consumption, heat dissipation and information storage based on them is volatile, i.e.
stored data need electricity to be preserved. Furthermore, the downscaling of
electronics devices has become an important feature to store and operate as many
operations as possible in the smallest possible volume, thence amount of active
material [32]. In order to overcome these limitations, spintronics has recently
attracted significant attention. Spintronics aims to exploit the electron spin degree of
freedom rather that its charge to carry and store information. Spintronics offers the
possibility of enhanced functionalities, higher speed, and reduced power
consumption. Furthermore, the spin lifetime and the spin currents can be
manipulated. Therefore, the field of molecular electronics in combination with the
spintronics aim to progress toward the development of high performance,
miniaturised magnetic devices with increased functionalities. Spintronics solutions
hold great potential for a wide range of applications such as logic, information

storage, communications, and quantum computing [33].

Organic spintronics employs organic semiconductors (OSCs) such as organic
molecules, (n-conjugated) polymers and amorphous carbon, as active materials due
to their low cost, light weight and flexibility. In addition, the properties of organic
materials can be modified by external stimuli such as magnetic or electric fields,
temperature, current, light, etc. Furthermore, polymers films offer the possibility of
adjusting their properties by modifying the chemical structure, side groups,
heteroatoms, molecular weight, etc. overall offering several potential advantages

with respect to inorganic semiconductors.

The transport mechanism of the inorganic SC is based in the band transport;

electrons are delocalised due to the strong overlap between m-orbitals and give rise to



energy bands (see Fig. 1.4a). On the other hand, in OSCs, the main transport
mechanism is charge hopping, charges jump from one localised state of a molecule
to another (see Fig. 1.4b). Charge hopping leads to smaller carrier mobility than band

transport which favours the hole-electron recombination [34].
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Figure 1.4: Adapted from [35]. a) Representation of the structure for band transport. If the
overlap between molecules is strong enough, the overlap of bonding and anti-bonding z-
orbitals leads to the formation of energy bands formed by a quasi-continuum of states. b)
Representation of the structure for hopping transport. In an amorphous material disorder
leads to a dispersion of localised states [36-38].

Long spin-relaxation time, time for loosening the spin-polarisation, allows increasing
the spin-diffusion length which is an important feature to create efficient spintronic
devices. The spin-relaxation time is related to the spin orbit coupling (SOC),
interaction between the electron’s spin and its orbital motion around an atomic
nucleus, and the hyperfine interactions (HFIs), interactions between the spin of the
mobile carriers and the nuclei spins. Inorganics SCs contain heavy atoms leading to
large SOC. On the contrary, OSCs are normally composed by light molecular weight

materials leading to weaker SOC [39].

HFIs in OSCs are mainly due to the presence of H atoms, because they possess a
nonzero nuclear spin. Conversely, the most common isotope of C (*2C) does not
exhibit any HFI lacking a nuclear spin. Therefore, HFI can be effectively reduced by
using m-conjugated systems due to the minimum presence of H atoms. It is important
to note that, although residual HFI can be present in OSCs, its influence is less severe

than SOC in inorganic materials.
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To explore the influence of the HFI on the spin-relaxation, Nguyen et al. studied the
impact of isotope exchange of organic m-conjugated polymers poly(dioctyloxy)
phenyl vinylene (H-DOO-PPV). The strongly coupled hydrogen atoms were
substituted by deuterium atoms having much smaller hyperfine coupling constant.
The results show that D-DOO-PPV shows spin-diffusion length three times longer
compared to H-DOO-PPV. This indicated that HFI in DOO-PPV are a crucial spin
loss mechanism [40]. According to this, fullerenes which have spinless nucleus, and
thus zero HFI should show larger spin-diffusion lengths. However, the spin-diffusion
lengths are not as long as expected. This is due to the SCO that, in the case of
fullerenes, is the limiting factor [41].

Accordingly, fine-tuning of both SOC and HFI, that majorly affect to the response to
magnetic fields in OSCs, is essential for their potential use in spintronic devices [13,
42]. However, as described in this literature review, there are several factors that play
an important role for these features including the composition and structure of the
OSCs [43]. Therefore, a better understanding is crucial to progress the field towards

large-scale industrial implementation.

The operation of spintronics device rests on three different actions on the spin
degrees of freedom: spin-injection, spin-transport and manipulation and spin-
detection. A basic spintronics device is shown in Fig. 1.5. It consists of a non-
ferromagnetic spacer sandwiched between two ferromagnetic (FM) electrodes with
different coercivity, i.e. different intensities of the applied magnetic field is required
to drop to zero the magnetisation of the FM electrodes after the material

magnetisation has been saturated.

The first electrode is used as a spin-injector, the spin-polarised current is propagated
along the non-magnetic spacer and finally detected by the second FM electrode [35].
When a positive magnetic field is applied to the device, the electron spins in the FM
electrodes are forced to be parallel resulting in a low resistance for the overall
junction. Conversely, when the magnetic field is decreased below zero, the electrode
with lowest coercivity field is the first one to switch its magnetisation into an

antiparallel configuration, resulting in a higher resistance. The magnetoresistance

11



(MR) is defined as the relative change on the resistance between the parallel and
antiparallel configuration [44]. Recently, an additional magnetoresistance called
organic magnetoresistance (OMAR) related to change in electrical resistivity was
measured in organic light emitting diodes. However, the OMAR mechanisms are still
unclear, although understanding them would be desirable for the improvement of

magnetic sensor and lighting devices [17].
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Figure 1.5: Adapted from [35]. Schematic representation of a basic spintronic device. The
first FM electrode acts as a spin-polariser capable of spin-injection into the spacer. Spin-
polarised current is transported through the spacer and it is finally detected by the second FM
electrode.

Depending on the nature of the spacer two different spintronic device can be
envisaged. In spin valves (SV) devices, the spacer is a non-magnetic conductor or
semiconductor. SVs are based on the giant magnetoresistance (GMR) which arises
from spin dependent scattering of the conduction electrons at the FM/semiconductor
interface. On the other hand, in magnetic tunnel junction (MTJ) devices, the spacer is
a thin insulator and the physical property that permits to modulate the measured

signal is tunnel magnetoresistance (TMR) [45].

In 2002, Dediu et al. reported the first evidence of spin-injection and spin-transport
in an organic spintronic device. The SV experimental device had a three layers
configuration: a conjugated OSC, sexithienyl (T6) film (100-150 nm) was
sandwiched, between two LSMO (Lax.1SrkMnOgs) ferromagnetic layers. The

measured MR was negative (see inset in Fig. 1.6), which corresponds to low

12



resistance when the two FM layers are parallel, and large resistance in the

antiparallel case [46].
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Figure 1.6: Adapted from [46]. |-V characteristics of a Lag;SrysMnQOa/T6/Lag7SresMnO3
junction as a function of the applied magnetic field for 140 and 400 nm channel lengths.
Down triangles and circles correspond to the system without applying a magnetic field,
while for up triangles and crosses a perpendicular magnetic field of 3.4 kOe was applied.
The dashed line indicates the expected slope for 400 nm junction as calculated from 140 nm
junction by assuming a linear resistance increase versus channel length. The inset reports the
measured MR as function of the OSC width, where MR = R(0) — R(3.4 kOe).

Qualitatively similar behaviour was found when small organometallic molecules are
in contact with FM metals. In 2004, Xiong et al. reported a fundamental work where
a negative MR of 40% was found in an organic SV formed by LSMO/AIq3(130
nm)/Co. The =z-conjugated OSC Algs (tris[8-hydroxyquinoline] aluminium,
Al(CyHgNO)3) is the most widely used electron transporting and light-emitting
material in OLEDs. They confirmed that spin-polarised carrier injection, transport
and detection, is possible using n-conjugated OSC [47].

In 2006, Majumdar et al. built a polymeric SV using conjugated polymer poly 3-
hexylthiophene (RRP3HT) as the spacer layer (70-80 nm) between FM LSMO and
Co. They observed spin-selective tunnelling at the LSMO/RRP3HT interface which
leads to positive MR of 80% at low temperatures (5 K). These results indicate that
organic polymers can be a potential candidate for spintronics applications [48].
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The proof of concepts confirm that spin-injection, transport and detection is possible
using OSC (small molecules and polymers). The value of the MR is determined by
the injection/detection efficiency at the organic molecule/electrode interface which is
related to the interactions at the hybrid interface [49]. As a result, fundamental
understanding of the electronic and magnetic properties of such hybrid interfaces

holds the key to rational progress in the field.

1.4 Fundamental insights into the FM metal/organic interfaces

To better understand the physics of organic spintronics, it is helpful to disentangle
the bonding mechanism at the OSC/FM metal interfaces. Fig. 1.7a shows that when
the molecule is isolated from the ferromagnetic metal, the electronic structure of the
magnetic metal is described by a broad spin-split density of states (DOS) for spin-up
and spin-down electrons. On the other hand, the isolated molecule shows discrete
energy levels, indicative of an infinite lifetime, (the width of the peak is inversely
proportional to the lifetime of the state once populated) in the absence of any
interaction with the surrounding environment. Fig 1.7b and Fig 1.7c show that the
DOS of the molecule are modified when the molecule and the metal are brought
together. First, owing to the broadening, the lifetime of the electronic state is no
longer infinite: electrons can leak in and out of such a state. The broadening depends
on the FM metal/molecule interactions and the symmetry of the molecular levels
[50]. The second effect is related to the energy shift of the molecular level from the
initial position when the molecule is isolated to the final energy one. Such a shift is
also the result of the interactions (and charge-transfer) with the metal. As a result, if
understood and controlled, the interface hybridisation can be used to modify the spin-
polarisation and thus tune the characteristics of spintronics junctions and devices
[51].
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Figure 1.7: Adapted from [52]. Schematic representation of the OSC/FM metal hybrid
interface. a) The FM metal (left) and the molecule (right) are separated and non-interacting.
The metal presents broad spin-polarised density of states (DOS) split in spin-up DOS (blue)
and spin-down (red) while the molecule shows a series of discrete energy levels (here only
the HOMO s represented). In this case, the DOS of the metal alone determines the spin-
polarisation of the tunnelling current. When the molecule is brought into contact with the
metal the DOS is modified in two ways: b) the energy levels broaden and c) their energy
position shifts. In both cases new peaks in the DOS might appear at the Fermi level (Eg) of
the electrodes, arising from new hybrid interfacial states. It is this new DOS that determines
the spin-polarisation of the injected current.

The interface hybridisation depends on the adsorption strength of the molecule onto
the substrate. The strength of the molecule-surface interaction can be calculated

using the adsorption energy:

Eads = Etot - (Esurface - Emolecule)' (1)

where E..; is the total energy of the molecule-surface system, Eg, face 1S the energy

of the clean surface and E,o1ecule 1S the energy of the molecule.

Fig. 1.8 shows the two main bonding mechanisms for organic materials adsorbed
into FM substrates: physisorption and chemisorption. Physisorption is a weak
adsorption produced by the molecule-surface attractive interactions, Van der Waals
forces. Physisorption results in small adsorption energies (< 0.1 eV) and modifies the
electron density leading to a reorganization of the HOMO-LUMO gap. On the other
hand, the chemisorption interaction is characterised by a strong re-hybridisation of
the molecular orbitals and the d-states i.e. the valence orbitals of the substrate, that
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are involved in chemical bonding and interfacial re-hybridisation. Chemisorption
presents larger absorption energy (>0.5 eV). Strong molecular adsorption into a FM
substrate produces a larger Density of States at the Fermi energy DOS(Eg), which
gives to the molecule a metal-like character. In that case, the DOS at spin-up is
different to the DOS at spin-down leading to a spin-polarisation at the Fermi level.
The two bonding mechanism can have charge transfer and both can modify the

electronic structure of the molecule [53].
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Figure 1.8: Adapted from [54]. a) Schematic illustration of the energy level alignment
between a molecule and a surface. Depending on the strength of the molecule-surface
interaction, the adsorption process can be labelled as b) physisorption or ¢) chemisorption.
Note that, in the case of a weak molecule-surface interaction leading to a physisorption
bonding mechanism, a renormalisation of the HOMO-LUMO gap can occur on polarisable
substrates. In the case of the chemisorption bonding mechanism that implies a strong
molecule-surface interaction, the molecular orbitals hybridise with the electronic states of the
substrate in question, leading to bonding and anti-bonding electronic states with a mixed
molecular-surface character. EA: electron affinity, IP: ionisation potential, VL: vacuum
level.
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1.5 Interface spin-filters

The spin-injection efficiency depends on the hybrid interface and it is based on the
spin- injection barrier, the conductance and the spin-polarisation. The spin-injection
barrier, which is the energy difference between the HOMO or LUMO and the Ep,

must be minimised for spin injection (see Fig 1.9a) [55].

The second factor is the conductance at the interface, the conductance of the
electrodes and the OSCs at the interface should match to prevent charge
accumulation and the onset of additional polarisations across the junction. However,
the conductance difference between FMs and OSCs generate a so-called conductance

mismatch (see Fig 1.9b).

There are two methods to overcome the conductance mismatch problem: (i) include a
tunnelling barrier between the FM electrode and OSC and (ii) direct hybridisation of
the FM/OSCs interface. The first option is to use a tunnel barrier layer as a spin
selective resistance which act as a spin-filter, as is shown in Fig 1.9c. Spin-filters are
systems which transport electrons of a certain spin orientation facilitating a highly
spin-polarised current. The exchange splitting of the conduction band of spin-filter
materials creates two different energy tunnel barriers: a lower one for spin-up (spin-
down) and a higher on for spin-down (spin-up) electrons. Thus, spin-up (spin-down)
electrons exhibit larger tunnelling probabilities leading to spin-polarisation,
unbalanced number of spin-up and spin-down hybrid states close to Ef on the

molecular orbital [56].

The second method takes advantage of the hybrid interface features. The new DOS
near the Er formed by the hybridisation between the molecular and surface electronic
states at the OSC/FM interface may act as spin-filter (see Fig. 1.9d). Spin-filter
molecule/FM interface may exhibit opposite spin-polarisation compared to the
underlying FM substrate because of the spin-split hybridisation of electronic states at
these interfaces [57]. Therefore, these spin-polarised hybrid states determine the
spin-injection on the organic molecule. The wide range of OSC molecules available

offers the possibility of using a specific OSC molecule to induce a desired hybrid
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interface states in order to tune the energy level alignment and spin-polarisation at

the interface.
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Figure 1.9: Adapted from [58]. Schematic model of the energy level alignment and the DOS
at the FM/OSC interfaces. a) Injection barrier formed at an idealised interface between a
spin-polarised (due to exchange splitting) FM substrate and OSC for effective electrical
charge injection without any voltage applied. The spin-injection barrier must be overcome
because this process is spin-undiscriminating. b) Application of a bias voltage. Due to the
conductance mismatch, there is a vanishing spin-injection into the OSC. c) Tunnelling
barrier approach: inserting a highly resistive spin-selective tunnel barrier (light blue) at the
FM/OSC interface which acts as a spin-filter. d) Hybrid interface states approach: DOS
modification and spin-split states at Er induced by chemisorption creates new spin-polarised
states at Er which can couple in a resonant tunnelling process to a second OSC 2 (large green
circles) with suitable charge transport levels. Such interface engineering can conserve the
spin-polarisation, and in combination with a second appropriate organic molecule in the
subsequent layers can be used to overcome the conductance mismatch.

Some OSC/FM interfaces show local inversion of the spin-polarisation close to Ef,
I.e. there is a switch of the spin-polarisation sign at the molecular site with respect to
the FM surface. The sign and magnitude of the spin-polarisation is related to the
strength of the OSC/substrate binding [51]. In turn, the adsorption strength depends
on (i) the substrate: reactivity, reconstruction (ii) the type of molecule:
electronegativity, symmetry of the molecule and symmetry of the d-orbitals in the

case of organometallic, and (iii) the adsorption geometry. Therefore, the physical
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properties of a given spintronics device depend on the composition and the structure

of the systems used in the spintronics junction.

1.6 Not just one spintronics interface

In the last years, the research on organic spintronics has focussed on developing new
spintronics functionalities merging from the hybrid molecule/substrate interface and
the understanding of how the molecule-surface interactions alter the emerging
interfacial magnetic properties [42, 51, 53]. The adsorption of a molecule on a
magnetic substrate modifies the magnetic exchange coupling interface. The magnetic
exchange coupling due to the charge transfer between the organic molecule and the
FM surface at the organic/FM metal interface is understood to stabilise the molecular
spin at the interface and to determine the joint electronic and magnetic properties of
the system. An increment of the magnetic exchange coupling (magnetic hardening)
or decrement (magnetic softening) due to molecular adsorption depends on both: (i)
the interface hybridisation of the molecular electronic states with those on the
substrate and (ii) the interface reconstruction due to geometrical changes induced by
molecular adsorption (geometrical effect) [59]. These elements reiterate that a better
understanding of the OSC/substrate hybrid interfaces is required for progress in the
field towards development of high-efficiency spintronic devices capable of large

scale industrial take up.

In the following, | review different OSC/substrate interfaces. The OSCs involves
molecules and polymers. We will describe systems with (i) non-metallic molecules
such as fullerenes, graphene and polymers; and (ii) organometallic. Fullerenes and
graphene are m-conjugated systems particularly interesting for spintronics
applications due to the absence of hydrogen atoms that lead to spin de-phasing
caused by HIF. Furthermore, these molecules feature very weak SOC due to their
light atoms composition. In addition, polymers exhibit larger spin-polarisation and
transport compared to small molecules and they show adjustable spin-filter that
improves the spin-injection. This is attributed to a better conjugation, leading to

better transport and longer spin-relaxation length [60]. Furthermore, the soft flexible
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atomic configuration of polymers facilitates well-contacted interfaces which may
enhance the magnetic properties of the system [61]. On the other hand,
organometallic are OSC materials that contain at least one bond between
a carbon atom and a metal. They will be used to study the influence of the central
metal atom to tune the organometallic/substrate interface properties.

1.6.1 Organic materials/FM substrate interface
1.6.1.1 Strength of interaction with the metallic substrate

As mentioned before, the substrate reactivity influences the adsorption strength,
interface re-hybridisation and emerging spin-polarisation. Physisorbed MnPc onto a
non-magnetic substrate as Cu(001) exhibit a very weak hybridisation between the
Mn 3d-states and Cu 3d-states at/or close to the Ef leading to a magnetically inactive
interface, i.e. there is no spin-polarisation at the ground state. On the other hand, the
same organometallic chemisorbed onto FM Co(001) leads to a magnetically active
interface [62]. In addition, adsorption of CoPc on FM substrates such as Co/Cu(111)
or Fe/W(110) leads to an enhancement of the spin-polarisation. Nevertheless, the
same molecule adsorbed on Fe/W(110) substrate show larger value of spin-
polarisation. These results suggest that stronger adsorption interactions between the
organometallic and the FM metal lead to an increment of the spin-polarisation on the

organic ligand of the organometallic molecule [57].

1.6.1.2 Surface reconstruction

Surface reconstruction refers to the rearrangement of the surface atoms in a different
structure from the bulk-like one. The effect of surface reconstruction was studied by
the adsorption of Cgy on Fe(001). The interface properties of non-reconstructed and
reconstructed substrate were compared (see Fig. 1.10). The different bonding of the
two systems leads to different properties at the interface. The charge transfer to the
Ceso from the reconstructed (unreconstructed) Fe substrate is 3.36 (1.81) electrons.
Therefore, the energies of the HOMO and LUMO are lowers in the reconstructed

case. Larger values of spin-polarisation at the Ef are found for reconstructed systems
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(-0.16 ug) than for the unreconstructed structure (0.08 pg). Furthermore, for the
reconstructed system there is an inversion of the spin-polarisation at the Fermi level.
Fig. 1.11 shows the magnetic moments of the reconstructed surface. The inversion of
the fullerene Cgo magnetic moments is larger with shorter C-Fe distances. The Fe
magnetic moments are reduced after the fullerene adsorption, the reference Fe
magnetic moments value for the first and second layer are 2.98 and 2.37 pg
respectively. Thus, the reconstruction of the surface leads to larger values of spin-
polarisation around Er and enhances the fullerene magnetic moment [63]. Similar
results are found when the substrate is Ni [64]. Therefore, the surface reconstruction
Is demonstrated to be very effective in inducing magnetic hardening or softening of

the interface.

(a) perfect surface (c) 4-atom hole (e) 4 hole rec
©- B
- -
)
¢
- I, : |
= g
(b) 1-atom hole (d) 5-aom hole D

top view

side view
Figure 1.10: Adapted from [63]. Adsorption of Cg 0n reconstructed Fe(001). a—d) Different
types of reconstruction: perfect surface without reconstruction and 1-, 4-, and 5-atom hole
reconstructions. e) Top and side views of the most stable reconstructed adsorption structure
with Cgo pentagon sinks-in a 4-atom hole (“4 hole rec”); only C atoms in the lower-half of

Ceo and Fe atoms in the top two layers are shown to display the interfacial structure in a
clearer way.

21



Figure 1.11: Adapted from [63]. &) Spin-density plot of the reconstructed structure as shown
in Fig. 1.10e, yellow (blue) corresponds to majority (minority) spins. Magnetic moments at
the interface (in ug), b) for Fe(001) top two layers and c) for Cgo bottom part.

1.6.1.3 Molecular electronegativity

Also, the electronegativity and reactivity of the absorbed molecule can influence the
hybridisation with the substrate and accordingly the magnitude and sign of the
emerging spin-polarisation. The adsorption of cyclopentadienyl radical (Cp, CsHs),
benzene (C¢Hs, Bz), and cyclooctatetraene (CgHg, Cot) on FM Fe/W(110) substrate
leads to a strong interaction between the n-molecular orbitals and the d-bands of the
FM substrate. More reactive molecules such as Cp and Cot lead to a stronger
inversion of the spin-polarisation compared to Bz whose interactions with the FM are
relatively weak [65]. Moreover, the substitution of the hydrogen atoms of Cp and Bz,
by F and CI show that more electronegative atoms, such as F and ClI, induce larger
magnetic moments on the molecule while decreasing the magnetic moments of the
Fe atoms underneath. Fig. 1.12 shows that by employing more electronegative atoms
(F), the inversion of the spin-polarisation occurs just for energies above the Ef,
whereas for energies below Eg, the spin-polarisation of the substrate is preserved
[66]. These results provide further evidence of the role of the molecular
electronegativity in tuning interfacial re-hybridisation and the emerging electronic

and magnetic properties at OSC/FM interfaces.
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Figure 1.12: Adapted from [66]. The calculated spin-polarisation at 3.0 A above the CgHs,
CeFs, and C¢Cls molecules adsorbed on a 2 mono-layer (ML) Fe/W(110) surface plotted for
occupied ([-0.3, 0.0] eV) and unoccupied ([0.0, +0.3] eV) energy intervals around Eg. The
organic molecules containing H and CI atoms show above and below the Fermi level a high,
locally varying spin-polarisation ranging from attenuation to inversion with respect to the
FM Fe film. In contrast, CsF¢ preserve the spin-polarisation of the Fe surface for energy
intervals just below the Fermi level and show an inversion of the spin-polarisation only for
energy intervals above the Fermi level. The z-scale refers to the sign of the polarisation. The
red colour indicates positive polarisation, the green shows the absence of polarisation and the
blue colour denotes a negative polarisation.

Furthermore, by affecting the exchange coupling interactions at the interface, the
electronegativity the molecule can induce magnetic hardening/softening of the
substrate. Replacing a C atom of the ethane (C,H4)/FeW(110) interface by a
heteroatom (B, N or O) shows that more electronegative atoms such as O induce
magnetic softening of Fe. On the other hand, less electronegative atoms such as B
and N leads to magnetic hardening of Fe [67]. Therefore, control of the molecular
electronegativity by chemical functionalization can provide an effective strategy to
tune the interfacial magnetic hardening or softening of originally FM substrates.

1.6.1.4 Symmetry of the d-orbitals in Metal phthalocyanines

Chemical functionalization of metal phthalocyanines (MPc) reveals more
information about the importance of the molecule/FM hybrid interfaces on the
magnetic behaviour of the systems. The MPc/FM interface couples the central metal
ion to the FM substrate via exchange interactions (see Fig. 1.13c). Partially occupied
d-states of the central metal atom of the organometallic molecule (Fe d°®, Co d’ and
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Cu d*) and the symmetry of the d-orbitals of the metal of the MPc play a crucial role

on the spin-polarisation at the interface.

The spin and atom resolved density of states (LDOS) of the different interfaces (see
Fig. 1.13b) shows that CuPc exhibits larger spin-polarisation at the E¢ than FePc and
CoPc when they are adsorbed on FM Co(001). Nevertheless, the magnetic moment
of CuPc after the adsorption is zero while CoPc and FePc exhibit magnetic moments
of 0.515 uB and 1.94 uB respectively due to the strong FM coupling. This difference
arises from the symmetry of the d-states of the metal central atom, which contribute
the most to the interface hybridisation. CoPc and FePc exhibit strong m-orbital
interactions with the d-states of the substrate due to the large contribution of orbitals
perpendicular to the molecular plane. On the other hand, CuPc/Co shows only weak
interactions through the orbitals perpendicular to the molecular plane [58]. Similar
results were found when CoPc is adsorbed on Fe substrate. The interface exhibits
local spin-polarisation values that range from inversion up to amplification (see Fig.
1.14) with respect to the FM metal. These results confirm that the emerging interface
spin-polarisation depends on details of the molecule/substrate hybrid states with non-

negligible effects from the symmetry of the d-states in the molecule, if present [68].
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Figure 1.13: Adapted from [58]. LDOS calculated with DFT+U, for a) free CuPc, CoPc,
and FePc molecules and b) the molecules when chemisorbed on Co(001) in a bridged
position shown in c¢). The horizontal energy scale has been stretched for better comparability
with the experimental data by a factor of 1.4. The insets show the relaxed adsorption
geometry of the molecules on the Co surface. In case of chemisorption (b), the Cu ion bends
out of the molecular plane whereas the phenyl rings of CuPc are drawn by up to 0.03 nm
toward the surface and away from the plane defined by the Cu ion and the pyrrolic N atoms.
For all three molecules the H atoms are pointing away from the surface. The magnetic
coupling of FePc and CoPc to Co is shown in d) where the spin-polarisation density is
dominated by the iron and cobalt central atom at the molecular side in an out-of-plane
geometry. Note the spin-polarisation present on carbon and nitrogen atoms of the phenyl
rings, which is created through interaction with the spin-polarised Co-d states of the
substrate.
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Figure 1.14: Adapted from [68]. Local spin-polarisation of CoPc adsorbed on Fe at three
representative energies. Raw- and average experimental data (blue trace) are compared with
DFT simulations including Van der Waals (red trace) and including SOC (pink trace).
Simulated data including SOC is only given in b) as the SOC corrections for a) and c) are
negligible.

1.6.1.5 Molecular symmetry

Interfacial re-hybridisation between the FM metal substrate and the adsorbed
molecule can also be affected and tuned by symmetry of the molecules.
Thiophene/Co interface exhibits inversion of the spin-polarisation in some atoms of
the molecule while the others show no inversion. Fig. 1.15 shows that this feature is
due to the influence of the S atoms on the metal-molecule orbital overlapping.
Carbon atoms far from the S atoms present larger orbital overlap with the substrate,

which leads to larger exchange coupling and spin-polarisation inversion [69].
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(b)

Figure 1.15: Adapted from [69]. Local spin-polarisation An (102 e/bohr®) of electrons in the
energy range [Ex—0.4 eV, Ef] at a) the interface between the substrate and the thiophene and
b) the surface above the thiophene.

Similar results are found when organic molecules such as Bz, Cot or small transition
metal-benzene complex (BzV) are absorbed onto an antiferromagnetic (AFM)
substrate such as Mn/W(110). Fig. 1.16, 1.17, 1.18 reveal that different regions on
the molecules show different signs of spin-polarisation. Furthermore, charge transfer
from the Mn to the molecules induces a small magnetic moment on the molecule
while reducing the atomic magnetic moment of the Mn layer. This effect is stronger
in the case of the magnetic molecule (BzV) [70]. Therefore, use of asymmetric
organic molecules is also demonstrated to be an effective way to design the spin-
polarisation of organic/AFM interface.
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Figure 1.16: Adapted from [70]. a) Spin-polarisation in the vacuum 3.0 A above a Bz
molecule adsorbed on Mn/W(110), calculated for occupied energy levels [-0.4 eV, E¢ ]. b)
Slice of the spin-polarisation perpendicular to the surface plane along line 3 in panel (a). c)
Selected line profiles of the spin-polarisation. The red dashed line approximates the line
profile in the absence of any adsorbed molecule. The z-scale refers to the sign of the
polarisation. The red colour indicates positive polarisation, the green shows the absence of
polarisation and the blue colour denotes a negative polarisation.
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Figure 1.17: Adapted from [70]. a) Spin-polarisation in the vacuum 3.0 A above a Cot
molecule adsorbed on Mn/W(110), calculated for occupied energy levels [-0.4 eV, E¢ ]. b)
Slice of the spin-polarisation perpendicular to the surface plane along line 3 in panel (a). c)
Selected line profiles of the spin-polarisation. The red dashed line approximates the line
profile in the absence of any adsorbed molecule. The z-scale refers to the sign of the
polarisation. The red colour indicates positive polarisation, the green shows the absence of
polarisation and the blue colour denotes a negative polarisation.
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Figure 1.18: Adapted from [70]. Spin-polarisation in the vacuum 1.6 A above a BzV
molecule adsorbed on Mn/W(110), calculated for occupied energy levels [-0.1 eV, Ef] (2)
and b)) [-0.4 eV, Ef] (c) and d)). The DOS are shown for the most relevant d orbitals of the
adsorbed V atom. The z-scale refers to the sign of the polarisation. The red colour indicates
positive polarisation, the green shows the absence of polarisation and the blue colour denotes
a negative polarisation.

Azobenzene molecules on FM substrate illustrate further aspects of the relationship
between the inversion of the spin-polarisation at the interface and the symmetry of

the molecule. Azobenzene molecules are interesting because they are stimuli-
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responsive materials which may undergo a conformational change from trans to cis
configuration. This response is triggered by the exposure to light or temperature.
Azobenzene molecule adsorbed on Fe/W(110) surfaces shows inversion of the local
spin-polarisation due to the azobenzene transition from trans to cis. Fig. 1.19 shows
that the cis conformation, due to its broken symmetry, leads to an asymmetric
adsorption which in turn results in different sign of spin-polarisation for each phenyl
ring. The computed charge transfer from the FM to the molecule for the trans (cis)
configuration is 2.36 (2.50) electrons. Similar to previous studies, the adsorption of
azobenzene leads to a reduction of the magnetic moment of the FM substrate at the
interface (from 2.4 pg to 1.4-2.2 pyg) and a consequent increment of the molecular
magnetic moments of the trans and cis configuration (0.22 and 0.16 pg, respectively
[71]). The sign reversal of the SP at the Fe surface in the two energy ranges is
attributed to the competition between the contributions of Fe d and sp states to the SP
above the surface. Although the Fe d-states are the dominant states and primarily
spin-down around Eg, the s and p, states are primarily spin-up in [Er — 0.5 eV,Eg]. At
a distance above the Fe surface, the s and pz states contribute more to the spin

polarization.”
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Figure 1.19: Adapted from [71]. The calculated spin-polarisation at 3.0 A above the a) trans
and b) cis azobenzene adsorbed on 1 ML Fe/W(110) surface with an area of 19x19 A? for
unoccupied [Ef, Er + 0.5 eV] (left panels) and occupied [Er — 0.5 eV, Eg] (right panels)
energy intervals around Eg. C, and Cg are marked as the two C atoms in the two phenyl
rings in the cis azobenzene.
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1.6.1.6 Adsorption geometries

In the case of weak interactions between the adsorbed molecule and the substrate,
there is no molecular state close to Er. However, the splitting of the interface states
close to the Er leads to a spin-filter effect i.e. the molecules are able to invert the
spin-polarisation of the surface. For instance, CuPc adsorbed on Fe/Mo(110)
substrate exhibits two different regions at the interface electronic structure. The first
one is a small energy interval close to Er with low density of hybrid interface states.
On the other hand, the second region, away from the Eg, is dominated by the hybrid
metal-organic interface and acts a spin-filter [72]. The spin filtering mechanism at
the interfaces is mainly affected by the character of the hybrid interface states and
their position with respect to the Eg If the molecule has a three-dimensional
structure, such as Alg3 and fullerenes, the hybrid interface states may be located
away from the metal, showing longer spin lifetimes. However, if the molecule is flat
such as MPc or ZMP, the molecule is closer to the metal leading to shorter spin

lifetimes.

However, not just physisorbed molecules can acts as a spin-filter, the chemisorption
of paracyclophane (Ci6His PCP) on a Fe/W(111) surface results in spin-splitting of
the electronic structure, suggesting a spin-filter functionality. This is due to the fact
that the PCP is composed by two rings with different adsorption geometries (see Fig.
1.20a). Fig 1.20b shows that the ring closer to the surface is chemisorbed on the
substrate leading to spin-polarisation at the hybrid interface and to a local
enhancement of magnetic hardening on the Fe atoms underneath the molecule
compared to the clean Fe surface atoms. This effect is due to an increase of the
exchange interactions (by a factor of three) of the Fe atoms immediately below the
molecule. On the other hand, the upper ring exhibits sharp spin-split PDOS and it

acts as a spin-filter [73].
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Figure 1.20: Adapted from [73]. a) The side and top view of the hollow site ground-state
adsorption geometry of a single PCP molecule on the FM Fe/W(111) surface. b) ¢ and =«
resolved PDOS of the lower (top) and the upper (bottom) ring of the PCP molecule on the
Fe/W(111) surface.

Similar results are found for phenalenyl molecules adsorbed into a FM substrate.
Phenalenyl molecules are open—shell systems formed by benzene rings. Phenalenyl
derived molecules form highly delocalised radicals that can be easily tuned to control
the charge transfer and the spin-injection [74]. The adsorption of zinc methyl
phenalenyl (ZMP, C14H100,Zn) dimer on Co(111) exhibits a peculiar electronic and
magnetic structure due to the different interactions of the two molecules of the dimer
(see Fig. 1.21a). The molecule closer to the substrate hybridises strongly. The charge
transfer between this molecule and the substrate leads to an enhancement of the
metal magnetic hardening at the interface with respect to the Co bulk layer. In
contrast, the orbitals of the second molecules only weakly hybridised with the FM
substrate. Fig. 1.21b indicates that the second molecule acts as spin-filter with a spin-
injection barrier of 0.73 eV for spin-down electrons and 0.87 eV for spin-up

electrons [4].
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Figure 1.21: Adapted from [4]. a) Ab initio model: top view (left) and side view (right) of
the relaxed molecules’ configuration on the Co(111) surface; grey, carbon; red, oxygen;
purple, zinc. The first-layer ZMP molecule (‘magnetic molecule’) absorbs flat, with six a-
carbons and the central carbon of the phenalenyl sitting directly on top of Co atoms, while
the B-carbons of the phenalenyl sit in a bridge position between Co atoms. The molecular
plane is ~2.1-2.2 A above the Co(111) surface (the C atoms are ~2.1 A above, the O and Zn
atoms are ~2.2 A above). The second molecule (‘spin filter molecule’) sits in a staggered
configuration over the first adsorbed molecule with a spacing of ~3.26 A, forming a
molecular n-dimer. b) PDOS of the first and second-layer ZMP molecule adsorbed on a Co
surface. PDOS of the first molecule is broadened showing metal-like character, while PDOS
of the second layer ZMP molecule shows discrete molecular energy levels, but with 0.14 eV
spin-splitting of the lowest unoccupied molecular orbital, leading to a difference in the
injection/tunnelling barrier height for the two spin channels. This process gives rise to a large
spin-filtering response. Blue and red data points refer to spin-down and spin-up channels,
respectively. ¢, and ¢, are the injection barrier height for spin-down and spin-up electrons,
respectively.

In the case of fullerenes adsorbed on FM substrates, only a few C atoms are bonded
directly to the substrate, opposite to the case of flat aromatic molecules. The hybrid
interface formed by the fullerene and a FM substrate is produced by the mix of the
Ceo m-orbitals and the d-band of the metal. The hybrid interface increases the
DOS(Er) compared to the isolated molecule, changing the molecule from
semiconductor to metallic. Experimental and theoretical studies confirm that the
fullerene/FM interaction induces spin-splitting of the states close to the Fermi level.
Therefore, the molecules acquire a spin-polarised DOS which is enhanced and

inverted with respect to the FM surface [75-77]. Fig. 1.22a shows the inversion of the
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spin-polarisation of the C atoms closer to the Cr(001) layer. The reduction of the Cr
magnetic moments in comparison to the bulk (3.11 ug) is observed (see Fig. 1.22b).
Such reduction is larger for the Cr atoms closest to the Cg (red dot in Fig. 1.22b)
[76, 77]. It is worth noting that, due to the spin-polarised electronic transfer, even
fullerenes 200 nm away from the interface play a role on decreasing the substrate
magnetic moments as observed for Cg/Co junctions [75]. The possibility of tuning
the spin polarisation in fullerenes opens a new route to engineer spin-filter effect

through molecular orbitals of non-planar molecules.

Bulk: 1.16 Surface: 3.11

Figure 1.22: Adapted from [74]. Magnetic moments of the Cg/Cr(100) system. a) Colour
map of the magnetic moments; red (blue) corresponds to positive (negative) magnetic
moment. b) Magnetic moments of the surface Cr atoms; the Cr atom just beneath the Cgg is
shown in red. The atomic magnetic moments (ug) of Cr bulk and of clean Cr(100) surface
are also indicated.

Furthermore, chemisorbed fullerenes on FM surface exhibit different interface
electronic structure depending on the adsorption geometry, which determines the
position of the hybrid state with respect to the Er. Cgo and C are a clear example:
Ceo/Fe(001) interface states are 0.2 eV above Er while C7o/Fe(001) interface states
lies at Fermi level. As a consequence, they show different MR. The larger MR of C
(up to 140 %) compared to Cg (up to 21 %) in SV devices at small bias [78].
However, recent experimental studies in SV composed by Fe304/AlO/fullerenes
(Ceo Or C70)/Co/Al junctions observed larger MR in Cgo compared to Cyo due to larger
molecular symmetry of the Cgo. Low symmetric structure leads to larger orientation
disorder and could lead to larger energy loss during the transport of the carriers [79].

Nevertheless, the interaction between molecule and surface induces a similar
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magnetic moment for Cgo (~ 0.22 uB) and Czo (~ 0.26 uB) [80, 81]. Therefore,
further research is required to study the influence of the adsorption site on the
adsorption strength. The DFT calculations reviewed here do not account for vibronic
coupling and consequently cannot capture Jahn-Teller effects and related distortions.
The Jahn-Teller (JT) effect is a geometric distortion produced in non-linear
molecular systems in an electronic state with orbital degeneracy. The distortion
removes the pristine degeneracy leading to splitting of the originally degenerate state
and lowering of the system symmetry [82]. JT effect can be found in some fullerenes
[82, 83]. The interplay in these materials between the distortions and the electronic
structure, through the Jahn-Teller effect can play an important role in the charge
transfer [84].

Studies of graphene adsorbed on Co/Ir(111) reveal different total magnetic moment
depending on the adsorption geometry. Adsorption sites fcc and hcp with shorter C-
Co distances show a total magnetic moment of -1.36 «B (AFM coupling) while for
top sites, where the interaction is weaker, the total magnetic moment is +0.14 uB
(FM coupling). In addition, experimental studies of graphene on Fe/lr(111) substrate
indicate that the charge transfer and the MR depends on the graphene-Fe distances.
Larger distances (up to 3.33 A) show no hybridisation, while shorter distances (2.05
A) indicate a strong hybridisation inducing a magnetic moment in graphene. Similar
theoretical results were found also for MnPc adsorbed on an AFM IrMn(001)
substrate. Larger charge transfer is observed to be linked to shorter distance between
the organometallic and the substrate. However, it is suggested that the molecule
geometrical distortion is the main cause of the enhancement of the magnetic moment
of the MnPc molecule. The molecule geometrical distortion is referred to an
increment of 2% of the N-Mn distance of the molecule produced by the adsorption.
Moreover, this geometrical distortion tunes the spin-polarisation around the Er from
negative to positive [85]. It is thus evident that a complete understanding of the
processes occurring at hybrid graphene-ferromagnetic interfaces is far from complete
[50, 51].

Finally, polymers such as 11,11,12,12-tetracyanonaptho-2,6-quinodimethane
(TNAP) absorbed into a FM substrate show a broadening of the DOS close to Er

34



leading to a spin-polarised interface. Therefore, these polymers have been employed
as spin-filter in organics devices in order to tune the spin-injection at the
polymer/FM interface. The function of TNAP is increase the work-function of the
interface, reducing the hole-injection barrier at the TNAP/FM interface [55]. In
addition, ferroelectric polymers such as poly(vinylidene fluoride) (PVDF), offer an
alternative to control the injection of spin-polarisation by modifying the ferroelectric
polarisation of PVDF. The PVDF/FM interface acts as spin-filter for electron
tunnelling [86].

1.6.1.7 Non-m-conjugated molecules

As mentioned in section 1.3, the spin-polarisation at the interface is due to the
hybridisation of the m-orbitals from the organic molecule and the d-states from the
FM metal. This suggests that molecules with only c-bonds i.e. without n-orbitals,
might not present highly spin-polarised interface states. However, recent
experimental studies confirm that aliphatic alkanes such as pentacontane in contact
with a FM metal do result in highly spin-polarised interface states due to the charge
transfer between the FM metal and the molecules and the ensuing re-hybridisation.
The charge transfer modifies the initial electronic structure of the molecule and of the
substrate, creating the hybrid states at the interface. These results reiterate that spin-
polarisation at the interface does not depends just on the molecule, it is a feature of
the interface between the molecule and the substrate [87].

Magnetic hardening and/or softening of the FM atoms below the molecule depends
on the binding strength of the adsorbed molecule to the FM surface. Adsorption of
organic molecules on a FM surface, such as Fe/W(110), induces FM interlayer
magnetic softening. Study of dioxan (C40,Hs) that is a c-system, i.e. all the atoms
have sp*-like hybridisation; and dioxin (C4O,H.) that is a n-conjugated system where
all the C atoms are sp? hybridised, indicates different binding energies, which in turn
lead to different magnetic exchange interactions. The adsorption strength is related to
the molecule-surface geometries adsorption. Fig. 1.23 shows that the dioxin molecule

adsorbs closer to the substrate than dioxan, resulting in an accordingly larger

35



molecule-surface re-hybridisation. The dioxan (o-system) is weakly chemisorbed ad
interacts with the FM substrate only through the O atoms. Conversely, the dioxin (z-
system) is strongly chemisorbed and interacts with the FM substrate through all the C

and O atoms involved in the pristine molecular 7 system.

Figure 1.23: Adapted from [67]. Side and top views of the a) dioxin (C,O,Hg) and c) dioxin
(C40,H,) molecules and the ground-state geometries for b) dioxan and d) dioxin adsorbed on
the magnetic substrate. Colour code: light grey, hydrogen; black, carbon; red, oxygen; gold,
iron; grey, tungsten.

It is important to note that the adsorption of dioxan and dioxin just modified the Fe
substrate magnetic moments of the four atoms underneath the molecule. The
magnetic moments of the Fe atoms under the dioxan are slightly reduced (< 1%)
compared to the clean Fe surface. Conversely, adsorption of dioxin leads to stronger
hybridisation and substantially larger changes (68%) in the magnetic moments of the
Fe-atoms beneath the molecule. Furthermore, weakly chemisorbed molecules (o
system) induces magnetic softening of the 2" topmost Fe layer (not immediately in
contact with the molecule) owing to the lifting of the topmost Fe layer and ensuing
reduction of the interlayer exchange interactions (see Fig. 1.24). Conversely, for
strongly chemisorbed molecules (m-conjugated system), this magnetic softening is
caused by the interplay between the geometrical effect and the hybridisation of -
molecular orbitals and d-states of the FM metal. [88]. Altogether these results
indicate that, albeit through different mechanism, also non n-conjugated molecules
present mechanisms and opportunities of tuning interfacial magnetic properties. In
Chapter 4 I will build on these results exploring the possibility of magnetic hardening

at the interfaces between Cu and non z-conjugated molecular systems.
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Figure 1.24: Adapted from [88]. Schematic representation of the interaction between the
dioxin molecule and the Fe/W(110) substrate. Hydrogen atoms are repelled from the surface,
whereas the central part of the molecule (oxygen and/or carbon atoms) interacts chemically
with the surface. This induces a geometrical distortion, e.g., a lifting of the topmost Fe atoms
immediately below the adsorbed molecule, which in turn leads to a decrease in interlayer
magnetic exchange interactions and overall magnetic softening of the 2™ topmost Fe layers.

Finally, further recent studies of spatially extended two-dimensional graphene film
adsorbed on Co(111) reveals an enhancement of the magnetic hardening of the Co
atoms underneath the graphene compared to the clean Co surface. However, there is
no magnetic hardening or softening for the interlayer magnetic interaction in contrast
to finite m-molecular systems which exhibit magnetic interlayer softening [89].
Interlayer magnetic hardening or softening is very interesting for spintronics
applications, where the magnetic ordering of the FM substrates need to be switched
independently with respect to each other.

1.6.2 Interfaces between originally non-ferromagnetic metals and /organics

The adsorption of OSC on FM surface leads to a modification of the molecular states
at the interface due to hybridisation which modifies the electronic and magnetic
properties of the FM substrate, resulting in the formation of novel interface states
with new properties. Very recently, it has been demonstrated that interface re-
hybridisation can also promote magnetism when nonmagnetic metal such as Cu and
Mn are employed as substrate for the adsorption of Cgo [57]. The phenomenon is
appealing because control and enhancement of emergent magnetism between cheap

and non-toxic materials such as light transition-metals and organic semiconductors
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may provide more eco-friendly and sustainable alternatives to conventional magnetic

materials and devices [57[90].

Fig. 1.25 shows a control experiment introducing a thin Al,O3 layer spacer between
the Cgo and the non-magnetic metal showing that there is no magnetism when this
layer is introduced. This control experiment, together with spin-polarised muon
spectroscopy, confirms that the magnetic state arises from the Cgo/Cu and Cgo/Mn
interface. Fig. 1.26 shows that the magnetisation of the Cu/Cg interface is more than
four times larger than for Mn/Cgo and it decays when the thickness of the fullerene is
larger than 2-3nm. It is suggested that this is due to better lattice matching and larger
Cu-Cgo charge transfer. In order to study the influence of the roughness on the
magnetic properties at the interface, several systems were modelled via DFT (see
Fig. 1.27a-b). Fig. 1.27c shows the atom-resolved analysis of the Stoner exchange
integral (Is) of the different interfaces indicating an increment of Is by a factor up to
four with respect to the Cu bulk. Such a substantial magnetic hardening has been
proposed to be the cause for the onset of ferromagnetic ordering at the hybrid
interface. Recent experiments [90] demonstrate that the effect is rather general with
emergent ferromagnetic ordering having being measured also for other interfaces
between paramagnetic (Sc, Mn, Pt) or diamagnetic (Cu) transition-metal layers and
differently m-conjugated organic substrates (fullerene Cgo and amorphous carbon
films) [90].

Overall, these results suggest new routes to produce magnetic ordering exploiting the
hybrid interfaces between molecular materials and non-magnetic metals [91]. This
Thesis is devoted to gather further fundamental understanding on the possibilities
offered by interfacial hybridisation between non-magnetic Cu and organic systems in

tuning the emergent magnetism.
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Figure 1.25: Adapted from [91]. Effect of molecular interfaces. Schematics and room-
temperature magnetisation for a  Ta(5)/[Ce(15)/Cu(2)]x5/Al(5) and a
Ta(5)/[Ceo(15)/AI(3)/Cu(2)/Al(3)]x5 sample; the numbers in parentheses are the film
thicknesses in nanometres. The Cu-to-Cg, charge transfer and interface reconstruction results
in substantial changes in the DOS of the metallic film and a band splitting that leads to
magnetic ordering. On the other hand, an Al spacer between both materials screens the
charge transfer from the 3d transition metal and stops the band splitting. emu,
electromagnetic unit.
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Figure 1.26: Adapted from [91]. Room-temperature magnetisation for Cu and Mn films.
Dashed lines are exponentially modified Gaussian fits. Error bars in thickness quantify the
film roughness. a) Dependence of the magnetisation on the Cu-film thickness for a total of
145 samples with the structure Ta(5)/[Cg0(10—20)/Cu(t)/Ceo(10-20)]x(1-5)/Al(5). Inset,
magnetic moment versus the number of Cgy(15)/Cu(2.5) interfaces: they are roughly linearly
proportional. b) As for (a), but for Mn, with 96 samples measured. The magnetisation in Mn
films is smaller than in Cu films, but propagates for a longer distance. Inset, out-of-plane and
in-plane magnetisation measurements of a [Cg(15)/Mn(2.5)]x4 sample as a function of
magnetic field strength (H). Hsy, magnetic field strength at which the magnetisation
saturates; emu, electromagnetic unit; pg, Bohr magneton.
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Figure 1.27: Adapted from [91]. a) Schematic of the molecularly rough Cu/Cg interface
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transform of the region within the dotted box, indicating the crystallinity of the Cg, layer.
The polycrystalline but continuous nature of the thin Cu insertion layer is evident. ¢) Atom-
resolved analysis of the DFT-approximated Stoner exchange integral I for the Cu atoms as a
function of the shortest Cu—Cg distance. |5 for bulk Cu is 0.86 eV.

1.7 References

1. Dincer, I., Renewable energy and sustainable development: a crucial review.
Renewable and Sustainable Energy Reviews, 2000. 4(2): p. 157-175.
2. Gutfleisch, O., et al., Magnetic materials and devices for the 21st century:

stronger, lighter, and more energy efficient. Advanced materials, 2011. 23(7):

p. 821-842.

3. Kramer, M., et al., Prospects for non-rare earth permanent magnets for
traction motors and generators. JOM, 2012. 64(7): p. 752-763.

4, Raman, K.V., et al., Interface-engineered templates for molecular spin

memory devices. Nature, 2013. 493(7433): p. 509-513.

41



10.

11.

12.

13.

14.

15.

16.

Bauer, D., et al., US Department of Energy Critical Materials Strategy. 2010.
Coey, J., Permanent magnets: Plugging the gap. Scripta Materialia, 2012.
67(6): p. 524-529.

Bruce, D.W., D. O'Hare, and R.l. Walton, Molecular materials. Vol. 14.
2011: John Wiley & Sons.

Miller, J.S., Magnetically ordered molecule-based materials. Chemical
Society Reviews, 2011. 40(6): p. 3266-3296.

Pei, Q., Light-emitting polymers. Material Matters, 2007. 2(3): p. 26.

David, T., W. Arasho, and S.S. Sun, Synthesis and structure-optoelectronic
property relationships of a series of PPV and SFTV derived polymers.
Journal of Polymer Science Part A: Polymer Chemistry, 2015. 53(19): p.
2202-2213.

Geng, R., et al., Article type: Review Paper Title: A Review on Organic
Spintronic Materials and Devices: |. Magnetic Field Effect on Organic Light
Emitting Diodes. 2016.

Dong, H., et al., 25th Anniversary Article: Key Points for High-Mobility
Organic Field-Effect Transistors. Advanced Materials, 2013. 25(43): p.
6158-6183.

Kronemeijer, A.J., et al., Two-Dimensional Carrier Distribution in Top-Gate
Polymer Field-Effect Transistors: Correlation between Width of Density of
Localized States and Urbach Energy. Advanced Materials, 2014. 26(5): p.
728-733.

Scherf, U. and E.J. List, Semiconducting polyfluorenes—towards reliable
structure—property relationships. Advanced Materials, 2002. 14(7): p. 477-
487.

Chen, S., et al.,, Polyacetylene,(CH) x: Photoelectrochemical solar cell.
Applied Physics Letters, 1980. 36(1): p. 96-98.

Cheng, Y.-J., S.-H. Yang, and C.-S. Hsu, Synthesis of conjugated polymers
for organic solar cell applications. Chemical reviews, 2009. 109(11): p.
5868-5923.

42



17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

Geng, R, et al., A Review on Organic Spintronic Materials and Devices: I.
Magnetic Field Effect on Organic Light Emitting Diodes. Journal of Science:
Advanced Materials and Devices, 2016.

Pei, Q., Light emitting polymers. Material Matters, 2007. 3: p. 26.

Kaur, N, et al., Organic materials for photovoltaic applications: Review and
mechanism. Synthetic Metals, 2014. 190: p. 20-26.

Tamai, Y., et al., Exciton diffusion in conjugated polymers: From
fundamental understanding to improvement in photovoltaic conversion
efficiency. The journal of physical chemistry letters, 2015. 6(17): p. 3417-
3428.

Lu, L., et al., Recent advances in bulk heterojunction polymer solar cells.
Chemical Reviews, 2015. 115(23): p. 12666-12731.

Duan, C., et al., Development of Active Materials and Interface Materials for
High Performance Bulk-Heterojunction Polymer Solar Cells, in Progress in
High-Efficient Solution Process Organic Photovoltaic Devices. 2015,
Springer. p. 191-219.

Thompson, B.C. and J.M. Fréchet, Polymer—fullerene composite solar cells.
Angewandte chemie international edition, 2008. 47(1): p. 58-77.

Nelson, J., et al., Modeling charge transport in organic photovoltaic
materials. Accounts of chemical research, 2009. 42(11): p. 1768-1778.

Li, G., R. Zhu, and Y. Yang, Polymer solar cells. Nature Photonics, 2012.
6(3): p. 153-161.

Dennler, G., M.C. Scharber, and C.J. Brabec, Polymer-Fullerene bulk-
heterojunction solar cells. Advanced Materials, 2009. 21(13): p. 1323-1338.
Brabec, C.J., et al.,, Polymer—fullerene bulk-heterojunction solar cells.
Advanced Materials, 2010. 22(34): p. 3839-3856.

Li, C.-T., et al., Composite films of carbon black nanoparticles and
sulfonated-polythiophene as flexible counter electrodes for dye-sensitized
solar cells. Journal of Power Sources, 2016. 302: p. 155-163.

Kim, B.G., K. Chung, and J. Kim, Molecular Design Principle of All-organic
Dyes for Dye-Sensitized Solar Cells. Chemistry—A European Journal, 2013.
19(17): p. 5220-5230.

43



30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.

41.

42.

Matachowski, M. and J. Zmija, Organic field-effect transistors. Opto-
Electronics Review, 2010. 18(2): p. 121-136.

Zaumseil, J. and H. Sirringhaus, Electron and ambipolar transport in organic
field-effect transistors. Chemical reviews, 2007. 107(4): p. 1296-1323.

Wang, K.L., et al. Comparison of spintronics and nanoelectronics for
information processing. in Solid-State and Integrated-Circuit Technology,
2008. ICSICT 2008. 9th International Conference on. 2008. IEEE.
Awschalom, D.D. and M.E. Flatté, Challenges for semiconductor spintronics.
Nature Physics, 2007. 3(3): p. 153-159.

Horowitz, G., Organic field-effect transistors. Advanced Materials, 1998.
10(5): p. 365-377.

Galbiati, M., Molecular Spintronics: From Organic Semiconductors to Self-
Assembled Monolayers. 2015: Springer.

McMahon, D.P., D.L. Cheung, and A. Troisi, Why holes and electrons
separate so well in polymer/fullerene photovoltaic cells. The Journal of
Physical Chemistry Letters, 2011. 2(21): p. 2737-2741.

Qin, T. and A. Troisi, Relation between structure and electronic properties of
amorphous MEH-PPV polymers. Journal of the American Chemical Society,
2013. 135(30): p. 11247-11256.

Fornari, R.P. and A. Troisi, Theory of charge hopping along a disordered
polymer chain. Physical Chemistry Chemical Physics, 2014. 16(21): p. 9997-
10007.

Naber, W., S. Faez, and W. Van Der Wiel, Organic spintronics. Journal of
Physics D: Applied Physics, 2007. 40(12): p. R205.

Nguyen, T.D., et al., Isotope effect in spin response of [pi]-conjugated
polymer films and devices. Nature materials, 2010. 9(4): p. 345-352.
Huertas-Hernando, D., F. Guinea, and A. Brataas, Spin-orbit coupling in
curved graphene, fullerenes, nanotubes, and nanotube caps. Physical Review
B, 2006. 74(15): p. 155426.

Devkota, J., et al., Organic Spin Valves: A Review. Advanced Functional
Materials, 2016.

44



43.

44,

45.

46.

47.

48.

49.

50.

51.

52.

53.

54.

55.

Niu, L., et al., Hyperfine interaction vs. spin—orbit coupling in organic
semiconductors. RSC Advances, 2016. 6(112): p. 111421-111426.

Fabian, J., et al., Semiconductor spintronics. arXiv preprint arXiv:0711.1461,
2007.

Zhan, Y. and M. Fahlman, The study of organic semiconductor/ferromagnet
interfaces in organic spintronics: A short review of recent progress. Journal
of Polymer Science Part B: Polymer Physics, 2012. 50(21): p. 1453-1462.
Dediu, V., et al., Room temperature spin polarized injection in organic
semiconductor. Solid State Communications, 2002. 122(3): p. 181-184.
Xiong, Z., et al., Giant magnetoresistance in organic spin-valves. Nature,
2004. 427(6977): p. 821-824.

Majumdar, S., et al., Application of regioregular polythiophene in spintronic
devices: effect of interface. Applied physics letters, 2006. 89(12): p. 122114-
122114.

Zhang, X., et al., Observation of a large spin-dependent transport length in
organic spin valves at room temperature. Nature communications, 2013. 4: p.
1392.

Rocha, A.R., et al., Towards molecular spintronics. Nature materials, 2005.
4(4): p. 335-339.

Barraud, C., et al., Unravelling the role of the interface for spin injection into
organic semiconductors. Nature Physics, 2010. 6(8): p. 615-620.

Sanvito, S., Molecular spintronics: The rise of spinterface science. Nature
Physics, 2010. 6: p. 562-564.

Atodiresei, N. and K.V. Raman, Interface-assisted spintronics: Tailoring at
the molecular scale. MRS bulletin, 2014. 39(07): p. 596-601.

Lazi¢, P., et al., First-principles insights into the electronic and magnetic
structure of hybrid organic-metal interfaces. Journal of Physics: Condensed
Matter, 2014. 26(26): p. 263001.

Shi, S., et al., Hybrid Interface States and Spin Polarization at Ferromagnetic
Metal-Organic Heterojunctions: Interface Engineering for Efficient Spin
Injection in Organic Spintronics. Advanced Functional Materials, 2014.
24(30): p. 4812-4821.

45



56.

57.

58.

59.

60.

61.

62.

63.

64.

65.

66.

Moodera, J.S., T.S. Santos, and T. Nagahama, The phenomena of spin-filter
tunnelling. Journal of Physics: Condensed Matter, 2007. 19(16): p. 165202.
Brede, J. and R. Wiesendanger, Spin-resolved characterization of single
cobalt phthalocyanine molecules on a ferromagnetic support. Physical
Review B, 2012. 86(18): p. 184423.

Lach, S., et al., Metal-organic hybrid interface states of a
ferromagnet/organic semiconductor hybrid junction as basis for engineering
spin injection in organic spintronics. Advanced Functional Materials, 2012.
22(5): p. 989-997.

Moodera, J.S., B. Koopmans, and P.M. Oppeneer, On the path toward
organic spintronics. MRS bulletin, 2014. 39(07): p. 578-581.

Fu-Jiang, Y., H. Shi-Xuan, and X. Shi-Jie, Progress in organic spintronics.
Chinese Physics B, 2014. 23(5): p. 058106.

Majumdar, S., et al., Comparing small molecules and polymer for future
organic spin-valves. Journal of alloys and compounds, 2006. 423(1): p. 169-
171.

Javaid, S., et al., Impact on interface spin polarization of molecular bonding
to metallic surfaces. Physical review letters, 2010. 105(7): p. 077201.

Yang, Z.-H., R. Pang, and X.-Q. Shi, Engineering Magnetic Hybridization at
Organic—Ferromagnetic Interfaces by C60-Adsorption-Induced Fe (001)
Surface Reconstruction. The Journal of Physical Chemistry C, 2015. 119(19):
p. 10532-10537.

Pang, R., X. Shi, and M.A. Van Hove, Manipulating Magnetism at
Organic/Ferromagnetic  Interfaces by  Molecule-Induced  Surface
Reconstruction. Journal of the American Chemical Society, 2016. 138(12): p.
4029-4035.

Atodiresei, N., et al., Design of the local spin polarization at the organic-
ferromagnetic interface. Physical review letters, 2010. 105(6): p. 066601.
Atodiresei, N., et al., Engineering the magnetic properties of hybrid organic-
ferromagnetic interfaces by molecular chemical functionalization. Physical
Review B, 2011. 84(17): p. 172402.

46



67.

68.

69.

70.

71.

72.

73.

74.

75.

76.

77.

Friedrich, R., et al., Chemically functionalized magnetic exchange
interactions of hybrid organic-ferromagnetic metal interfaces. Physical
Review B, 2015. 91(11): p. 115432.

Brede, J., et al., Spin-and energy-dependent tunneling through a single
molecule with intramolecular spatial resolution. Physical review letters,
2010. 105(4): p. 047204.

Wang, X., et al.,, Peculiarities of spin polarization inversion at a
thiophene/cobalt interface. Applied Physics Letters, 2013. 102(11): p.
111604.

Caffrey, N.M., et al., Atomic-scale inversion of spin polarization at an
organic-antiferromagnetic interface. Physical Review B, 2013. 88(15): p.
155403.

Wang, Y. et al., Reversible Spin Polarization at Hybrid Organic—
Ferromagnetic Interfaces. The Journal of Physical Chemistry Letters, 2013.
4(20): p. 3508-3512.

Methfessel, T., et al., Spin scattering and spin-polarized hybrid interface
states at a metal-organic interface. Physical Review B, 2011. 84(22): p.
224403.

Callsen, M., et al., Magnetic hardening induced by nonmagnetic organic
molecules. Physical review letters, 2013. 111(10): p. 106805.

Morita, Y., et al., Synthetic organic spin chemistry for structurally well-
defined open-shell graphene fragments. Nature chemistry, 2011. 3(3): p. 197-
204.

Moorsom, T., et al., Spin-polarized electron transfer in ferromagnet/C 60
interfaces. Physical Review B, 2014. 90(12): p. 125311.

Tran, T., et al., Hybridization-induced oscillatory magnetic polarization of C
(60) orbitals at the C (60)/Fe (001) interface. Applied Physics Letters, 2011.
98(22): p. 222505.

Kawahara, S., et al., Large magnetoresistance through a single molecule due
to a spin-split hybridized orbital. Nano letters, 2012. 12(9): p. 4558-4563.

47



78.

79.

80.

81.

82.

83.

84.

85.

86.

87.

88.

89.

Cakir, D., D.M. Otalvaro, and G. Brocks, Magnetoresistance in multilayer
fullerene spin valves: A first-principles study. Physical Review B, 2014.
90(24): p. 245404.

Zhang, X., et al., Spin conserved electron transport behaviors in fullerenes (C
60 and C 70) spin valves. Carbon, 2016. 106: p. 202-207.

Cakir, D., D.M. Otalvaro, and G. Brocks, From spin-polarized interfaces to
giant magnetoresistance in organic spin valves. Physical Review B, 2014.
89(11): p. 115407.

Tran, T.L.A., et al., Magnetic Properties of bcc-Fe (001)/C60 Interfaces for
Organic Spintronics. ACS applied materials & interfaces, 2013. 5(3): p. 837-
841.

Borshch, S. and K. Prassides, Fullerene Anions: Jahn— Teller or Pseudo-
Jahn— Teller Effects? The Journal of Physical Chemistry, 1996. 100(22): p.
9348-9351.

Adams, G.B., et al., Jahn-Teller distortions in solid C20 and other fullerene
structures. Chemical physics, 1993. 176(1): p. 61-66.

Maurice, J.-L., et al., Interfaces in {100} epitaxial heterostructures of
perovskite oxides. Philosophical Magazine, 2006. 86(15): p. 2127-2146.

Sun, X., et al., Magnetic moment enhancement and spin polarization switch
of the manganese phthalocyanine molecule on an IrMn (100) surface. The
Journal of chemical physics, 2014. 141(3): p. 034703.

Liang, S., et al., Ferroelectric Control of Organic/Ferromagnetic Spinterface.
Advanced Materials, 2016. 28(46): p. 10204-10210.

Djeghloul, F., et al., High Spin Polarization at Ferromagnetic Metal-Organic
Interfaces: a Generic Property. The journal of physical chemistry letters,
2016.

Friedrich, R., et al., Molecular induced skyhook effect for magnetic interlayer
softening. Physical Review B, 2015. 92(19): p. 195407.

Friedrich, R., et al., Exchange interactions of magnetic surfaces below two-
dimensional materials. Physical Review B, 2016. 93(22): p. 220406.

48



90.

91.

Al Ma’Mari, F., et al., Emergent magnetism at transition-metal-nanocarbon

interfaces. Proceedings of the National Academy of Sciences, 2017. 114(22):
p. 5583-5588.

Al Ma’Mari, F., et al.,, Beating the Stoner criterion using molecular
interfaces. Nature, 2015. 524(7563): p. 69-73.

49



50



Chapter 2

Theoretical and computational methods

Abstract

This Chapter provides an introduction to the theoretical and computational methods
used in my PhD. The chapter begins with an introduction to the ground state many-
body time-independent Schrddinger equation. Solving this equation is an extremely
demanding task and some approximations such as the Born-Oppenheimer one and
the use of the total electron density instead of the coordinates of all the electrons in
the system need to be introduced for computational feasibility. The fundamentals of
Density Functional Theory (DFT) and its basic mathematical ground Hohenberg-
Kohn theorems are described. Then, it is explained how the Kohn-Sham (KS)
equations simplify the many-body problem. Finally, all the approximations and tools
employed to practically solve the KS equations such as the exchange-correlation
functionals, periodic boundary conditions, plane waves and pseudopotentials are
described, including several geometry optimisation methods of increasing accuracy
and computational cost. In the second part of the chapter, the basic theory of
magnetism, including the Stoner model for ferromagnetism and itinerant

metamagnetism, is introduced.
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2.1 The Schrodinger equation

The description of the properties of the matter at the atomic scale from theoretical
methods is rooted on differently approximated solution to the time-independent

Schrédinger equation [1]:

Hy;(r,R) = Ep;(1,R), (2.1)

where H is the Hamiltonian operator, 1 is the wave function, E is the ground-state
energy. The Hamiltonian and the wave function depend on a set of N, nuclear
coordinates, R ={R,;, I =1,...,N,}, and a set of N, electronic coordinates, r =
{r,, i=1,..,N,}.

The Hamiltonian is a differential operator representing the total energy of the system:

Nn Ne ‘n.Z Ne
Z 77,7 ZZ’+ZZ ZZ @2)
I i=11I= i=1 j>i =1 J>I

The first two terms describe the kinetic energy of the electrons and nuclei,
respectively. The following terms represent the potential energy contributions to the
Hamiltonian and describe the attractive electrostatic potential due to nuclei and
electrons interactions and the repulsive electron-electron and nucleus-nucleus

interactions, respectively. The Laplacian operator V]-2 is defined as a sum of

differential operators:

2 2 2
Vf=az+az+az 2.3)
dox;  0dy; 0z

Z, is the nuclear charge of the 1™ atom, and M; is the mass of 1™ nucleus in atomic
units. Atomic units are used here to avoid the use of physical constants, m, = e =
h = a, = 1, where m,, is the mass of the electron, e is the charge of the electron, h

is the Planck’s constant/2w and a, is the Bohr radius.
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In principle, all the properties of a system can be obtained by solving its time-
independent Schrodinger equation. However, only in few cases such as hydrogenoid
atoms the analytic solution is possible. One of the main difficulties in analytically
solving Schrddinger equation is that the electrons interact among themselves via
Coulomb interactions and the behaviour of an electron in a region of the space
influences the other electrons in other regions. In other words, the electrons cannot
be treated as independent particles. This is the so-called quantum many-body
problem. Therefore, in order to decrease the theoretical and computational effort of

solving the Schrddinger equation some approximations are needed.

2.1.1 The Born-Oppenheimer approximation

Schrodinger equation can be simplified taking advantage of the slower motion of
nuclei compared to the electrons. Protons and neutrons, that constitute nuclei, have
masses over 1,800 times larger than electrons and accordingly show substantially
slower dynamics when coupled to electrons in atoms and molecules. As a result,
electrons rapidly relax into the ground-state following the motion of the nuclei. In
other words, the electrons instantaneously modify their wave function according to
the nuclear wave function. This is the Born-Oppenheimer adiabatic approximation
[1], which allows us to separate the motion of the nuclei from that of the
electrons, H = H,,,, + H,,,.. This approximation considers the electrons as moving
in a static potential generated by frozen nuclei. If the nuclei are fixed in the space,
their kinetic energy is zero and the potential energy that arises from nucleus-nucleus

interactions is constant. Thus, the complete Hamiltonian can be simplified to:

Ne Ny Ne
Z; ~ A ~
elec = Z VZ Z Z Z Z — = T + Vexr + Vee, (2-4)
i=11I= i=1 j>i

where T is the kinetic energy operator, V., is the potential energy operator arising
from the electrons and nuclei interactions and 1, is the electron-electron repulsive
potential energy operator. The operators T and V,, are universal, they do not depend

on the system, while V,,, is system-dependent. From now on, only the electronic
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equations will be considered and the subscript ‘elec’ will be dropped. Therefore, the

electronic Schradinger equation is defined as:

B ssesSalon e

i=11I= i=1 j>i

2.1.2 The electron density

It is worth noting that the wave function of any set of particles cannot be directly
observed. However, a physical interpretation is associated with the square of the
wave function, as the probability that an electron i in the wave function y(r) is
located at the position r with an arbitrary spin, s;. The probability, n(r), is defined as
the integral over the spin coordinates of all the electrons and over all but one of the

spatial variables (x; = r;,s; ):

n(r) = Nf j | (X4, X2, .., X, )|2dsy, X, ..., dXpy - (2.6)

The previous equation determines the probability of finding any of the N electrons
within the volume element dr but with arbitrary spin while the other N-1 electrons

have arbitrary positions and spin in the state represented by the wave function.

The electrons are indistinguishable; hence, the probability of finding any electron at a
determined position is just N times the probability of one electron. The electron
density is a non-negative function that just depends on three variables, it integrates to

the total number of electrons and it vanishes at infinity:
n(r - o) =0, (2.7)

fn(r) dr, =N (28)
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The advantage of using the electron density over the electronic wave function is clear
by the fact that one equation that depends only on three coordinates is simpler than
solve the many-body Schrodinger equation that involves 3N degrees of freedom.
Therefore, the electron density is much more numerically and computationally

effective.

2.2 Density Functional Theory

Density functional theory (DFT) provides an approach for dealing with the universal
operators, T and V,,, in Eq. 2.4 and simplifies the many-body problem onto a single-

body problem. The DFT approach can be summarized as:

n(r) = P(ry, .., ry) = Ve (2.9)

That is, if we know the density of the system n(r), we can calculate the potential of

the system (Vex) of wavefunction (y), without having to compute the wave function.

Llewellyn Thomas and Enrico Fermi developed the first DFT approach to describe
guantum mechanical many-body systems in 1927 [2, 3]. They introduced the first
method where the full electronic density was the fundamental variable to calculate
the energy of an electronic system. This approach employs the kinetic energy of a
homogeneous gas of non-interacting electrons. The nuclear-electron and electron-
electron interactions are treated in a classical way, neglecting the exchange and
correlation effects. However, these aggressive approximations have stark
consequences on the accuracy of the method that result incapable of describing
electronic bound states for systems of known stability. Furthermore, there is no
physical background that establishes a one to one relationship between the ground-
state wave function and the density functional. Thus, this approach was forgotten
until mid-1960.
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2.2.1 The Hohenberg-Kohn theorems

Hohenberg and Kohn [4] in 1964 proved two fundamental theorems, the Hohenberg-
Kohn (HK) theorems, which are the basic mathematical ground of modern DFT
applications. The first theorem postulates that the ground-state energy from
Schrédinger equation is a unique functional of the electron density. In other words,
there is a one-to-one relationship between the ground-state wave function and the
ground-state electron density. Therefore, the ground-state wave function is obtained
by solving the full many-body Schrédinger equation with the ground-state electron

density

The theorem was proven by a reduction ad absurdum argument. We suppose that

there are two different external potentials Ve(xlt) (r) and I/e(ft) (r) which differ by more

than a constant and correspond to the same ground-state electron density, n, (r). The
two external potentials lead to two different Hamiltonians, H™ and H®, which have
different ground-state wave functions, 1™ and @, leading to different ground-

state energies E™ and E®). Since 1@ is not the ground-state of A (| then:
E®D = @O FD|p®) < (¢(2)|ﬁ(1)|¢(2))_ (2.10)
The last term in the equation can be written as:

WOAD[Y@) = Y@ |FD[@) + (PP|AD — FO|p@)

=E® 4 f [Ve(l)(r) —y® (r)]no (r) dr.

xt ext (2_11)

Therefore:
E® < 5O + [[10@ V@ w]n, @, (2.12)
5O <E® + [[12@ - VR w]n, war. (2.13)
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Adding these two inequalities, it turns out that:
EM+E®D <E®D 4 F@) (2.14)

which is absurd. Hence, if V.2 (r) = V2 (r), they cannot correspond to the same

ext ext

electronic density for the ground-state. This concludes that the ground-state density

is uniquely related to the external potential V,,.
Since the ground-state energy, E,, is a functional of n,(r), we can split the energy
into its different contributions that must be functional of n,(r) as well:

Eo[no] = T[no] + Eee [no] + ENe[no] = T[no] + Eee [no] + fno(r)ENedr- (2-15)

The potential energy due to nuclei-electron interactions is the only term in the
previous equation that is system dependent, the Kinetic energy and the electron-
electron interactions are universally valid. We introduce here a new functional called

Hohenberg-Kohn functional, Fyg[n], that include all the system independent terms:

Epklne] = Fuglnol + fVext(r)no (r)dr. (2.16)

Note that Fyg[n] only depends on the electronic density, it does not explicitly
depends on the external potential. In principle, the expectation value of the
Hohenberg-Kohn functional, (|T + V.|1), can be calculated using an arbitrary

density, n(r), as:

Fyk[n] = T[n] + Ece[n] = (1/J|T + Zellp)v (2.17)

where the wave function, ¥, is the one that leads the lowest energy among all the

wave functions that yield n.

The first theorem proves that an electronic density functional exists and that it can be

used to solve the Schrodinger equation. However, the theorem does not provide the
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analytical form of the functionals that should be employed. If these functional were
known, it would be possible to solve exactly the Schrodinger equation. The electron-
electron interactions term can be split in two different contributions: the classical
Coulomb part, J[n], and the term E, that includes all the non-classical contributions

of the electron-electron interactions and the exchange-correlation effects.

Rl =5 [ [ 25 “(””(r')dd '+ Enln] = J ] + Enal] (2.18)

At this point, the HK theorem has proved that the properties of interest can be
derived from the ground-state density. However, we still need the tools to evaluate if

a certain density is the ground-state density.

The second theorem states that the ground-state electronic density is the one that
minimises the energy functional, E[n]. Therefore, the full solution of Schrédinger
equation should be obtained by performing a search over all the possible densities to
find the one that leads to a global minimum value of E[n]. The variational principle
states that an approximate wave function will always lead to a larger energy than the
ground-state wave function. Therefore, the energy obtained by the trial

density, n®(r), represents an upper bound to the true ground-state energy:
Eo[n,] < E[nW] = T[nW] + Eoe [nD] + Epe[n V] (2.19)

The Hohenberg-Kohn functional is equal to the expectation value of the Hamiltonian

in the ground-state. Suppose that we have a system with a ground-state density

n® (r) which corresponds to an external potential V. (r), since:

ext

EO[n] = By [nV] = (OO ), 220
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If we consider a different density n®®)(r), it will correspond to a different wave

function @, Therefore, the energy E®[n@] of this state is larger than EMW [n®]:

EO[RD] = WAV D) < @ |AD[p®) = E@[n@]. (2.21)

In principle, HK theorems allow us to find the exact ground-state density,
minimising Eyx[n] with respect to the variation of n(r). However, this is a difficult
task, because it involves knowledge of Fyk[n]. Another main problem is that the

exact kinetic energy T[n] in terms of the electronic density is not known.

2.2.2 The Kohn-Sham equations

The Kohn-Sham (KS) [5] method simplifies the difficult task of solving the many-
body Schrédinger equation by obtaining an exact solution of the ground-state
electronic many-body problem via the electronic density. KS approach substitute the
ground-state density of the original interacting system by an auxiliary set of non-
interacting single-electron equations moving in an external effective potential,
Vere(r). All the contributions not included in the non-interaction electron
approximations such as the quantum components of the kinetic energy and the
electron-electron interactions are included in a term called exchange-correlation
functional E,..[n]. The ground-state electronic density of the auxiliary system must

be the same that the density of the real target system of interacting electrons:

no(r) = ng(r) = Zfikpi(r)lz' (2.22)

where ¢;(r) are the non-interaction one-electron orbitals and f; are the occupation
number of the KS-states. The kinetic energy Ti[n] employed is the independent-

electron approximation to T[n] using the same density as the real interacting system:

N
1
Tl = =5 ) fleil Vo). (223)
i=1
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This is not the exact kinetic energy for the interacting system (T # T), the electron

correlation term must be included in the exchange and correlation energy.

The KS approach to the original full interaction many-body problem rewrites the HK
expression for the ground-state energy functional in the form:

B[] = T[] + [ Vere (O(E) di + /1] + el (2.24)
The term E,.[n] includes all many-body effects of exchange and correlation energy:

Eye [n] = (T[Tl] — Ty [Tl]) + (Eee [Tl] —][Tl]) =T, [Tl] + Enc [Tl], (225)

where T,[n] is the residual part of the true kinetic energy. Then, the KS

functional, Fx¢[n], can be written as:
FKS[n] = Ts[n] +][Tl] + Exc[n]- (2-26)

Therefore, Eq. 2.24 may be rewritten as:

Exs[n] = Fysln] + f Ve (On(r) dr. (2.27)

The energy of the system is minimised with respect to the density, keeping N,
constant (closed system). As mentioned before, the density of the non-interacting
reference system must be the same that for the real interacting system at its
minimum. Therefore, the functional derivative of Ex¢[n] must vanish for the ground-

state density:

)

m(ng[n] iy f N ()dr) = 0, (2.28)
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where u is the chemical potential of the system, a Lagrange multiplier is introduced

to enforce the system to keep N, constant.

If we work out Eq. 2.26, we obtain the following equation for the minimised ground-

state density:

8Ts[n]
v _ 2.29
6(n(r))+ ext () + Vy[n] + Vic[n] = p, (2.29)
where Vy[n] =f%dr’ is the Hartree potential and V,.[n] =?f§—2£31>] is the

exchange-correlation potential. Eq. 2.29 reduces to the Euler-Lagrange equation:

8Ts[n] B
s(n(m) + Vis(r) =, (2.30)

with

Vis[n] = Veye (r) + Viy[n] + Vie[n], (2.31)

where Vis[n] is the KS potential. The KS equations can be written as a set of N,
single particle Schrodinger-like equations:

[T + Vs (0] i (1) = €0,(r). (2.32)

The KS equations refer to Egs. (2.22), (2.29) and (2.30) which simplify the problem
of minimising E[n] by solving Schrddinger equation for non-interacting system.
Note that the exchange-correlation functional is the only part that is approximated in
the KS equations. If the universal functional E,.[n] and its corresponding potential
V..[n] were known, it would be possible to calculate the exact ground-state energy
and density of the many-body problem by solving the KS equations for non-
interacting particles. However, a good approximation of E,.[n] and V,.[n] will

allow us to calculate the ground-state properties of the system.
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The total energy of the system must be obtained via a self-consistent iteration of the
KS equations (see Fig. 2.1). First, a trial density is employed as an input for the KS
equations to calculate Vigs[n] (Eq. 2.31). Then, the differential Eq. 2.32 are solved to
obtain a set of single-particle wave functions, ¢;(r). These orbitals are used to
calculate a new electronic density using Eg. 2.22 and start again. The process is
repeated until the trial density and the calculated density are the same, to within a
numerical threshold. Once the solution is converged, the total energy is calculated
from Eq. 2.24.

Initial guess
n(r)
|

. 1
Calculate effective potential
Vks [n] = Vexe (1) + Vy [n] + Ve [n]

1
Solve Kohn-Sham equations
[T + Vs (D] 9: (1) = €;0:(x).

[
Evaluate the elgectron density

ne(® = filoi®F

-

[ NO Converged?

| YES
Compute total energy
Exsln] = T[] + J[n] + Exe[n] + | Veue (o) dr

Figure 2.1: Schematic representation of the iterative Self-Consistent Field (SCF) solution of
the KS DTF problem.
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2.2.3 Exchange-correlation functionals

In the previous section, the many-body problem is solved by dividing the energy of
an electronic system into different contributions (Eq. 2.25) which can be computed
separately. As mentioned before, the exchange-correlation energy includes the
kinetic energy difference between the interacting and non-interacting systems and the
non-classical part of the electron-electron interactions along with the correction for
the self-interaction. This is the only term that we have no information about the
explicit form of the exact functional. Several exchange-correlation functional
approximations have been developed using different physical models. The
approaches can be classified based on their increasing complexity and computational
cost, from the bottom to the top, which is known as Jacob’s ladder [6]:

+ Unoccupied y;(r): Generalized random phase approximation RPA. Include the

unoccupied orbitals in the calculations of the E,..

+ Exact exchange: Hybrid generalized gradient approximation. The E,. is
parameterised mixing the E, of the electron independent systems and the Hartree-

Fock exchange integral for fully interacting systems.

+ V2n(r): Meta-generalized gradient approximation. E,. is computed considering a

second order gradient expansion of the electronic density.

+ Vn(r): Generalized gradient approximation. E,. is calculated using a gradient

expansion of the electronic density.

+n(r): Local density approximation. E,. is parameterised based on the electronic

density only.

In general, the exchange-correlation functional must accurately reproduce the
reactions and properties of a wide range of molecules. Furthermore, it is important
that the exchange-correlation functional contains the minimum number of parameters
with not artificial terms introduced to satisfy physical properties. In this Thesis the
local density approximation and the generalized gradient approximations will be

described. The latter is the one employed in all the calculations presented, owing to
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its acceptable level of compromise between accuracy for metallic interfaces (vide

infra) and computational cost.

2.2.3.1 The local density approximation

The Local Density Approximation (LDA) [5] is the simplest approximation to the
exchange-correlation functional according to Jacob’s ladder. The form of the
exchange- correlation energy functionals for the homogenous electron gas system is
the only one that is known. In the uniform electron gas, the electron density is
constant at all points in space. LDA uses the local density to define the approximate

exchange-correlation functional. If the density n(r) is varying slowly:

ELPA[n] = j n(X)éxe [ndr, (2.33)

where €,.[n] is the exchange-correlation energy per electron in a homogeneous
electron gas with a density of n(r). This energy per particle is weighed with the
probability that there is an electron at this position. The term E:24[n] can be split

into two contributions as:
Ex24[n] = EfPA[n] + EEP4[n]. (2.34)

The exchange contribution, EEP4[n], was derived by Bloch and Dirac [7] as:

ELPA[] = — 33’3n(r.f () (2.35)

No explicit expression is known for the correlation energy density. However, several

analytical expressions exist to obtain ELP4 [8-10].
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The exchange correlation potential is derived using the product rule:

0Ex”[n]
§(n()

_ SEz"[n]
~ 8(()

Ve [n] = n(r)Ex*[n] + Exc[n]n(r) (2.36)

The exchange-correlation hole, the probability of finding an electron at r, giving
that there is an electron at ry, is centred in r; within the LDA approach. However,
the true exchange correlation hole is centred atr,. As a consequence, in system
where the densities vary rapidly, the larger is the distance between the electrons, the
worse is this assumption. Nevertheless, the results of the LDA approach are quite
accurate. This is due to the fact that only the spherically averaged exchange-
correlation hole is important to calculate the exchange-correlation energy and the
homogeneous electron gas model provides an acceptable first approximation to the
spherically averaged exchange-correlation hole of the real system. However, the
LDA approach has its limitations such as the well-known overestimation of binding
energies, and underestimation of the bond lengths. Such errors become larger in
polar heterogeneous systems where the electronic densities are far from uniform
[11].

2.2.3.2 The generalised gradient approximation

To overcome the limitations of the LDA approximation and increase the accuracy of
DFT simulations, the next step in Jacob’s ladder is to introduce semi-locally
inhomogeneity to the density by a gradient expansion. This 