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#### Abstract

A simple modelling method is proposed to study the orbit-attitude coupled dynamics of large solar power satellites based on natural coordinate formulation. The generalized coordinates are composed of Cartesian coordinates of two points and Cartesian components of two unitary vectors instead of Euler angles and angular velocities, which is the reason for its simplicity. Firstly, in order to develop natural coordinate formulation to take gravitational force and gravity gradient torque of a rigid body into account, Taylor series expansion is adopted to approximate the gravitational potential energy. The equations of motion are constructed through constrained Hamilton's equations. Then, an energy- and constraint-conserving algorithm is presented to solve the differential-algebraic equations. Finally, the proposed method is applied to simulate the orbit-attitude coupled dynamics and control of a large solar power satellite considering gravity gradient torque and solar radiation pressure. This method is also applicable to dynamic modelling of other rigid multibody aerospace systems.
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## 1. Introduction

The focus of this paper is to investigate very large solar power satellites (SPSs) that collect solar

[^0]energy to generate electricity in space and then transmit it to the Earth. Due to the reducing resources and environmental problems of fossil fuel [1], SPSs have attracted much attention from scientists [2]. Since the first concept of SPS was proposed [3], many concepts have been put forward, such as 1979 SPS reference system [1], sail tower SPS [4], tethered SPS [5], integrated symmetrical concentrator (ISC) [6], and so on. The concept of ISC can avoid the use of slip rings and long distance power delivery that appear in other concepts [7]. The concept of ISC is that, by siting the primary reflectors at the ends of a long truss and reflecting solar radiation to the solar panel, solar power at high intensity is collected, and then the generated electricity is transmitted to the ground by transmitting antenna. Based on the concept of ISC, Japan Aerospace Exploration Agency (JAXA) has developed several concepts of SPS, such as 2001 JAXA reference model [8], 2002 JAXA reference model [8] and formation flying SPS model [9].

Since an SPS is a very large space system, its dynamics and control are of great importance. However, there are few investigations into the dynamics and control issues of SPSs [10]. McNally et al. [11] studied the orbit dynamics of SPSs in geosynchronous Laplace plane (GLP) orbit and geosynchronous equatorial orbit (GEO), and they found that SPSs located in GLP orbit required almost no fuel to maintain its orbit and could minimize the risk of debris, compared with SPSs in GEO. Wie and Roithmayr [12, 13] investigated the effects of perturbations on orbit and attitude dynamics of Abacus SPS, and they designed orbit and attitude controllers considering perturbations and system uncertainties using electric propulsion thrusters. Wu et al. [10] proposed a time-varying robust optimal control strategy and applied it to the attitude control of Abacus SPS. Liu et al. [14] studied the effects of fourth order gravitational force and torque on the dynamic response and control accuracy of the sail tower SPS. Fujii et al. [15, 16] investigated the vibration control algorithm for solar panels of tethered SPS by adjusting the tension of tethers, and they verified their method through experiments on the ground. Ishimura and Higuchi [17] studied the coupled dynamics of attitude motion and structural vibration of tethered SPS, and they found that the coupling phenomenon results from low stiffness of tethers and thermal deformation of solar panels. Senda and Goto [18] constructed a dynamic model of tethered SPS and proposed an attitude control method by geomagnetic force. Jin et al. [19, 20] studied the trajectory planning for SPSs with reflectors to obtain real-time Earth pointing and Sun pointing by rotating the truss and the reflectors cooperatively.

From the aforementioned review, the Euler angle representation was used to investigate
simple single-rigid-body problems. For complicated rigid multibody systems, such as ISC and sail tower SPS, natural coordinate formulation (NCF) is an effective method to simplify the modelling process [21]. NCF uses two Cartesian coordinate points and two Cartesian unitary vectors as dependent generalized coordinates of a rigid body so that the modelling process is very easy to understand [22]. Meanwhile, by sharing the Cartesian coordinate points by contiguous bodies, NCF reduces the number of joint constraints [21, 23]. On the basis of NCF, zhao et al. [24] established the solar sails model and investigated the dynamic behavior of deployment. Based on the NCF, Liu et al. [25], constructed the dynamic model for rigid-flexible satellite system, and they [26] investigated the dynamics and control of a satellite-based robot with six arms. However, it is necessary to mention that, in the above works on NCF, the effect of gravity gradient torque was neglected. Gravity gradient torque is one of the main sources of attitude perturbations for SPSs [12], hence, it is necessary to be taken into account [14].

The objective of this paper is to develop NCF to take gravitational force as well as gravity gradient torque into consideration so that this simple modelling method is applicable to orbitattitude coupled modelling of complicated SPSs. This paper is organized as follows. The orbitattitude coupled modelling method for a rigid body is proposed in section 2 . In section 3, an energy- and constraint-conserving algorithm for DAEs is presented. A simple example is carried out to validate the proposed modelling method and proposed numerical method in section 4. Section 5 presents dynamic modelling and attitude controller design for 2002 JAXA reference model of SPS. Simulation results are given and discussed in section 6 and conclusions are drawn in the last section.

## 2. Orbit-attitude coupled modelling method

This section presents the derivation of NCF to take gravitational force and gravity gradient torque of a rigid body into account, which begins with some basic concepts of NCF. In NCF, a rigid body is described in a global inertial coordinate system $O-X Y Z$, as shown in Fig. 1. $\mathrm{P}_{\mathrm{i}}$ and $P_{j}$ are two fixed points of the rigid body. $\boldsymbol{e}, \boldsymbol{u}$ and $\boldsymbol{v}$ are orthogonal unit vectors connected to the rigid body. $\boldsymbol{r}_{i}$ and $\boldsymbol{r}_{j}$ are the vectors of global coordinates of $\mathrm{P}_{\mathrm{i}}$ and $\mathrm{P}_{\mathrm{j}} . l$ is the distance between $\mathrm{P}_{\mathrm{i}}$ and $\mathrm{P}_{\mathrm{j}}$. In order to describe the motion of a rigid body, $\boldsymbol{r}_{i}, \boldsymbol{r}_{j}, \boldsymbol{u}$ and $\boldsymbol{v}$ are selected as generalized coordinates

$$
\begin{equation*}
\boldsymbol{q}=\left[\boldsymbol{r}_{i}^{\mathrm{T}}, \boldsymbol{r}_{j}^{\mathrm{T}}, \boldsymbol{u}^{\mathrm{T}}, \boldsymbol{v}^{\mathrm{T}}\right]^{\mathrm{T}} \in \mathrm{R}^{12} . \tag{1}
\end{equation*}
$$

These generalized coordinates are dependent since there are only 6 degrees of freedom for a rigid body. They are subjected to the following constraints [21]

$$
\left\{\begin{array}{c}
\left(\boldsymbol{r}_{j}-\boldsymbol{r}_{i}\right)^{\mathrm{T}}\left(\boldsymbol{r}_{j}-\boldsymbol{r}_{i}\right)-l^{2}=0  \tag{2}\\
\boldsymbol{u}^{\mathrm{T}} \boldsymbol{u}-1=0 \\
\boldsymbol{v}^{\mathrm{T}} \boldsymbol{v}-1=0 \\
\left(\boldsymbol{r}_{j}-\boldsymbol{r}_{i}\right)^{\mathrm{T}} \boldsymbol{u}=0 \\
\left(\boldsymbol{r}_{j}-\boldsymbol{r}_{i}\right)^{\mathrm{T}} \boldsymbol{v}=0 \\
\boldsymbol{u}^{\mathrm{T}} \boldsymbol{v}=0
\end{array}\right.
$$

which describe in sequence the distance between two points, the lengths of two vectors and the orthogonality between vectors. The above constraints are abbreviated as

$$
\begin{equation*}
\boldsymbol{g}(\boldsymbol{q})=\mathbf{0} \in \mathrm{R}^{6} . \tag{3}
\end{equation*}
$$



Fig. 1 NCF description of a rigid body
The equations of motion of the rigid body are constructed by constrained Hamilton's equations. Generally, there are two steps: firstly to obtain the constrained Hamiltonian function, and secondly to calculate the derivatives of the constrained Hamiltonian function with respect to generalized variables. The constrained Hamiltonian function of the rigid body is written as [27]

$$
\begin{equation*}
H=T(\dot{\boldsymbol{q}})+U(\boldsymbol{q})+\lambda^{\mathrm{T}} \boldsymbol{g}(\boldsymbol{q})=\frac{1}{2} \dot{\boldsymbol{q}}^{\mathrm{T}} \boldsymbol{M} \dot{\boldsymbol{q}}+U(\boldsymbol{q})+\lambda^{\mathrm{T}} \boldsymbol{g}(\boldsymbol{q}), \tag{4}
\end{equation*}
$$

where $T(\dot{\boldsymbol{q}})$ is the kinetic energy, $\boldsymbol{M}$ is the mass matrix of the rigid body, $U(\boldsymbol{q})$ is the gravitational potential energy and $\lambda \in \mathrm{R}^{6}$ is the vector of Lagrange multipliers. The mass matrix is calculated by [21]

$$
\boldsymbol{M}=\left[\begin{array}{cccc}
\left(m+\frac{I_{x}}{l^{2}}-\frac{2 m x_{G}}{l}\right) \boldsymbol{I}_{3} & \left(\frac{m x_{G}}{l}-\frac{I_{x}}{l^{2}}\right) \boldsymbol{I}_{3} & \left(m y_{G}-\frac{I_{x y}}{l}\right) \boldsymbol{I}_{3} & \left(m z_{G}-\frac{I_{x z}}{l}\right) \boldsymbol{I}_{3}  \tag{5}\\
\text { symmetric } & \frac{I_{x}}{l^{2}} \boldsymbol{I}_{3} & \frac{I_{x y}}{l} \boldsymbol{I}_{3} & \frac{I_{x z}}{l} \boldsymbol{I}_{3} \\
& & I_{y} \boldsymbol{I}_{3} & I_{y z} \boldsymbol{I}_{3} \\
& & & I_{z} \boldsymbol{I}_{3}
\end{array}\right],
$$

where $\boldsymbol{I}_{3} \in \mathrm{R}^{3 \times 3}$ is an identity matrix, $m$ is the mass of the rigid body, and $\left[x_{G}, y_{G}, z_{G}\right]^{\mathrm{T}}$ is the coordinates of centre of mass in $\mathrm{P}_{\mathrm{i}}$-euv coordinate system. $I_{x x}, I_{y y}$, and $I_{z z}$ are the moments of inertia with respect to $\mathrm{P}_{\mathrm{i}}-\boldsymbol{e} \boldsymbol{u v}, I_{x y}, I_{y z}$ and $I_{x z}$ are the products of inertia with respect to $\mathrm{P}_{\mathrm{i}}$-euv. $I_{x}, I_{y}$, and $I_{z}$ are calculated as

$$
\left[\begin{array}{l}
I_{x}  \tag{6}\\
I_{y} \\
I_{z}
\end{array}\right]=\frac{1}{2}\left[\begin{array}{ccc}
-1 & 1 & 1 \\
1 & -1 & 1 \\
1 & 1 & -1
\end{array}\right]\left[\begin{array}{c}
I_{x x} \\
I_{y y} \\
I_{z z}
\end{array}\right] .
$$

The gravitational potential energy in Eq. (4) is calculated as [28]

$$
\begin{equation*}
U(\boldsymbol{q})=-\mu \int_{V} \frac{\rho}{\sqrt{\boldsymbol{r}^{\mathrm{T}} \boldsymbol{r}}} \mathrm{~d} V=-\mu \int_{V} \rho f(\boldsymbol{r}) \mathrm{d} V \tag{7}
\end{equation*}
$$

where $\boldsymbol{r}$ is the Cartesian coordinates of an arbitrary point in the rigid body, $f(\boldsymbol{r})=1 / \sqrt{\boldsymbol{r}} \boldsymbol{r}$ is a nonlinear function of $\boldsymbol{r}, \mu=3.986 \times 10^{14} \mathrm{~m}^{3} \mathrm{~s}^{-2}$ is the standard gravitational parameter of the Earth, $\rho$ is the density of the rigid body, and $V$ is the volume of the rigid body. However, it is not easy to obtain $U(\boldsymbol{q})$ analytically. Wang and Xu employed Taylor series expansion to approximate the gravitational potential energy of a rigid body [28]. According to their results, both the lowest order of gravity gradient torque and second order of gravitational potential energy are expressed by the inertia matrix of the rigid body. Therefore, in order to take gravity gradient torque into account, a second-order Taylor series expansion is adopted to approximate $f(\boldsymbol{r})$ around the centre of mass $\boldsymbol{r}_{0}$, and the approximated gravitational potential energy is expressed by

$$
\begin{align*}
& U(\boldsymbol{q}) \approx \frac{-\mu}{2\left(\boldsymbol{r}_{0}{ }^{\mathrm{T}} r_{0}\right)^{5 / 2}}\left(d_{x x} \frac{I_{x}}{l^{2}}+d_{y y} I_{y}+d_{z z} I_{z}+d_{x y} \frac{I_{x y}}{l}+d_{x z} \frac{I_{x z}}{l}+d_{y z} I_{y z}+d_{x} m \frac{x_{G}}{l}+d_{y} m y_{G}+\right. \\
& \left.d_{z} m z_{G}+d_{0} m\right) \tag{8}
\end{align*}
$$

where

$$
\left\{\begin{array}{c}
d_{x x}=h\left(\boldsymbol{r}_{j}-\boldsymbol{r}_{i}, \boldsymbol{r}_{j}-\boldsymbol{r}_{i}, \boldsymbol{r}_{0}\right)  \tag{9}\\
d_{y y}=h\left(\boldsymbol{u}, \boldsymbol{u}, \boldsymbol{r}_{0}\right) \\
d_{z z}=h\left(\boldsymbol{v}, \boldsymbol{v}, \boldsymbol{r}_{0}\right) \\
d_{x y}=2 h\left(\boldsymbol{r}_{j}-\boldsymbol{r}_{i}, \boldsymbol{u}, \boldsymbol{r}_{0}\right) \\
d_{x z}=2 h\left(\boldsymbol{r}_{j}-\boldsymbol{r}_{i}, \boldsymbol{v}, \boldsymbol{r}_{0}\right), \\
d_{y z}=2 h\left(\boldsymbol{u}, \boldsymbol{v}, \boldsymbol{r}_{0}\right) \\
d_{x}=2 h\left(\boldsymbol{r}_{j}-\boldsymbol{r}_{i}, \boldsymbol{r}_{i}, \boldsymbol{r}_{0}\right)-3 h\left(\boldsymbol{r}_{j}-\boldsymbol{r}_{i}, \boldsymbol{r}_{0}, \boldsymbol{r}_{0}\right) \\
d_{y}=2 h\left(\boldsymbol{u}, \boldsymbol{r}_{i}, \boldsymbol{r}_{0}\right)-3 h\left(\boldsymbol{u}, \boldsymbol{r}_{0}, \boldsymbol{r}_{0}\right) \\
d_{z}=2 h\left(\boldsymbol{v}, \boldsymbol{r}_{i}, \boldsymbol{r}_{0}\right)-3 h\left(\boldsymbol{v}, \boldsymbol{r}_{0}, \boldsymbol{r}_{0}\right), \\
d_{0}=h\left(\boldsymbol{r}_{i}, \boldsymbol{r}_{i}, \boldsymbol{r}_{0}\right)-3 h\left(\boldsymbol{r}_{i}, \boldsymbol{r}_{0}, \boldsymbol{r}_{0}\right)+3 h\left(\boldsymbol{r}_{0}, \boldsymbol{r}_{0}, \boldsymbol{r}_{0}\right)
\end{array}\right.
$$

and $h(\because, \because)$ is a scalar function defined as

$$
\begin{equation*}
h(\boldsymbol{\alpha}, \boldsymbol{\beta}, \boldsymbol{\chi})=3\left(\boldsymbol{\alpha}^{\mathrm{T}} \boldsymbol{\chi}\right) \boldsymbol{\beta}^{\mathrm{T}} \boldsymbol{\chi}-\left(\boldsymbol{\alpha}^{\mathrm{T}} \boldsymbol{\beta}\right) \boldsymbol{\chi}^{\mathrm{T}} \boldsymbol{\chi} \tag{10}
\end{equation*}
$$

Now that the constrained Hamiltonian function is obtained, the second step is to calculate the derivatives of it. By introducing the generalized momenta vector [27]

$$
\begin{equation*}
\boldsymbol{p}=\frac{\partial T(\dot{\boldsymbol{q}})}{\partial \dot{\boldsymbol{q}}}=\boldsymbol{M} \dot{\boldsymbol{q}} \tag{11}
\end{equation*}
$$

Eq. (4) can be re-written as

$$
\begin{equation*}
H=\frac{1}{2} \boldsymbol{p}^{\mathrm{T}} \boldsymbol{M}^{-1} \boldsymbol{p}+U(\boldsymbol{q})+\lambda^{\mathrm{T}} \boldsymbol{g}(\boldsymbol{q}) \tag{12}
\end{equation*}
$$

Both the generalized coordinates and generalized momenta are generalized variables of the equations of motion. By calculating the derivatives of Eq. (12) [27], the equations of motion are obtained:

$$
\left\{\begin{array}{c}
\dot{\boldsymbol{q}}=\frac{\partial H}{\partial \boldsymbol{p}}=\boldsymbol{M}^{-1} \boldsymbol{p}  \tag{13}\\
\dot{\boldsymbol{p}}=-\frac{\partial H}{\partial \boldsymbol{q}}=-\boldsymbol{g}_{\boldsymbol{q}}{ }^{\mathrm{T}}(\boldsymbol{q}) \lambda+\boldsymbol{f}_{\mathrm{g}}, \\
\boldsymbol{g}(\boldsymbol{q})=\mathbf{0}
\end{array}\right.
$$

where $\boldsymbol{g}_{\boldsymbol{q}}(\boldsymbol{q}) \in \mathrm{R}^{6 \times 12}$ is the Jacobian matrix of $\boldsymbol{g}(\boldsymbol{q}), \boldsymbol{f}_{\mathrm{g}}=-\partial U(\boldsymbol{q}) / \partial \boldsymbol{q}$ is the vector of generalized gravitational force. If the term $\boldsymbol{f}_{\mathrm{g}}$ is ignored, the proposed method is reduced to NCF method.

It can be seen from Eq. (1) that the generalized coordinates of the proposed method consist of Cartesian coordinates of two points and the Cartesian components of two unit vectors, therefore it is easy to understand. The mass matrix (Eq. (5)) is a constant matrix, and the equations of motion (Eqs. (13)) are very simple. Furthermore, the proposed method avoids the singularity and additional body-fixed reference frame, compared with the most widely used Euler angle method.

## 3. Energy- and constraint-conserving algorithm

This section introduces a new method to solve the equations of motion numerically. The equations of motion obtained by NCF are differential-algebraic equations (DAEs). Eqs. (13) can be re-written as a more compact form

$$
\left\{\begin{array}{c}
\dot{\boldsymbol{x}}=\boldsymbol{f}(t, \boldsymbol{x}, \lambda)  \tag{14}\\
\boldsymbol{g}(\boldsymbol{x})=\mathbf{0}
\end{array}\right.
$$

where $\boldsymbol{x}=\left[\boldsymbol{q}^{\mathrm{T}}, \boldsymbol{p}^{\mathrm{T}}\right]^{\mathrm{T}} \in \mathrm{R}^{24}$ is the vector of state variables, and

$$
\boldsymbol{f}(t, \boldsymbol{x}, \lambda)=\left[\begin{array}{c}
\boldsymbol{M}^{-1} \boldsymbol{p}  \tag{15}\\
-\boldsymbol{g}_{\boldsymbol{q}}{ }^{\mathrm{T}}(\boldsymbol{q}) \lambda+\boldsymbol{f}_{\mathrm{g}}
\end{array}\right]
$$

One of the most important problems in solving DAEs is constraint violation, which means that the constraint equations are not satisfied strictly [29, 30]. There are many methods to deal with constraint violation, such as generalized $\alpha$ method [31], projection method [32] and energyand constraint-conserving algorithm [33]. The energy- and constraint-conserving algorithm, which not only preserves the total energy and constraints of the constrained Hamiltonian systems but also has the characteristics of high accuracy and long-term stability, is suitable for long-time simulation of SPS. Based on the idea of literature [33], a new energy- and constraint-conserving algorithm is developed using Runge-Kutta method.

In order to solve Eqs. (14), the Runge-Kutta algorithm [34] is developed to discretize Eqs. (14) into the following nonlinear equations:

$$
\left\{\begin{array}{c}
\boldsymbol{x}_{n+1}=\boldsymbol{x}_{n}+\tau \sum_{i=1}^{s} b_{i} \boldsymbol{k}_{i},  \tag{16}\\
\boldsymbol{k}_{i}=\boldsymbol{f}\left(t_{n}+c_{i} \tau, \boldsymbol{x}_{n}+\tau \sum_{j=1}^{s} a_{i j} \boldsymbol{k}_{j}, \lambda_{n}\right), i=1,2, \cdots, s, \\
\boldsymbol{g}\left(\boldsymbol{x}_{n+1}\right)=\mathbf{0}
\end{array}\right.
$$

where $\tau$ is the time step size, $\boldsymbol{b}=\left[b_{1}, b_{2}, \cdots, b_{s}\right]^{\mathrm{T}} \in \mathrm{R}^{s}, \boldsymbol{A}=\left[a_{i j}\right]_{s \times s} \in \mathrm{R}^{s \times s}$, and $c_{i}=$ $\sum_{j=1}^{s} a_{i j}, i=1,2, \cdots, s$ are the coefficients of Runge-Kutta method. In Eqs. (16), the unknowns are $\boldsymbol{x}_{n+1}, \boldsymbol{k}_{i}, i=1,2, \cdots, s$, and $\lambda_{n}$. The number of unknowns is equal to the number of equations so that Eqs. (16) can be solved by Newton-Raphson iteration. To improve the efficiency of the algorithm, one can substitute $\boldsymbol{x}_{n+1}$ into the constraint equations, and then Eqs. (16) can be divided into a linear part

$$
\begin{equation*}
\boldsymbol{x}_{n+1}=\boldsymbol{x}_{n}+\tau \sum_{i=1}^{s} b_{i} \boldsymbol{k}_{i} \tag{17}
\end{equation*}
$$

and a nonlinear part

$$
\left\{\begin{array}{c}
\boldsymbol{k}_{i}=\boldsymbol{f}\left(t_{n}+c_{i} \tau, \boldsymbol{x}_{n}+\tau \sum_{j=1}^{S} a_{i j} \boldsymbol{k}_{j}, \boldsymbol{\lambda}_{n}\right), i=1,2, \cdots, s,  \tag{18}\\
\boldsymbol{g}\left(\boldsymbol{x}_{n}+\tau \sum_{i=1}^{S} b_{i} \boldsymbol{k}_{i}\right)=\mathbf{0} .
\end{array}\right.
$$

Consequently, the nonlinear equations (18) instead of (16) need to be solved at every step so that the efficiency is improved. A 2-stage, 4th order symplectic Runge-Kutta algorithm is adopted in this paper, and the coefficients are given as follows [34]:

$$
\boldsymbol{A}=\left[\begin{array}{cc}
\frac{1}{4} & \frac{1}{4}-\frac{\sqrt{3}}{6}  \tag{19}\\
\frac{1}{4}+\frac{\sqrt{3}}{6} & \frac{1}{4}
\end{array}\right], \boldsymbol{b}=\left[\frac{1}{2}, \frac{1}{2}\right] .
$$

Consequently, there are three steps to solve Eqs. (14):
Step 1: the initial values of Eqs. (18) are $\boldsymbol{k}_{1}=\boldsymbol{k}_{2}=\mathbf{0}, \boldsymbol{\lambda}_{n}=\mathbf{0}$;
Step 2: solve Eqs. (18) by Newton-Raphson iteration to obtain $\boldsymbol{k}_{1}, \boldsymbol{k}_{2}$, and $\lambda_{n}$;
Step 3: $\boldsymbol{x}_{n+1}=\boldsymbol{x}_{n}+\frac{\tau}{2} \boldsymbol{k}_{1}+\frac{\tau}{2} \boldsymbol{k}_{2}, n=n+1$, go to Step 1 .

## 4. Validation of the proposed modelling and numerical method

In order to validate the modelling method and the numerical method developed by the authors, the dynamic response of a rigid body (a disc) in space as a simple example is analysed, as shown in Fig. 2. In this example, the proposed modelling method and proposed numerical method are compared with the well-developed Euler angle method and Runge-Kutta method. The radius and thickness of the disc are all taken as 1 m . The orbital radius of the disc is $r_{0}=42,164 \mathrm{~km}$ and the initial angular velocity of orbital motion is $\omega_{0}=\sqrt{\mu /\left(r_{0}{ }^{3}\right)}$. The initial angular velocity of the disc is $\omega_{0} \times[0,1,1.1]^{\mathrm{T}}$.

Four cases are discussed as shown in Table 1. In Case 1, the gravity gradient torque is calculated on the base of Euler angle method (Chapter 3 of [35]), and the Runge-Kutta method [36] is used to solve the ordinary differential equations. The results of Case 1 are considered accurate results and the other cases are compared against Case 1, because the methods of Case 1 are the most widely used modelling method and numerical method. In Case 2, the simulation is carried out based on the proposed modelling method and proposed numerical algorithm. In Case 3 , the gravity gradient torque is neglected, so the proposed modelling method is reduced to NCF method. In Case 4, the proposed modelling method is adopted, however, the equations are solved by the generalized $\alpha$ method [31]. Simulation results are depicted in Fig. 3 - Fig. 5. The error, relative energy error and constraint error are defined as

$$
\left\{\begin{array}{c}
\text { Error }=\boldsymbol{v}_{\text {Case } k}(z)-\boldsymbol{v}_{\text {Case } 1}(z), k=2,3,4  \tag{20}\\
E_{\text {error }}=\frac{E-E_{0}}{E_{0}} \\
C_{\text {error }}=\boldsymbol{u}^{\mathrm{T}} \boldsymbol{v}
\end{array}\right.
$$

where $E$ is the total system energy of the disc, and $E_{0}$ is the initial value of $E$.


Fig. 2 A disc in space
Table 1. Four cases of simulation of a disc in space

|  | Gravity gradient <br> torque | Modelling <br> method | Numerical method |
| :--- | :---: | :---: | :---: |
| Case 1 | Yes | Euler angles | Classical Runge-Kutta method |
| Case 2 | Yes | NCF | Energy- and constraint-conserving algorithm |
| Case 3 | No | NCF | Energy- and constraint-conserving algorithm |
| Case 4 | Yes | NCF | Generalized $\alpha$ method |

Fig. 3 shows the errors of $Z$ component of vector $\boldsymbol{v}$ compared with Case 1. From the results, one can easily find that the differences between Case 1 and Case 2 are very small, which indicates that the proposed modelling method is validated, and the gravity gradient torque of a space rigid body has been taken into account accurately. It also verifies that the proposed numerical method for DAEs produces accurate results in the simulation. From the errors of Case 3 , it is found that the gravity gradient torque has a significant effect on the attitude dynamics of spacecraft and needs to be taken into account. The increasing errors of Case 4 indicate that generalized $\alpha$ method is not suitable for long-time simulation.


Fig. 3 Errors of $Z$ component of vector $\boldsymbol{v}$ compared with Case 1
Fig. 4 gives the relative errors of total system energy of Case 2 and Case 4. From the results, it is clearly found that the relative error of total system energy of the proposed numerical method is around $10^{-13}$ while the error of the generalized $\alpha$ method is above $10^{-3}$. Fig. 5 shows the error of constraint of Case 2, and it can be seen that the constraint is well satisfied. The conservation of total system energy using the proposed numerical method is due to the cofficients of Runge-Kutta method in Eqs. (19). The constraint is preserved precisely because the second equation in Eqs. (18) is well satisfied when solving Eqs. (18) by Newton-Raphson iteration method.

It can be concluded that the proposed modelling method and numerical method are validated. The following simulations of the SPS are carried out based on the proposed modelling method and numerical algorithm.


Fig. 4 Relative errors of total system energy of Case 2 and Case 4


Fig. 5 Error of constraint of Case 2

## 5. Application on an SPS

Section 2 presents the modelling process of a single space rigid body. This section focuses on the dynamics and control of a rigid multibody aerospace system (an SPS). Firstly, a simplified three-rigid-body model is established based on the proposed modelling method. It will be shown that for rigid multibody aerospace system, the modelling process is also very simple and easy to understand. Then, an attitude controller is designed so that the transmitter can track the Earth and the primary reflectors can track the Sun synchronously. Finally, the effect of solar radiation pressure (SRP) is introduced, which is one of the most important attitude perturbations of SPSs.

### 5.1. Orbit-attitude coupled modelling

This sub-section presents the modelling process of a rigid multibody aerospace system, and the focus is given to 2002 JAXA reference model of SPS [8]. The difference between rigid multibody system and single rigid body is that there are additional constraints among rigid bodies in the rigid multibody system. Therefore, an important problem of modelling process of a rigid multibody aerospace system is how to deal with the additional constraints according to its characteristics. In the following paragraphs, the characteristics of 2002 JAXA reference model of SPS is given, and the modelling process is presented accordingly.

2002 JAXA reference model of SPS has two elliptic primary reflectors, two refracting lens, a truss and a transmitter, as illustrated in Fig. 6 and Fig. 7. The lens and the transmitter are fixed to the truss, and the primary reflectors can rotate around the truss to track the incident sunlight. The geometric and mass parameters are summarized in Table $2 . \mathrm{G}_{\mathrm{ij}}, \mathrm{G}_{\mathrm{t}}, \mathrm{G}_{\mathrm{r} 1}$, and $\mathrm{G}_{\mathrm{r} 2}$ are the centers of mass of the truss, the transmitter, refracting lens 1 and 2 , respectively. The primary reflectors are considered to have a 45 -degree and a 135-degree inclinations (to the truss axis) to reflect solar radiation to the refracting lens.

A global coordinate system $O-X Y Z$ is established as shown in Fig. 8. The origin is located at the center of the Earth. The $O Z$ axis is along the rotational axis of the Earth and the $O X$ axis points to the spring equinox at J 2000 . The $O Y$ axis can be determined by the right-hand rule.


Fig. 62002 JAXA reference model of SPS


Fig. 7 Simplified three-rigid-body model of 2002 JAXA reference model of SPS (body 1: reflector 1 ; body 2 : reflector 2 ; body 3 : the truss with lens and transmitter)


Fig. 8 Coordinate definition of motion (other components are not shown in the figure for simplicity)

Table 2. Geometric and mass parameters of 2002 JAXA reference model of SPS [8]

| Component | Length (m) | Diameter (m) | Weight (kg) |
| :---: | :---: | :---: | :---: |
| Truss | 6,000 | 100 m (Assumed) | 200,000 |
| Primary | 100 (Assumed) | $3,500 \times 2,500$ (Long and short |  |
| reflectors |  | axes) | $1,000,000$ |
| Refracting lens | 50 (Assumed) | 2,000 | 400,000 |
| Transmitter | 50 (Assumed) | 2,000 | $7,000,000$ |

The three-rigid-body model has 8 degrees of freedom: three translations, three rotations of the whole structure as one rigid object, and one relative rotational degree of freedom of each primary reflector. In Fig. 7, $\mathrm{P}_{\mathrm{i} 3}$ and $\mathrm{P}_{\mathrm{j} 3}$ are coincide with $\mathrm{P}_{\mathrm{i} 1}$ and $\mathrm{P}_{\mathrm{i} 2}$, respectively. $\boldsymbol{e}_{1}$ and $\boldsymbol{e}_{2}$ are collinear with $\boldsymbol{e}_{3} . \boldsymbol{u}_{1}$ and $\boldsymbol{u}_{2}$ coincide with minor axes of primary reflectors. $\boldsymbol{u}_{3}$ is the direction of the microwave beaming. Other vectors can be decided by the right-hand rule. In Fig. 7 and Fig. 8, G-euv is a local coordinate system, where G represents the center of mass of the whole SPS, $\boldsymbol{e}$, $\boldsymbol{u}$ and $\boldsymbol{v}$ axes are parallel to $\boldsymbol{e}_{3}, \boldsymbol{u}_{3}$ and $\boldsymbol{v}_{3}$ axes respectively. The coordinates of each rigid body is defined as

$$
\begin{equation*}
\boldsymbol{q}_{k}=\left[\boldsymbol{r}_{i k}{ }^{\mathrm{T}}, \boldsymbol{r}_{j k}^{\mathrm{T}}, \boldsymbol{u}_{k}^{\mathrm{T}}, \boldsymbol{v}_{k}^{\mathrm{T}}\right]^{\mathrm{T}}, k=1,2,3 . \tag{21}
\end{equation*}
$$

Apparently, there are 6 internal constraints for each rigid body (see Eqs. (2)). Apart from these constraints, there are 6 linear constraints and 4 nonlinear constraints among three bodies, described by the following equations:

$$
\left\{\begin{array}{c}
\boldsymbol{r}_{i 1}-\boldsymbol{r}_{i 3}=\mathbf{0}  \tag{22}\\
\boldsymbol{r}_{i 2}-\boldsymbol{r}_{j 3}=\mathbf{0} \\
\left(\boldsymbol{r}_{i 1}-\boldsymbol{r}_{i 2}\right)^{\mathrm{T}} \boldsymbol{u}_{1}=0 \\
\left(\boldsymbol{r}_{i 1}-\boldsymbol{r}_{i 2}\right)^{\mathrm{T}} \boldsymbol{v}_{1}=0 \\
\left(\boldsymbol{r}_{i 1}-\boldsymbol{r}_{i 2}\right)^{\mathrm{T}} \boldsymbol{u}_{2}=0 \\
\left(\boldsymbol{r}_{i 1}-\boldsymbol{r}_{i 2}\right)^{\mathrm{T}} \boldsymbol{v}_{2}=0,
\end{array}\right.
$$

which restrict the relative translation and rotation among three bodies. In practice, the linear constraints can be eliminated to improve simulation efficiency. Eventually, $\boldsymbol{r}_{i 3}$ and $\boldsymbol{r}_{j 3}$ can be replaced by $\boldsymbol{r}_{i 1}$ and $\boldsymbol{r}_{i 2}$ respectively, and the generalized coordinates of the three-rigid-body model are chosen as

$$
\begin{equation*}
\boldsymbol{q}=\left[\boldsymbol{r}_{i 1}{ }^{\mathrm{T}}, \boldsymbol{r}_{j 1}^{\mathrm{T}}, \boldsymbol{u}_{1}^{\mathrm{T}}, \boldsymbol{v}_{1}^{\mathrm{T}}, \boldsymbol{r}_{i 2}^{\mathrm{T}}, \boldsymbol{r}_{j 2}^{\mathrm{T}}, \boldsymbol{u}_{2}^{\mathrm{T}}, \boldsymbol{v}_{2}^{\mathrm{T}}, \boldsymbol{u}_{3}^{\mathrm{T}}, \boldsymbol{v}_{3}^{\mathrm{T}}\right]^{\mathrm{T}} \in \mathrm{R}^{30} . \tag{23}
\end{equation*}
$$

Then, the nonlinear constraints of Eqs. (22) and the internal constraints of each rigid body are denoted concisely as

$$
\begin{equation*}
\boldsymbol{g}(\boldsymbol{q})=\mathbf{0} \in \mathrm{R}^{22} \tag{24}
\end{equation*}
$$

It is seen that the linear constraints can be eliminated to reduce the number of generalized coordinates and improve simulation efficiency. Alternatively, one may prefer not to eliminate the linear constraints to further simplify the modelling process, despite of simulation efficiency.

The equations of motion of the three-rigid-body model are also derived by constrained Hamilton's equation. Both the kinetic energy and the gravitational potential energy of the system can be calculated by summing those of each rigid body. Therefore, the constrained Hamiltonian function of the three-rigid-body model can be written as [27]

$$
\begin{equation*}
H=T(\dot{\boldsymbol{q}})+U(\boldsymbol{q})+\lambda^{\mathrm{T}} \boldsymbol{g}(\boldsymbol{q})=\sum_{k=1}^{3} T_{k}\left(\dot{\boldsymbol{q}}_{k}\right)+\sum_{k=1}^{3} U_{k}\left(\boldsymbol{q}_{k}\right)+\lambda^{\mathrm{T}} \boldsymbol{g}(\boldsymbol{q}) \tag{25}
\end{equation*}
$$

where $\lambda \in \mathrm{R}^{22}$ is the vector of Lagrange multipliers, $T(\dot{\boldsymbol{q}})$ is the kinetic energy of the system and $U(\boldsymbol{q})$ is the gravitational potential energy of the system. The expression of $U_{k}\left(\boldsymbol{q}_{k}\right)$ is shown in Eq. (8), and the mass matrix of each rigid body is given in Eq. (5). By replacing $\boldsymbol{r}_{i 3}$ and $\boldsymbol{r}_{j 3}$ with $\boldsymbol{r}_{i 1}$ and $\boldsymbol{r}_{i 2}$, the kinetic energy of the system can be written as

$$
\begin{equation*}
T(\dot{\boldsymbol{q}})=\frac{1}{2} \dot{\boldsymbol{q}}^{\mathrm{T}} \boldsymbol{M} \dot{\boldsymbol{q}} \tag{26}
\end{equation*}
$$

where $\boldsymbol{M} \in \mathrm{R}^{30 \times 30}$ is the constant mass matrix of the system. By using the constrained Hamilton's equations [27], the equations of motion are obtained:

$$
\left\{\begin{array}{c}
\dot{\boldsymbol{q}}=\boldsymbol{M}^{-1} \boldsymbol{p}  \tag{27}\\
\dot{\boldsymbol{p}}=-\boldsymbol{g}_{\boldsymbol{q}}^{\mathrm{T}}(\boldsymbol{q}) \lambda+\boldsymbol{f}_{\mathrm{g}}+\boldsymbol{f}_{\mathrm{d}}+\boldsymbol{f}_{\mathrm{c}} \\
\boldsymbol{g}(\boldsymbol{q})=\mathbf{0}
\end{array}\right.
$$

where $\boldsymbol{g}_{\boldsymbol{q}}(\boldsymbol{q}) \in \mathrm{R}^{22 \times 30}$ is the Jacobian matrix of $\boldsymbol{g}(\boldsymbol{q}), \boldsymbol{f}_{\mathrm{g}}=-\partial U(\boldsymbol{q}) / \partial \boldsymbol{q}, \boldsymbol{f}_{\mathrm{d}}$ and $\boldsymbol{f}_{\mathrm{c}}$ are the vectors of generalized gravitational force, disturbing force, and control force respectively. $\boldsymbol{f}_{\mathrm{d}}$ and $\boldsymbol{f}_{\mathrm{c}}$ are obtained by the principle of virtual work. The mass matrix and the vector of generalized external force of the three-rigid-body model can be assembled from those of each rigid body.

### 5.2. Attitude controller design

The SPS needs to track the Earth and the Sun synchronously while it travels on GEO. In this sub-section, a proportional-derivative (PD) controller is designed for Earth-tracking and Suntracking control of the SPS. In order to describe the attitude of the SPS, a 3-1-2 sequence of Euler angle representation of G-euv (denoted by $\psi$ for $\boldsymbol{v}$ axis, $\varphi$ for $\boldsymbol{e}$ axis, and $\theta$ for $\boldsymbol{u}$ axis) is adopted. The initial orientations of $\boldsymbol{e}, \boldsymbol{u}$, and $\boldsymbol{v}$ are parallel to $O X, O Y$, and $O Z$ axes respectively.

In this paper, NCF is used to model the SPS, and Euler angle representation is adopted to design an attitude controller for the SPS. The relationship between NCF and Euler angles can be found through the mathematical expression of attitude matrix. The attitude matrix of Euler angle method is given by (Chapter 2 of [35])

$$
\boldsymbol{A}=\left[\begin{array}{ccc}
\cos \psi \cos \theta-\sin \psi \sin \varphi \sin \theta & \sin \psi \cos \theta+\cos \psi \sin \varphi \sin \theta & -\cos \varphi \sin \theta  \tag{28}\\
-\sin \psi \cos \varphi & \cos \psi \cos \varphi & \sin \varphi \\
\cos \psi \sin \theta+\sin \psi \sin \varphi \cos \theta & \sin \psi \sin \theta-\cos \psi \sin \varphi \cos \theta & \cos \varphi \cos \theta
\end{array}\right] .
$$

On the other hand, attitude matrix can also be written as [23]

$$
\begin{equation*}
\boldsymbol{A}_{\mathrm{m}}=\left[\boldsymbol{e}_{3}, \boldsymbol{u}_{3}, \boldsymbol{v}_{3}\right]^{\mathrm{T}} \tag{29}
\end{equation*}
$$

By comparing Eq. (28) with Eq. (29), the Euler angles can be expressed by $\boldsymbol{e}_{3}, \boldsymbol{u}_{3}$, and $\boldsymbol{v}_{3}$.
The primary reflectors need to track the Sun to collect solar power in space, meanwhile the transmitter needs to track the Earth to transmit power to the ground, as demonstrated in Fig. 9. The objective of the attitude control can be represented by the geometric relationship as

$$
\left\{\begin{array}{c}
\boldsymbol{e}_{3}=[0,0,1]^{\mathrm{T}}  \tag{30}\\
\boldsymbol{u}_{3}=\boldsymbol{u}_{\text {Earth }}, \\
\boldsymbol{u}_{1}^{\mathrm{T}} \boldsymbol{u}_{\text {Sun }}=\boldsymbol{u}_{1}^{\mathrm{T}} \boldsymbol{u}_{\text {Sun }}=0,
\end{array}\right.
$$

where $\boldsymbol{u}_{\text {Earth }}$ is a unit vector from point $G$ to point $O$ and $\boldsymbol{u}_{\text {Sun }}$ is a unit vector from point $G$ to the Sun. Because the SPS travels on GEO, $\boldsymbol{u}_{\text {Earth }}$ and $\boldsymbol{u}_{\text {Sun }}$ can be simply expressed by

$$
\left\{\begin{array}{c}
\boldsymbol{u}_{\text {Earth }}=\left[-\sin \left(\omega_{\text {Earth }} t\right), \cos \left(\omega_{\text {Earth }} t\right), 0\right]^{\mathrm{T}}  \tag{31}\\
\boldsymbol{u}_{\text {Sun }}=\left[-\sin \left(\omega_{\text {Sun }} t\right), \cos (\gamma) \cos \left(\omega_{\text {Sun }} t\right), \sin (\gamma) \cos \left(\omega_{\text {Sun }} t\right)\right]^{\mathrm{T}}
\end{array}\right.
$$

where $\omega_{\text {Earth }}=2 \pi /(23 \times 3600+56 \times 60+4)$ is the angular velocity of the Earth, $\omega_{\text {Sun }}=$ $\omega_{\text {Earth }} / 365.25, \gamma=23^{\circ} 26^{\prime}$ is obliquity of the ecliptic. By solving Eqs. (30) and Eqs. (22), the planed value of $\boldsymbol{e}_{3}, \boldsymbol{u}_{3}$, and $\boldsymbol{v}_{3}$ are obtained, and then the planed Euler angles can be obtained by comparing Eq. (28) with Eq. (29).


Fig. 9 Simple demonstration of Earth-tracking and Sun-tracking attitude
Fig. 10 shows the results of planed Euler angles of the SPS. From the results, one can easily find that $\psi_{\text {Planned }}$ increase linearly with time, $\varphi_{\text {Planned }}$ remains zero and $\theta_{\text {Planned }}$ remains $\pi / 2$. The angular errors of $\psi, \varphi$ and $\theta$ are denoted as $e_{\psi}, e_{\varphi}$ and $e_{\theta}$, respectively. Synchronously, bodies 1 and 2 can rotate around the truss so that $\boldsymbol{v}_{1}$ and $\boldsymbol{v}_{2}$ can point to $\boldsymbol{u}_{\text {Sun }}$ direction. The error of attitude angle of body 1 (denoted by $e_{1}$ ) is defined in Fig. 11, where $\boldsymbol{u}_{\text {sun }}^{\prime}$ is the projection of $\boldsymbol{u}_{\text {Sun }}$ to $\mathrm{P}_{\mathrm{i} 1}-\boldsymbol{u}_{1} \boldsymbol{v}_{1}$ plane. $e_{2}$ is defined similarly.


Fig. 10 Results of trajectory planning for body 3


Fig. 11 Definition of attitude angle error of body 1

In order to track the Earth and the Sun synchronously, a simple PD controller [37] is designed as shown in Fig. 12. This PD controller is applied identically to $e_{\psi}, e_{\varphi}, e_{\theta}, e_{1}$ and $e_{2}$, therefore the subscripts are neglected for simplicity. Therefore, the output control moment of the PD controller is

$$
\begin{equation*}
M^{\prime}=K_{\mathrm{p}} e+K_{\mathrm{d}} \dot{e} \tag{32}
\end{equation*}
$$

where $K_{\mathrm{p}}$ and $K_{\mathrm{d}}$ are proportional and derivative gains respectively.


Fig. 12 Structure of attitude controller
In engineering applications, the output of an actuator is always limited to a specific maximum value. This phenomenon is termed actuator saturation. Under this practical consideration, a saturation function is employed to simulate the actuator saturation:

$$
M=\left\{\begin{array}{cl}
-M_{\max }, & M^{\prime}<-M_{\max }  \tag{33}\\
M^{\prime}, & -M_{\max }<M^{\prime}<M_{\max } \\
M_{\max }, & M_{\max }<M^{\prime}
\end{array}\right.
$$

where $M_{\max }$ is the upper bound of actuator output. The upper bound should be determined through simulations so that it is known how big moments the actuators need to provide to track the planned attitude. At the same time, it should not be so large that the abilities of actuators are underutilized.

### 5.3. Solar radiation pressure (SRP)

Gravity gradient torque, SRP and the reactive force of microwave beaming are considered as three main sources of disturbing torques for SPS [12]. The gravity gradient torque has been taken into account by using the proposed formulation of gravitational potential energy. In addition, the direction of microwave beaming, which is $\boldsymbol{u}_{3}$ direction, passes through the centre of mass of the SPS. Consequently, the torque generated by reactive force of microwave beaming can be neglected. Thus, the main perturbation of attitude motion of the SPS is SRP.

The SRP force of a flat surface can be expressed as [12]

$$
\begin{equation*}
\boldsymbol{F}_{\mathrm{s}}=P_{\mathrm{s}} A\left(\boldsymbol{n} \cdot \boldsymbol{u}_{\text {Sun }}\right)\left\{\left(\rho_{\mathrm{a}}+\rho_{\mathrm{d}}\right) \boldsymbol{u}_{\text {Sun }}+\left[2 \rho_{\mathrm{s}}\left(\boldsymbol{n} \cdot \boldsymbol{u}_{\text {Sun }}\right)-\frac{2}{3} \rho_{\mathrm{d}}\right] \boldsymbol{n}\right\} \tag{34}
\end{equation*}
$$

where $P_{\mathrm{s}}=4.5 \times 10^{6} \mathrm{~N} \cdot \mathrm{~m}^{-2}$ is the SRP constant, $A$ is the area of the flat surface, $\boldsymbol{n}$ is the normal vector of the surface and points into the surface, $\rho_{\mathrm{s}}, \rho_{\mathrm{d}}$, and $\rho_{\mathrm{a}}$ are coefficients of specular reflection, diffuse reflection, and absorption. The primary reflectors are assumed to be ideal mirrors with $\rho_{\mathrm{s}}=1, \rho_{\mathrm{d}}=\rho_{\mathrm{a}}=0$. For other components, the coefficients are considered to be $\rho_{\mathrm{s}}=\rho_{\mathrm{d}}=0, \rho_{\mathrm{a}}=1$. For the primary reflector $1, \boldsymbol{n}=\sqrt{2}\left(\boldsymbol{e}_{1}-\boldsymbol{v}_{1}\right) / 2$. According to Eq. (34) and the parameters in Table 2, the SRP force of primary reflector 1 is

$$
\begin{equation*}
\boldsymbol{F}_{\mathrm{s}, \text { reflector } 1}=2 P_{\mathrm{s}} A\left(\boldsymbol{n} \cdot \boldsymbol{u}_{\text {Sun }}\right)^{2} \boldsymbol{n} \approx \mathbf{6 1 . 8}\left(\boldsymbol{n} \cdot \boldsymbol{u}_{\text {Sun }}\right)^{2} \boldsymbol{n} \tag{35}
\end{equation*}
$$

According to Eqs. (31) and the planed attitude of the SPS, the maximum value of the SRP force of a primary is 53.5 N . The SRP force would produce a large torque $\left(10^{4} \sim 10^{5} \mathrm{~N} \cdot \mathrm{~m}\right)$ on the SPS because the distance between the centre of pressure and the centre of mass of the system would reach the magnitude of kilometer.

## 6. Simulation results

The effects of gravity gradient torque and SRP on the orbit-attitude coupled dynamics of the SPS are presented in this section. The initial position and orientation of 2002 JAXA reference model of SPS in all cases are shown in Fig. 8. The system travels on GEO initially, and the initial angular velocities in $Z$ direction are all $\omega_{\text {Earth }}$ for three bodies. SRP forces of all components are calculated by Eq. (34). To include $20 \%$ of uncertain offset between centers of mass and centers of pressure, the local coordinates of centers of pressure of primary reflectors 1 and 2 are assumed to be $[250,100,200]^{\mathrm{T}}$ and $[230,-150,190]^{\mathrm{T}}$ in $\mathrm{P}_{\mathrm{i} 1}-\boldsymbol{e}_{1} \boldsymbol{u}_{1} \boldsymbol{v}_{1}$ and $\mathrm{P}_{\mathrm{i} 2}-\boldsymbol{e}_{2} \boldsymbol{u}_{2} \boldsymbol{v}_{2}$ respectively. The centers of pressure of other components are assumed to coincide with their centers of mass.

Five cases are summarized in Table 3. The proposed method is used to establish the dynamic model of the SPS in Case 5 - Case 8, while the SPS is treated as a particle in Case 9. In Case 9, the attitude of the SPS is considered to be well-controlled.

Table 3. Five cases of simulation

|  | Modelling method | SRP | Attitude controller |
| :--- | :---: | :---: | :---: |
| Case 5 | Proposed method | No | No |
| Case 6 | Proposed method | No | Yes |
| Case 7 | Proposed method | Yes | No |
| Case 8 | Proposed method | Yes | Yes |

## Case $9 \quad$ Particle $\quad$ Yes

### 6.1. Effects of gravity gradient torque

The effects of gravity gradient torque are studied by comparing Case 5 and Case 6 . The relative errors of energy and the constraint error of Case 5 are illustrated in Fig. 13 and Fig. 14 to validate the simulation. They are defined as

$$
\left\{\begin{array}{l}
E_{\mathrm{SPS}, \text { error }}=\frac{E-E_{0}}{E_{0}},  \tag{36}\\
C_{\mathrm{SPS}, \text { error }}=\boldsymbol{u}_{3}{ }^{\mathrm{T}} \boldsymbol{v}_{3},
\end{array}\right.
$$

where $E$ is the total energy of the system, and $E_{0}$ is the initial value of $E$. It can be seen from Fig. 13 that the total relative errors of energy of Case 5 remains below $10^{-8}$. It means that when SRP and control force are not considered, the total energy of the system remains a constant. Fig. 14 indicates that the constraints of the system are well preserved in long-time simulation.


Fig. 13 Relative errors of energy of the three-rigid-body model (Case 5)


Fig. 14 Constraint errors of the three-rigid-body model (Case 5)
The errors of $\varphi$, the errors of primary reflector 1 and the control moments of primary reflector 1 are shown in Fig. 15, Fig. 16 and Fig. 17, respectively. It can be seen that when the attitude of the SPS is not controlled (Case 5), the Earth-pointing error remains zero in the first three days but increase greatly during the fourth day. The Sun-pointing error rises from the beginning of the simulation and reaches around 0.2 rad at the end. For Case 6, the Earth-pointing and Sun-
pointing errors remain almost zero during the simulation. The control moment of primary reflector 1 oscillates periodically. The period of the control moment is about 12 hours, and the magnitude is about $56 \mathrm{~N} \cdot \mathrm{~m}$.

This simulation suggests that the initial attitude of the SPS is equilibrium due to its symmetry. However, the equilibrium is unstable under the disturbance of gravity gradient torque. Therefore attitude controller is significant to maintain the Earth-pointing stability and accuracy. On the other hand, periodic control moments on primary reflectors are required to counteract the effect of gravity gradient torque.


Fig. 15 Errors of $\varphi$ (Earth-pointing errors)


Fig. 16 Errors of primary reflector 1 (Sun-pointing errors)


Fig. 17 Control moments of primary reflector 1 (Sun-pointing control moments)

### 6.2. Effects of SRP

This sub-section studies the effects of SRP on the orbital motion and attitude motion of the SPS. The orbital motion of the SPS can be represented by the orbital motion of its centre of mass
(Point G in Fig. 7). Based on the theory of two-body problem (Chapter 2 of [38]), the eccentricity of Point $G$ can be expressed by the position vector and velocity vector of Point G.

Fig. 18 shows the orbital eccentricity of the SPS in one-year simulation. It can be found that the orbital eccentricity of Case 5 remains zero during the simulation, because SRP is not considered in Case 5. In Case 7- Case 9, the eccentricity of the SPS increases in the first half year and then decreases to about zero at the end of the year. The results of Case 8 and Case 9 are slightly different. The reason is that the attitude errors of Case 9 are considered to be zero while in Case 8 the attitude errors actually vibrate in a small range (see Fig. 19). The magnitude of eccentricity of Case 7 is lower than that of Case 8, because the attitude of Case 7 is not controlled and consequently cannot capture as much solar radiation as Case 8. The good agreement between Case 8 and Case 9 indicates that NCF method can predict the orbit of rigid multibody systems properly. It can also be concluded that the attitude of the SPS has considerable influence on its orbit when SRP is taken into account.


Fig. 18 Orbital eccentricity of the SPS
By comparing the control results of Case 6 and Case 8 in Fig. 19 and Fig. 20, we can find that SRP has a great influence on Earth-pointing control of 2002 JAXA reference model of SPS. SRP produces periodic Earth-pointing errors and necessitates large periodic control moments to counteract the disturbance of SRP. Although the control errors of Case 8 are below $10^{-3} \mathrm{rad}$ (less than 0.1 degree), they are highly dependent on the gains of the controller. In other words, if the gains of PD controller were not chosen appropriately, the errors would rise. Therefore, the Earth-pointing controller should be further investigated to enhance Earth-pointing accuracy and reliability.


Fig. 19 Errors of $\psi, \varphi$ and $\theta$ (Earth-pointing errors)


Fig. 20 Control moments of body 3 (Earth-pointing control moments)
The Sun-pointing control errors and control moments are presented in Fig. 21 and Fig. 22. It can be found that the control errors of primary reflectors in Case 8 increase significantly at the beginning of the simulation and then remain steady with a small fluctuation. The control errors in Case 6 keep fluctuating in a small value during the simulation. The control moments experience similar variations. The magnitude of control moment is determined by the magnitude of SRP torque, which can be further attributed to the offset between centre of mass and centre of pressure. It can be concluded that SRP generates a steady Sun-pointing error by exerting steady torques on primary reflectors. The torques is steady because the primary reflectors steadily point to the sun, and thus the SRP force and the offset between the centre of pressure and the centre of mass of the primary reflectors remain steady.


Fig. 21 Errors of primary reflector 1 and primary reflector 2 (Sun-pointing errors)


Fig. 22 Control moments of primary reflector 1 and primary reflector 2 (Sun-pointing control moments)

## 7. Conclusion

A simple method is proposed for orbit-attitude coupled modelling of large solar power satellite (SPS) based on natural coordinate formulation (NCF). An energy- and constraintconserving algorithm is then presented to solve the differential-algebraic equations. Then, a simple example is carried out to show the validity of the proposed method. Finally, based on the proposed modelling method and numerical method, the orbit-attitude coupled model of 2002 JAXA reference model of SPS is constructed. According to simulation results, the Earth-pointing attitude of the SPS is an unstable equilibrium state under the disturbance of gravity gradient torque. Besides, periodic control moments on primary reflectors are required to counteract the effect of gravity gradient torque. On the other hand, solar radiation pressure (SRP) produces periodic Earth-pointing control errors and steady Sun-pointing control errors under proportionalderivative controller. Furthermore, it is found that the effect of SRP on orbital eccentricity of the SPS is dependent on its attitude, which necessitates the orbit-attitude coupled modelling of large SPS.

The proposed modelling method is an extension of NCF to consider gravitational force and gravity gradient torque for rigid multibody aerospace systems. Compared with Euler angle method, the proposed modeling method is simpler to use and easier to understand, because the generalized coordinates of the proposed method are all Cartesian coordinates in a global coordinate system. The proposed modelling method is also applicable to the simulation of other rigid multibody aerospace system, such as space robots, satellite rendezvous and docking, and on-orbit construction. Future works can be addressed to consider the effects of other space perturbations. On the other hand, the attitude controller of the SPS can be developed to deal with steady errors as well as periodic errors.
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