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Abstract

In this thesis, the issue of trust in cloud computing is addressed. We propose a novel ar-
chitecture for a trust management system for cloud computing in which various sources
of trust-related information are utilised and different trust mechanisms are combined.
Through this architecture, cloud users can utilise typically distributed cloud trust pro-
tocol (CTP) to ask questions about cloud services and receive answers via a hypertext
transfer protocol (HTTP)response. We introduce cloud user assessments and their im-
portance, which complements the self-assessments of providersdone in previous work. We
use questionnaires – the Consensus Assessment Initiative Questionnaire (CAIQ) and a
Smals research group questionnaire – to get opinions from providers and users, respec-
tively. The providers’ opinions reflect the service capabilities claimed by the provider,
while the users’ opinions reflect their satisfaction with the service being offered over the
cloud.

Based on the providers’ and users’ opinions, we propose trust aggregation, ageing
and reputation mechanisms to generate digital trust values for services. Trust-related
information is presented and processed in terms of opinions formalised in subjective logic.
We represent the providers’ and users’ opinions as binomial subjective opinions that
express not only the beliefs but also the uncertainties found in the questionnaire answers.
We also present a classification method for subjective opinions based on barycentric
coordinates that classify binomial subjective opinions into rating classes, which can be
defined as scalar rating values.

We also introduce the concept of trust transfer between users for calculating their
level of trust. The trust transfer is a mechanism by which old users can share their
opinions regarding a certain service with new users on demand. We give new users the
ability to assess the service themselves or to ask other agents – old users who assessed
the service before – to provide a recommendation based on their opinions. The rec-
ommendation requests will be represented as a directed tree; the top parent (i.e., the
top of the tree) represents the new users, while the leaves represent old users, who have
completed their assessments without help. The other nodes represent old users who have
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transferred opinions to their child nodes (i.e., other users who trust them). We propose
a mechanism for opinion transferring among cloud users based on cumulative, averaging
and transitivity fusion logic operations.

We implemented a graphical user interface (GUI) tool using Java to conduct the
provider and user assessments, from collecting their opinions using questionnaires to
generating the overall trust values for the services. We provide calculations using two
methods: aggregation only and aggregation with ageing. We performed extensive ex-
periments to find the best method that can be used for collecting opinions from both
providers and users. We present the experimental results and the system evaluation.

The last contribution of this thesis is to verify trust in the users themselves before
including their opinions in the trust reputation system. We use blockchain technology to
achieve this. We provide a voting system that can be implemented between trusted users
to allow them to accept or reject a new user inside a trusted area. Once a new user gains
the majority of user votes, his or her opinion towards the service affects the service trust
value; otherwise, the user’s opinion will be discarded. The benefit of using blockchain
technology is to provide decentralised decisions without any interference from other
members. We also introduce important constraints for the voting process that preserve
fair and secured decisions.
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Chapter 1

Introduction

In recent years, cloud computing has come to be considered an important technology,
allowing users to remotely share various resources over the internet. Through virtualisa-
tion and job scheduling, cloud computing can be employed in a unified manner. Due to
the increasing importance of cloud computing in our daily lives, extensive research has
been done to enhance its capabilities and ensure that everythingis running according to
standard.

1.1 Cloud and Trust

An important area of study is achieving trust between cloud providers and customers.
Hence, before introducing this problem, we will present an introduction to cloud com-
puting.

1.1.1 Cloud

Three types of cloud computing service models are widely used: software as a service
(SaaS), platform as a service (PaaS) and infrastructure as a service (IaaS) (7), (46). In
an SaaS model, the software and application are installed and run by cloud providers
on a cloud platform and infrastructure. Access to the software is provided to cloud
users, but they have no permission to maintain or manage the software and application.
SaaS has the least freedom of operation. In a PaaS model, cloud providers offer a
computer platform, involving a programming execution environment, database, website
and operation system. Cloud users can install or develop software on the cloud platform,
and they do not have to purchase the high-cost and complex underlying hardware and
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software layers. PaaS offers mid-level freedom of operation. In an IaaS model, cloud
providers deliver computer infrastructure resources, such as a virtual machine. Cloud
users can choose the configuration of the virtual machine based on their preference,
including the type and number of central processing unit (CPU), the size of hard disk
and memory, the firewall, the network and the sound device used. Users deploy the
platform or operation system integrated into the virtual machine and can then install
the software and application on the platform. IaaS has the most freedom of operation.
Three typical application cases of SaaS, PaaS and IaaS are Microsoft Office Online,
Google App Engine and VMware, respectively (7; 46).

Despite the numerous advantages of using the cloud, cloud users may have some
concerns regarding how to control their data and how to make sure that no one can
access it except the owner. Another issue is availability, since online services are bound
to have downtime, and, therefore, data may not be available when the user needs them.
Hence, trust needs to be built between the customers and the providers offering cloud
services.

1.1.2 Trust

Many definitions of trust have been developed in social science (10; 45). Merriam-
Websterprovides a simple definition of trust, which is ‘a belief that someone or something
is reliable, good, honest, effective, etc. or to have confidence in someone or something’
(47). It can also be defined as a mental state comprising expectancy, belief and will-
ingness to take risk on behalf of the trustor, the consumer, and the trustee, the cloud
service provider (24).

In computer science, trust is known as computational trust, which can be accom-
plished using cryptography. Computational trust reflects the user’s evidence-based opin-
ion towards computations done by a program. There are various trust models that con-
trol the trustworthiness calculations based on such evidence. The existence of various
trust models has encouraged developers to increase the reliability and performance of
their digital products. Trust can be computed based on conceptual models, informa-
tion sources, direct experiences and witness information. The most common models are
those based on direct information, which indicates experience based on direct interaction
between a user and a digital system (56).

We can say that an entity, A (a trustor), trusts another entity, B (a trustee), if the
following three statements are satisfied.
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1. A expects a certain behaviour from B, which is known as expectancy.

2. Entity A believes that the expected behaviour will be demonstrated in an accept-
able manner, which is known as belief. The belief is always built on evidence seen
by the trustor.

3. The trustor, A, is willing to take a risk for his or her belief.

Trust versus reputation.Trust is different from reputation. We can characterise trust
as the ‘oxygen’ that permits the existence of reputation. Trust involves a relationship
between two entities, while reputation is a value generated by aggregating a community’s
opinion towards a certain entity.

Trust in a cloud environment. In a cloud environment, trust encompasses and relies
upon diverse attributes, such as information security, compliance and data governance.
So, potential users have to identify credible clouding software with required specifica-
tions. For cloud computing, trust management monitors the quality of service (QoS)
and the service level, and there is a contract between the cloud user and service provider;
hence, verification is an important field (68). The overall view of a community towards
a cloud service provider can be expressed by their reputation. In this project, we build
a system to measure the reputation of cloud service providers. This is done using the
trust information acquired by the cloud trust protocol (CTP) (38; 39; 42; 43) and the
feedback of users who have already used services offered by the provider to assess the
service quality using the Consensus Assessments Initiative Questionnaire (CAIQ) (18).

An extension of the definition of trust in cloud computing, presented above, is that
the trustor (entity A) can be any cloud user, while the trustee (entity B) represents
a cloud provider or a service. The cloud user expects a certain behaviour from the
provider regarding how the service will run, and belief is instilled in the cloud user after
they encounter evidence that the provider is fulfilling their expectation. Users can get
help from transparency protocols, such as the CTP, to ask and receive answers about
issues regarding the service performance, or they can get help from a reputation system
that is managed by experts, in which each service or provider is assigned a value that
represents its reputation. The higher the value, the better reputation. Finally, the cloud
user shows his or her willingness to take a risk by beginning to use the service.

Cloud trust management systems (21; 22; 32; 60) are responsible for calculating
trustworthiness and finding trustworthy services. This is done based on trust and
reputation (TR) models, which translate the nature of different attributes, such as data
governance, compliance to the regulations and information security, into a value. TR
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systems are an example of how to build trust in various service environments. Although
these systems provide useful TR models for decision making, most of them fail to
consider multiple attributes, such as security, compliance and data governance (32).

Trust types. Based on trustor expectancy, Huang and Nicol presented two types of
trust: (1) trust in performance and (2) trust in belief (25; 26).

• Trust in performance.

We can represent the trust relation between two entities (A as a trustor and B as
a trustee) by the relation trustp(A, B, x, k) if A believes the performance of x in
the context k, where x is performed by B in the context k. This means that if x is
made by B in a context k, then A believes x in that context (25; 26).

• Trust in belief. A trust relation is denoted by trustb(A, B, x, k). This relation is
satisfied if A trusts B regarding the belief of x in a context k. This means that if
B believes x in a context k, then A also believes x in that context (25; 26).

Trust as a result of assessments. As we said before, the trust established between
entities (i.e., users and providers) affects the reputation of trustee entities. Hence, the
reputation of a cloud provider or a service can be calculated by aggregating the cloud
users’ opinions. There are many ways to ask users for their opinions. Amazon, BizRate
and eBay ask their users to rate the products they buy. Amazon builds trust in a
certain product by averaging the buyer ratings, while eBay builds trust based on the
percentage of positive feedback for an item. Each merchant has a value that represents
the average level of satisfaction with the items sold by the merchant. On BizRate, the
level of trust in an item is calculated by compiling the average satisfaction factor of the
seller from the buyer reviews for that item (20). As a cloud service (similar to a mailing
service) must meet various requirements, including privacy, security and governance,
the users’ opinions must reflect all of these aspects. Therefore, we will use a multiple
choice questionnaire (MCQ) that asks about all aspects related to the services, taking
an intelligent approach to build an overall opinion that reflects all of these aspects.

1.2 CTP and CAIQ.

The role of transparency is acknowledged by the development of the CTP (38; 39).
This high-level protocol is meant to achieve cloud providers with transparency via
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a query–response mechanism, allowing (potential) users to query providers about
trust-related information. Starting with a high-level specification (38; 39), the protocol
has recently attained the proposed application programming interface (API)(50), which
brings it closer to the implementation stage. Building upon these developments, in this
paper, we propose a novel architecture for a cloud trust management system in which
various sources of trust-related information are utilised and different trust mechanisms
are combined. This includes using distributed CTP, CAIQ, trust aggregation and
reputation systems. To assess the service quality, the CAIQ assessment is used based
on the trust information acquired by the CTP and from the feedback of those who
previously used the services offered by the cloud service provider.

Consumer assessments are also useful to produce a fair evaluation of trustworthiness,
as the system could be subject to attacks. The ability of any user to do an assessment
and modify the trustworthiness generated by the self-assessment operation could make
the system vulnerable. Unfair user opinions coming from malicious (untrusted) cloud
users could update the trustworthiness with wrong values, so the latest trustworthiness
value could be incorrect, failing to reflect the trust relation between the provider and
the average cloud user accurately. Untrusted users’ assessments should be blocked from
updating the trust value, and the decision to block a user should be made intelligently
so that no good opinion is overlooked. There are different ways to do this, but the most
logical and fair way is to give a blocking decision based on a democratic voting process.
We will use blockchain technology to build a decentralised voting system that decides
whether a new user’s assessments will be accepted, and permitted to update the trust,
or rejected. The voting system includes all previous users that have assessed the service
before as members. Once a new user submits his or her assessment, this user appears
as a candidate, and the members can either accept or reject his or her assessment. The
members can review the questionnaire that was completed by the new user and see their
answers. In order to encourage previous users to review new users’ assessments, and to
do so fairly, a reward/penalty approach is proposed.
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1.3 Motivation and Objectives

1.3.1 Motivation

Users, myself included, are motivated by many applications that present their services to
us. As an example, let us discuss my personal experience with a food delivery application
called Just Eat.Just Eat is one of the applications that can be used to order food from
a restaurant in the user’s vicinity. The first time I tried to use it to order food, I did
not recognize any of the restaurants that appeared in the application. I just ordered
my favourite meal from one of the restaurants at random, but unfortunately, the food
quality was poor. Later, I received a survey from the application to assess the food
quality, and of course, I gave the restaurant only one star out of five. When I tried to
order food a second time, I sorted the restaurants by their rating. I selected a restaurant
that had a high rating from numerous clients, and, as expected, the food was quite good.

Motivated by many similar situations to the one I mentioned above, I thought about
building a TR system for services offered over the cloud. The proposed TR system
reflects not only the providers’ opinions about their services but also the customers’
opinions after using these services. We simply ask the users to assess the services offered
over the cloud, based on their experiences. The most common feedback method used
online is asking the customer to provide a scalar value, or rating, which represents the
customer’s satisfaction level. For food services, it may be sufficient to ask the user di-
rectly about their satisfaction level, but for other services offered over the cloud, similar
to a mailing service, it would be unfair to ask the user to submit his or her satisfaction
level directly without going into more detail regarding the service specifications. Accord-
ingly, we have used a descriptive MCQ that asks the user about individual features the
service provides, without asking them to enter their satisfaction level directly.A user’s
opinion can be obtained fairly from his or her answers. We then begin collecting the
opinions of all the users to produce indicator values for how the services fit the users’ de-
sires. These measurements can be seen by anyone over the cloud as well as by the cloud
providers, which creates competition between providers, motivating them to enhance
their services so that they will receive high ratings and attract more clients.

However, there are potential problems with the process of giving cloud users the
ability to express how much they trust the provider because the resulting values affect
the overall trust value of the provider. The overall system could be vulnerable to secu-
rity attacks from malicious assessments, which change the overall trust values unfairly.
Consequently, a filtering process is needed before updating the overall trust value for
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the cloud provider, and this process should be done in a decentralised manner in which
no single node influences the decision.

1.3.2 Objectives

The TR systems implemented in the past reflect only the provider’s point of view; the
trust values generated for these systems do not reflect the users’ satisfaction about the
services being offered over the cloud. Therefore, our main research questions are as
follows: How can we enhance the calculation of trust so that it reflects the service
capability as well as the user satisfaction with that service? What infrastructure can be
used to achieve that aim? As we aim to give all cloud users the ability to assess any
service offered over the cloud and the ability to update the trust values generated by TR
systems in a way that reflects their satisfaction levels, we need to find a way to remove
unfair assessments created by cloud users before updating the TR system.

1.4 Contributions and Thesis Outline

1.4.1 Contributions

The overall contribution of this thesis is to present a TR system that reflects the
provider’s opinions as well as the cloud users’ opinions about services being offered
over the cloud. The proposed TR system should take the users’ opinions into account
in a secure and fair manner.

We present an infrastructure for a system which provides us with the ability to use
the CTP, ask for assessments, calculate the digital trust for providers and ask for queries
based on stored trust values. The suggested infrastructure not only enables providers
to complete the self-assessment process but also gives cloud consumers the opportunity
to reassess a service at any time. This consumer assessment reflects the satisfaction
of the user, which is the main factor affecting the digital trust value.This is achieved
using an MCQ designed for both cloud providers and cloud consumers, allowing them
to complete the two assessments mentioned above. The assessment process is based on
the provider’s and consumers’ answers to these MCQs.Provider and user opinions are
extracted from their answers to these MCQs using subjective logic operators, such as
multiplication, consensus and averaging operators (31), which are applied to binomial
opinions represented by quadruples of real values, each within an interval of [0 . . . 1]. The
provider’s opinion creates the initial trust value for a service, while a consumer’s opinion
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updates that value, depending on his or her satisfaction level with the service. This is also
done using subjective logic operators to aggregate the opinions – using an aggregation
constant – of different users, taking into account the timing of the assessments through
ageing – using an ageing factor. We use simple aggregation by adding the scalar value
corresponding to the current opinion update and to the latest overall trust value.We also
propose a classifier that places any subjective opinion into one of six rating classes, which
subsequently help to decide the scalar rating value corresponding to any provider or
user opinion.The aggregation constant is a fixed value that is multiplied with the rating
class value to achieve the update effect of the user assessment, which is necessary to
apply it in the aggregation operation.In addition to the use of aggregation, the resulting
trustworthiness value for a service can also be calculated using ageing between current
and previous opinions, which aggregates the effect of the current opinion update with a
ratio derived from the assessment history from the same user.The problem here is that
the results are highly affected by the values of aggregation and ageing factors.

In this thesis, we also present experiments with the participation of real users to
provide a good selection for the aggregation constant and for the ageing factor, result-
ing in minimal average error between the calculated update and the human opinion –
whether for a user or for a tester. More specifically, an adaptive method for estimating
the aggregation constant and ageing factor enables the user to assume different values for
the parameters and then calculate the updates of various randomly generated opinions,
asking testers for estimations based on opinion visualisations and, finally, using these
values to provide a good estimation for the parameters.

Another contribution of the present research is to examine how to perform new
user assessments by transferring trust and asking previous (trusted) users who have
already completed assessments for their opinions regarding a service. We do this using
transitivity as well as fusion operators.

A final contribution is the use of blockchain technology to remove untrusted users’
assessments before updating the system. We present smart contracts that are based on
a voting system, which decides in a decentralised way whether or not a user’s assessment
was done fairly; hence, this system decides whether the user’s opinion, collected from
the assessment process, should update the overall trust value or not. We provide pseudo
code for the smart contracts to show how we control the voting policy among cloud
users.
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1.4.2 Publications

We have published two conference papers from this thesis work:

• Abdelmageed Algamdi, Frans Coenen, and Alexei Lisitsa. Reputation system ag-
gregation and ageing factor selection using subjective opinions classification. In
Global Summit on Computer & Information Technology (GSCIT17)

• Abdelmageed Algamdi, Frans Coenen, and Alexei Lisitsa. A trust evaluation
method based on the distributed cloud trust protocol (ctp) and opinion sharing. In
International Conference on Computer Applications and Technology (ICCAT’17)

1.4.3 Thesis Outline

This thesis is organised as follows:

• Chapter 2 presents background information on the CTP, subjective opinions, sub-
jective logic and blockchain technology.

• Chapter 3 shows the suggested cloud infrastructure that enables both provider and
user assessments. We will show the importance of each part of the infrastructure
and demonstrate how this infrastructure helps cloud users in their trust queries.

• Chapter 4 demonstrates various ways of calculating trust based on provider and
user assessments. It also introduces how each cloud user defines his or her own
assessment weighting criteria and generates his or her opinion values using this
criteria. In this chapter, related research on TR systems is also discussed.

• Chapter 5 outlines a voting system using blockchain technology that helps to
secure the suggested trust reputation system from untrusted users’ assessments by
blocking their assessment updates. For each service, a group exists that contains all
the users who did previous assessments for that service. Previous users can access
the new users’ answers to the questionnaire and review new user assessments.
Then, former users vote by either accepting or rejecting the new user and his or
her assessment. We apply a reward or penalty to each user based on his or her vote
in comparison with the overall resulting vote. This chapter also presents related
research work regarding the removal of unfair opinions.
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• Chapter 6 examines the suggested TR system and shows the estimated values for
the aggregation constant and ageing factor so that we can minimise the average
error.

• Chapter 7 summarises the contributions of this thesis and suggests possibilities for
future work.



Chapter 2

Background Information

2.1 Introduction

In this chapter, we provide background information regarding the CTP and how it allows
users to obtain information. We also introduce CAIQs, which can be used by providers to
conduct self-assessments about the services they offer. Moreover, we introduce subjective
opinions (specifically, binomial subjective opinions), and some of the subjective logic
operations that relate to our work. These operations comprise addition, multiplication,
consensus and averaging operators. Finally, we discuss the fundamentals of blockchain
technology and smart contracts that can be written with Ethereum.

2.2 The CTP

According to (38) and (39), the CTP is a protocol that enables a cloud service consumer
to request and retrieve trust-related information from a cloud service provider. The in-
formation that may be received concerns the main attributes needed for the assessment
of a service. These attributes are security, integrity, compliance, privacy and the oper-
ational security history of service elements. That is, the CTP enables the cloud user to
ask for and obtain answers about the configuration of a service and other specifications
of a service, as shown in (37); this can help a user complete an assessment of a cloud
service provider and gain control regarding the provider, as mentioned in (37).

(65) noted that the main purpose of the CTP is to generate evidence that every
aspect of a service is running, based on an SLA between a cloud user and a provider.
The CTP is ’Transparency as a Service’ (TaaS), and is often used to perform monitoring
and to provide evidence-based assurance. The evidence is based on pieces of information



12 Background Information

called EoTs. The elements offer proof regarding the important security configurations
and functional characteristics of all systems that may potentially be integrated with a
computing cloud. Additionally, they can be used to determine which cloud service is
best suited to meeting processing requirements.

Moreover, as (50) explained, the CTP describes how a cloud consumer, or user,
asks about an EoT and how a package may be provided to the user in response. The
response is made through a request/response technique that involves 24 EoTs. The
24 EoTs represent all types of requests that the cloud user can ask make of a cloud
service provider. The first two EoTs represent the initiation and the termination of any
session related to the CTP. The other 22 EoTs represent information about specifications
and controls. They are classified by type into the categories evidence requests, provider
assertions, provider notifications, policy introductions, SCAPs and extensions. They are
also classified by family into the categories configurations, vulnerabilities, anchors, audit
logs, provider capabilities, client definitions, service statistics, service claims, service
alerts, service users, service permissions, service configurations, service anchors, service
quotas and service management. A complete list of EoTs is shown in Figure 9 in a paper
by (37). With EoTs, the CTP is an adaptable protocol that can be adjusted according
to the digital trust requirements of cloud consumers and the functional situations of
cloud providers.

As aforementioned, the CTP’s data model represents security, compliance and data
governance attributes that can be asked for by the CTP’s clients. According to (50),
these attributes are represented by 10 structures. These structures are customers, assets,
attributes, measurements, metrics, triggers, results, objectives, log entries and service
views. These structures represent services offered, characterise elements of cloud systems
(physical or ethereal) through assets, denote sets of security attribute measurements
and describe standardisations of measurements in metrics, triggers and log entries that
relate to request/response situations regarding measurements required by consumers, as
mentioned in (50).

The CTP has a RESTful API that performs request/response queries using HTTPs,
such as ’get’, ’put’, ’post’ and ’delete’. Thus, the CTP does not require a specific
infrastructure to work, as (51) noted. Table 2.1 has examples of HTTP response codes
to a request given to the CTP. ’200’ is an HTTP response code that denotes ’Yes’
or ’OK’, while ’404’ is an HTTP response code that denotes ’No’. Similarly, ’204’ is
an HTTP response code that acknowledges that a user’s request arrived but a cloud
provider does not want to respond, and ’401’ is an HTTP response code that indicates
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Request GET
https://cloudtrust.csc.com/ctp/[custID] /resources//cpe/?tag=infra&start=1&end=2

Response

HTTP/1.1 200
Content Length: 942
Content Type: text/xml
Information about the CTP version

Request GET
https://cloudtrust.csc.com/ctp/[custID] /resources/loc/60a76c80d39911d9b93C0003939e0af6

Response

HTTP/1.1 200
Content Length: 3
US
The server name

Request GET
https://cloudtrust.csc.com/ctp/[custID] /resources/2/

Response HTTP/1.1 200

Table 2.1: A CTP request/response process.

unauthorised requests were made. Table 2.1 also provides a complete example of how
a cloud user may ask a provider whether data is stored in the provider’s server or not.
The user may begin by initiating the CTP request of the provider by asking for EOT
number one, while the provider may accept the request with the response code ’200’. The
response message may contain information about the CTP version that is being used.
Then, the user may request information about EOT number eight. If data is stored on
the provider’s server, the HTTP response code ’200’ may be sent with the name of the
server and the length of the data on the server. However, if the data is not available,
the HTTP response code ’404’ may be sent. The last request may be to terminate the
CTP session with the provider by requesting EOT number two, which may be answered
with the HTTP response code ’200’.

2.3 Assessment Models

2.3.1 CAIQ Provider Models

According to (18), the Cloud Security Alliance (CSA) generated a spreadsheet contain-
ing 293 ’Yes’ and ’No’ questions; the spreadsheet is known as the CAIQ, which covers
the main attributes, such as compliance and data governance, used in each assessment
process. As shown in Appendix B, the CAIQ has 133 controls in its framework. Each
control has one question or more about various cloud providers’ capabilities and compe-
tencies. It can be adopted to offer cloud customers a means to make requests of providers
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without compromising infrastructure security. Additionally, the CAIQ can reduce bur-
dens on cloud providers that are caused by numerous queries. Finally, the CAIQ also
assists both cloud customers and cloud auditors when they evaluate cloud providers; see
(18), (16) and (55).

In fact, to elaborate, according to (18), (16) and (55), the CAIQ involves 16 at-
tributes, or domains; they are listed below.

• Application and interface security. These attributes contain information regarding
applications that a provider’s employees use.

• Audit assurance and compliance. These attributes contain information that con-
firms that an audit operation is sufficient to be applied to a cloud and determines
whether a cloud service provider assessed his or her environment by reviewing the
efficacy of his or her service’s security operation implementations.

• Business continuity management and operational resilience. These attributes con-
tain information regarding the operating ability of a service and the service’s outage
event priorities, such as testing and maintenance.

• Change control and configuration management. These attributes contain informa-
tion about whether a cloud service provider tracks any changes on his or her cloud
and whether, if any changes are made, the provider follows an internal system
process.

• Data security and information lifecycle management. These attributes contain
information about whether a cloud service provider knows the importance of his
or her data and about what controls the provider uses to preserve this data.

• Data centre security. These attributes contain information about the physical
controls a cloud service provider has.

• Encryption and key management. These attributes contain information about the
encryption options a cloud service provider offers and whether or not the options
are appropriate.

• Governance and risk management. These attributes contain information about
whether a cloud service provider has a risk assessment program, particularly a
program associated with data governance, and whether the cloud service provider
publishes risk assessment reports that can be accessed by cloud users.
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• Human resources. These attributes contain information regarding employees’ be-
haviours, training and skills. The information can be used to assess privacy
breaches by employees, for example, and whether users are notified when such
breaches occur.

• Identity and access management. These attributes contain information regarding
cloud service providers and federations. The information can be used to ensure
that users’ accounts are correctly managed by a provider through controlled log
access.

• Infrastructure and virtualisation security. These attributes contain information
about IaaS security, such as how audit logs stored, reviewed and accessed by
service providers.

• Interoperability and portability. These attributes contain information regarding
policies and documents noted in SLAs that enable cooperation between services
and third-party applications.

• Mobile security. These attributes contain information regarding mobile security,
such as anti-malware, compatibility, device management and encryption functions.

• Security incident management, e-discoveries and cloud forensics.These attributes
contain information about incident responses and forensic capabilities regarding
security incidents in cloud systems consumers use.

• Supply chain management, transparency and accountability. These attributes con-
tain information about the management of contracts by appropriate resources and
about the availability of incident details and reports to users.

• Threat and vulnerability management. These attributes contain information about
whether cloud service providers have appropriate threat and vulnerability processes
in regards to mitigation and protection.

(22), (18) and (9) used the CAIQ for self-assessments and to construct a reputation
system based on opinions extracted from questionnaire answers. The reputation system
used only the CAIQ opinions and was based on one-sided trust with which a provider
submitted certificates about his or her service’s operation. The system used only these
certificates, and providers completed the self-assessments.
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It should be noted that trust relationships are constructed over time, and a service’s
reputation should reflect community aggregated opinions about the service. Thus, our
work enables cloud users (after spending time using services) to submit their opin-
ions about service operations using an assessment questionnaire designed specifically for
users; the questionnaire is shown in the next section. Users’ opinions (i.e., community
opinions) are aggregated and used to update the initial reputation of a service that is
generated based on a provider’s self-assessment.

2.3.2 Smals ICT for Society User Assessment Models

Smals ICT for Society—see (44)—released two assessment models that can be used by
clients to assess cloud services. The first model can be used by experts, who may be asked
about the requirement levels (governance, IAM, IT security and operational security
levels) that are necessary for providing a service to users. (44) noted that the benefit of
this assessment model is that it provides cloud providers information about users’ needs
that can be utilised before providers launch their services over clouds (this model is used
during service design stages). However, this model is inappropriate for normal users
who need to assess services. Thus, the other assessment model was designed for normal
clients in order to allow them to assess cloud services based on their experiences using
the services. The users are asked questions, most of which are multiple choice. Then,
the assessment model studies the same four domains as the expert assessment model:
governance, IAM, IT security and operational security.

According to see (44), governance questions often involve four sub-domains: legal
implications, supply chain management, audits and business continuity. In contrast,
IAM questions often involve authentication levels, user management and access man-
agement. Moreover, IT security questions often involve different aspects, such as data
segregation, interface security, input/output data integrity, infrastructure security and
virtualisation security, which investigate security approaches to wired/wireless networks
and hardware and virtualisation levels. These questions also involve cryptography and
encryption/decryption approaches. Finally, operational security questions often involve
backup recovery, disaster recovery, incident management and vulnerability management.
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2.4 Subjective Logic and Subjective Opinions

Subjective logic was introduced by (28). The concept was based on belief functions dis-
cussed by (57). These functions were proposed as a way to model epistemic uncertainty.
According to (30), subjective logic can be seen as an extension of standard logic, as per
(12), and probabilistic logic, as per (49).

Probabilistic logic considers uncertainty and belief ownership. It is suitable for con-
sidering models with uncertainty and incomplete knowledge (which are essential for the
assessment method we use in this paper). Subjective logic, an extension of this, is the
most suitable form of logic for addressing human emotions as no human has absolute
emotions (e.g., no human is 100% certain) about anything. For example, suppose that
person A, who owns a restaurant, believes that he or she has a 70% chance to double his
or her restaurant’s profit if he or she invests a significant amount of money in marketing
his or her business. It can be concluded that this person has a 70% belief that he or she
can increase his or her restaurant’s profit in this manner, while this person has a 30%
disbelief or uncertainty that he or she will not increase his or her restaurant’s profits.

According to (31; 35), the advantage of using subjective logic is the ability to distin-
guish between certain and uncertain conclusions as uncertainty is considered in subjec-
tive logic calculations. Moreover, subjective logic uses operations that work with subjec-
tive opinions (specifically, in regards to this study, binomial subjective opinions). These
operations include addition, subtraction, multiplication, comultiplication and comple-
mentary functions.

For the purpose of this study, we were only interested in multiplication and opinion
consensus operators. We used independent consensus operators to gather the opinions
of two different agents, or users, about a single predicate, or service, and combine them
to reflect the users’ overall opinion of the service. However, we used multiplication
operations instead of consensus operations for some situations because consensus oper-
ations could not be used for opinions that are certain. Additionally, we used dependent
consensus operations, also known as averaging operations, to combine different users’
dependent opinions about a single service.

2.4.1 Opinion Representation

Feedback from cloud service consumers can be modelled as subjective opinions. A normal
subjective opinion can be represented by a tuple comprising the main values belief mass,
uncertainty mass and base rate. Belief mass and uncertainty mass distributions over a
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domain, X, or a hyperdomain, ρ(X), are defined as bx and ux, respectively, where x is a
variable in the domains. A domain, X, is a state space representation of n values, which
can equal two (true or false, in binary code) or greater than two. A hyperdomain, ρ(X),
is a reduced powerset of a domain, or X. bx represents a belief about the element x that
belongs to the domain X, while ux represents ignorance or a lack of information (i.e.,
an unknown belief). Belief and uncertainty mass distributions complement each other,
which means that the sum of two mass distributions is one, as shown in 2.1:

ux +
∑
x∈X

bx = 1 where bx:X → [0, 1]. (2.1)

bx represents a mass over possible values that belong to domain X or hyperdomain
ρ(X), while ux represents a mass that does not have any possible value.

According to (35) and (31), the base rate distribution ax is calculated using probabil-
ity theory. The default base rate of a singleton that belongs to domain X of cardinality
m equals 1/m. The sum of all base rate distributions over all possible values, x, that
belong to domain X is 1, is shown in equation 2.2:

∑
x∈X

ax = 1 where ax:X → [0, 1]. (2.2)

As explained by (35) and (31), a subjective opinion, denoted by subject agent A,
regarding the specific target variable x, is denoted by ωA

x = (bx, ux, ax). In our system,
each subject agent represents a cloud user, while each target variable represents a ser-
vice. ωA

x represents a user’s belief about a target variable (i.e., a service operation). Each
operation can be converted into a trust relationship between an agent (i.e., a cloud con-
sumer, or user) and a target variable owner (i.e., a service provider) after an assessment
is completed.

Moreover, according to (35) and (31), subjective opinions can be divided into 12
classes. Classes are divided based on two main properties. The first involves a do-
main and its variables, and the second involves a level of uncertainty and a belief mass
value. Moreover, based on domain classifications, opinions can be classified as binomial
opinions, multinomial opinions and hyperopinions. True and false representations with
cardinalities of 2 are used in binomial opinions, while such representations with cardi-
nalities of greater than 2 are used in multinomial opinions. Such representations with
cardinalities of greater than 2 are also used in hyperopinions. However, hyperopinions
work in regards to hyperdomains. Each hyperopinion is divided based on the values of a
belief mass, bx, and an uncertainty mass, ux, into one of the following classes: vacuous, or
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(ux = 1); uncertain, or (0 < ux < 1) ; dogmatic, or (ux = 0) and absolute, or (bx = 1).
Our study’s proposed assessment operations use a ’Yes’ and ’No’ questionnaire. The
most appropriate subjective opinion class for this type of assessment is binomial.

Formal Definitions

Consider the binary domain X = {TRUE, FALSE}. Let x be a random binomial
variable in the domain X. A binomial opinion about a truth state, x, can be described
as a tuple consisting of four values, ωx = (bx, dx, ux, ax), such that bx + dx + ux = 1. We
have two variables to express a belief mass distribution rate: bx, for a belief mass with
which x = TRUE, and dx, for a disbelief mass with which x = FALSE. Moreover,
ux is an uncertainty mass for an uncommitted belief/disbelief mass (i.e., x /∈ X and
x = unknown answer). Finally, a base rate is expressed by ax, as described by (31; 35).

Barycentric Coordinates

A binomial subjective opinion ωA
x = (bx, dx, ux, ax) can be visualised using barycentric

coordinates, as per (23) and (31), inside a triangle with uncertainty, belief and disbelief
vertices, as shown in Figure 2.1. The triangle in the figure has equal sides. An opinion
is represented as a centre of gravity (a barycentre or a geometric centroid) for locating
three masses (i.e., MA, MB and MC), at the triangle’s vertices. These masses are located
over three perpendicular axes opposite the vertices in the triangle. These masses are
represented by bx, dx and ux, respectively. A base rate, ax, is represented by a point
in the base. A line connecting an uncertainty vertex to a point represented by ax is
called a director. The projected probability, Px, of an opinion, wx, can be determined
by drawing a line from an opinion point, ωx, to a base that is parallel to a director.

For homogeneous barycentric coordinates, edges are normalised in order to achieve
bx + dx + ux = 1. A projected probability can be calculated as follows: Px = bx + uxax.
Subjective opinions can be categorised into one of the following subclasses.

• Absolute belief/disbelief binomial. bx = 1 or dx = 1, respectively; an absolute
opinion with total belief is shown using ωx1 in Figure 2.2.

• A dogmatic binomial. ux = 0; a dogmatic opinion is shown using ωx2 in Figure
2.2.

• A vacuous opinion. ux = 1; a vacuous opinion is shown using ωx3 in Figure 2.2.
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Figure 2.1: A binomial opinion representation inside barycentric coordinates; see (31).

Figure 2.2: Different types of binomial opinions.
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• An uncertain opinion. 0 < ux < 1; an uncertain opinion is shown using ωx4 in
Figure 2.2.

A binomial opinion has a projected probability of Px = bx + axux and a variance of
V arx = Px(1−Px)ux

W +ux
, where W is a non-informative weight that is set to 2 in the opinion

class (i.e., binomial).

2.4.2 Subjective Logic

For the two binomial opinions ωx1 and ωx2 in regards to the random binomial variables
x1 and x2, respectively,

ωx1 = (bx1 , dx1 , ux1 , ax1)

and
ωx2 = (bx2 , dx2 , ux2 , ax2)

.

Opinion Addition

According to (31), the addition (union) of two opinions, ωx1 and ωx2 , is denoted by
ω(x1∪x2) = (b(x1∪x2), d(x1∪x2), u(x1∪x2), a(x1∪x2)), which conditions x1 ∪ x2 ⊂ X. This means
that together, x1 and x2 do not represent a complete partition of X. Note that addition
is a binary operation that involves two binomial opinions, ωx1 and ωx2 , and the operation
can produce an output opinion that represents a union of the two input opinions, as per
(31):

b(x1∪x2) = bx1 + bx2

d(x1∪x2) = ax1(dx1 − bx2) + ax2(dx2 − bx1)
ax1 + ax2

u(x1∪x2) = ax1ux1 + ax2ux2

ax1 + ax2

a(x1∪x2) = ax1 + ax2

.
The above has a projected probability of Px1∪x2 = Px1 + Px2 ; see (35) and (31). An

example of a union of two binomial opinions is shown in Figure 2.3. The first opinion
is ωx1 = {0.25, 0.35, 0.4, 0.75}, with a projected probability of Px1 = 0.55. The second
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Figure 2.3: An addition of two binomial opinions.

opinion is ωx2 = {0.15, 0.55, 0.3, 0.15}, with a projected probability of Px2 = 0.195. The
resulting opinion after addition is ωx1∪x2 = {0.4, 0.2167, 0.3833, 0.9}, with a projected
probability of Px1∪x2 = 0.74497. The addition of the two binomial opinions generated
an overall opinion with a belief higher than both of the input opinions (i.e., the overall
opinion equalled the addition of the two beliefs).

Opinion Multiplication

The multiplication (the logic ’AND’ operator) of opinions wx1 and wx2 is denoted by
ω(x1∧x2) = (b(x1∧x2), d(x1∧x2), u(x1∧x2), a(x1∧x2)):

b(x1∧x2) = bx1bx2 + (1 − ax1)ax2bx1ux2 + ax1(1 − ax2)ux1bx2

1 − ax1ax2

,
d(x1∧x2) = dx1 + dx2 − dx1dx2

,
u(x1∧x2) = ux1ux2 + (1 − ax2)bx1ux2 + (1 − ax1)ux1bx2

1 − ax1ax2

and
a(x1∧x2) = ax1ax2

.
The projected probability is P(x1∧x2) = Px1Px2 ; see (35) and (31). According to the

authors, binomial multiplication is a binary operation with two distinct binary domains,
or binomial opinions, as inputs and one domain, or binomial opinion, as an output.
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Figure 2.4: A multiplication of two binomial opinions.

The output relates to a subset of the inputs in regards to a Cartesian product, where
the binary domains’ variables for the input opinions exist in true forms. For example,
suppose that the domains for input binomial opinions are X = {x, x} and Y = {y, y}.
The domain for the Cartesian product is X × Y = {(x, y), (x, y), (x, y), (x, y)}, and the
domain for the binomial product is {(x, y)}.

An example of the multiplication of two binomial opinions is shown in Figure
2.4. The first opinion is ωx1 = {0.25, 0.35, 0.4, 0.75}, with a projected probability
of Px1 = 0.55. The second opinion is ωx2 = {0.15, 0.55, 0.3, 0.15}, with a projected
probability of Px2 = 0.195. The resulting opinion after multiplication is ωx1∧x2 =
{0.0838, 0.7075, 0.2087, 0.1125}, with a projected probability of Px1∧x2 = 0.1073. The
multiplication of the two binomial opinions generated an overall opinion with a disbelief
higher than both of the input opinions.

Independent Opinion Consensus

Suppose we have two independent opinions from different agents, or users, about a
certain service. A consensus opinion generated from both the independent opinions re-
flects both the opinions in a fair and equal manner. Specifically, suppose the users,
A and B, have the opinions wA

x = (bA
x , dA

x , uA
x , aA

x ) and wB
x = (bB

x , dB
x , uB

x , aB
x ), respec-

tively, about service x. The consensus opinion is denoted by wA�B
x = wA

x ⊕ wB
x =

(bA�B
x , dA�B

x , uA�B
x , aA�B

x ). This can apply to two cases. For the first case,
uA

x + uB
x − uA

x uB
x ̸= 0,

bA�B
x = bA

x uB
x + bB

x uA
x

κ
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,

dA�B
x = dA

x uB
x + dB

x uA
x

κ

,

uA�B
x = uA

x uB
x

κ

and
aA�B

x = aB
x uA

x + aA
x uB

x − (aA
x + aB

x )uA
x uB

x

uA
x + uB

x − 2uA
x uB

x

,

where κ = uA
x + uB

x − uA
x uB

x . Note that this operation cannot be applied to vacuous
(i.e., ux = 1) or dogmatic (i.e., ux = 0) opinions. It is conditioned so that it can be
applied to only uncertain opinions, (0 < ux < 1); see (34; 69).

For the second case,

uA
x + uB

x − uA
x uB

x = 0,

bA�B
x = γA/BbA

x + bB
x

γA/B + 1
,

dA�B
x = γA/BdA

x + dB
x

γA/B + 1
,

uA�B
x = 0

and
aA�B

x = γA/BaA
x + aB

x

γA/B + 1
.

According to see (34; 69), this is a case in which there are certain opinions. Their
relative weight is γA/B = lim(uB

x

uA
x

). Note that the main objective of a consensus operator
is to obtain evidence for a resulting opinion using two combined input opinions.

An example of a consensus between two binomial opinions is shown in Figure 2.5.
The first opinion is ωA

x = {0.25, 0.35, 0.4, 0.75}, with a projected probability of 0.55. The
second opinion is ωB

x = {0.15, 0.55, 0.3, 0.15}, with a projected probability of 0.195. The
resulting opinion after a consensus is ωA�B

x = {0.233, 0.56, 0.207, 0.385}, with a projected
probability of 0.313.
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Figure 2.5: A consensus of two binomial opinions.

Dependent Opinion Averaging

According to (34) and (69), for a set of dependent opinions, a consensus operator is
referred to as an averaging operator; it is different from consensus operators, which
address independent opinions. Dependent operators share an information source, and
duplicating the same information many times can result in errors. ⊕ denotes an average
fusion of binomial opinions.

Let a set of dependent opinions be denoted by ωAi
x = (bAi

x , dAi
x , uAi

x , aAi
x ), where the

opinion i ∈ [1, n] is held by agents A1, ..., An regarding proposition (i.e., service) x. Then,
let an averaging operation for these dependent opinions be denoted by ωA1

x �...�ωAn
x =

(bA1�...�An
x , dA1�...�An

x , uA1�...�An
x , aA1�...�An

x ), where

bA1�...�An
x =

n∑
1

(bAi
x /uAi

x )
n∑
1

(bAi
x /uAi

x ) +
n∑
1

(dAi
x /uAi

x ) + n

,

dA1�...�An
x =

n∑
1

(dAi
x /uAi

x )
n∑
1

(bAi
x /uAi

x ) +
n∑
1

(dAi
x /uAi

x ) + n

,

uA1�...�An
x = n

n∑
1

(bAi
x /uAi

x ) +
n∑
1

(dAi
x /uAi

x ) + n

and
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aA1�...�An
x =

n∑
1

aAi
x

n

.

The equations above can be applied when there is at least one opinion where uAi
x ̸=

0, i ∈ [1, n]. However, if there is an opinion with zero uncertainty (i.e., if there is a
certain opinion), these equations can produce undetermined values. In the following
example, these equations are converted to forms that can be used with certain opinions
as well:

bA1�...�An
x =

n∑
1

(bAi
x /uAi

x )
n∑
1

(bAi
x /uAi

x ) +
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1
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x ) + n

= (b1/u1 + ... + bn/un)
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=
( ∑
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∏
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u
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Ai
x

u
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u
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u
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∏
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u
Aj
x

.

(2.3)

Similarly,

dA1�...�An
x =

n∑
1

(dAi
x /uAi

x )
n∑
1

(bAi
x /uAi

x ) +
n∑
1

(dAi
x /uAi

x ) + n
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∑
i∈[1,n]
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u
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∏
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u
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,

(2.4)
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uA1�...�An
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x ) +
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(dAi
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x ) + n
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and

aA1�...�An
x =

n∑
i=1

aAi
x

n
.

(2.6)

We can use the equations above to average n binomial opinions, in which there is
at least one opinion with non-zero uncertainty. However, consider an example in which
there are (n − 1) binomial opinions with uncertain values, (i.e., uAi

x ̸= 0, i ∈ [1, n − 1]),
and there is only one opinion with certainty (i.e., uAi

x = 0, i = n). The resulting opinion
after averaging is uA1�...�An

x = 0, which is unfair as the non-zero uncertainty values of
n − 1 opinions were not considered in the operations.

A solution to this situation is provided below. The resulting average binomial opinion
of n dependent opinions, ωA1

x �...�ωAn
x = (bA1�...�An

x , dA1�...�An
x , uA1�...�An

x , aA1�...�An
x ), can be

calculated as follows.

If ∀i ∈ [1, n], uAi
x ̸= 0, then
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,

(2.7)
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However, if ∃i ∈ [1, n], uAi
x = 0, then
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and
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aA1�...�An
x = γ

∑
i∈[1,n]

aAi
x , (2.14)

where γ = 1/n .

2.5 Ethereum and Blockchain Technology

Ethereum is an open source platform that was proposed by (13). It was built based on
blockchain technology as per (52) in order to create the ability to decentralise applica-
tions using smart contracts. (11) wrote scripting languages, such as Solidity; see (19).
With a blockchain, complex computations can be performed where nodes, known as
miners, can share computing resources. A blockchain is a chain of transactional records,
and when a new transaction occurs, miners compete to compute the next block in the
blockchain in order to earn a reward.

According to (19), Ethereum has cryptocurrency tokens, known as ethers. Ethers
can be transferred between accountsdirectly, through transactions, or indirectly, through
computation operations. The tokens can be seen as computational fees with which a
miner pays for a requested computation. Moreover, ethers can be used to reward miners
that help with computations by sharing computational resources; this help is often
referred to as mining.

2.5.1 Trust, Privacy and Security in Blockchains

Blockchains are based on a decentralised topology in which no single miner is responsible
for making decisions. Transactions do not need third parties for verification as all miners
compete to verify transactions. Thus, blockchains are often referred to as trust free
blockchains.

According to (19), blockchains use public/private key cryptography to secure ether
transactions. Moreover, with blockchains, an account has two keys: private and public.
A private key has a password that should be kept secret by an ether account owner so
that no one other than the owner knows it, while a public key is shared with others.
Public keys are cryptographically generated addresses stored in a blockchain. If an old
owner wants to send ether to a new owner, the new owner, who has a public key, sends
his or her key to the old owner. Then, an ether transaction is initiated by the old owner
with the new owner’s public key, and the old owner, who has a private key, completes the
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transaction with the private key. Any miner on the blockchain can see the transaction
with the aid of a public key, but only the new owner can control the ether involved in
the transaction. Moreover, according to (63), for security, the blockchain uses a hash
function, SHA256, for an encryption. The function transforms input information into a
long hash (i.e., a long string of output information) with a 256 bit length.

2.5.2 Public and Private Blockchains

Public Blockchains

According to (19), any miner that has internet access can join and access a blockchain
without permission. These blockchains are called low trust blockchains.

Private Blockchains

(19) noted that miners need permission to join private blockchains, and only miners with
approved requests can be included on a private blockchain’s list of accessible miners. This
list is known as a white list. Approval needed to join a blockchain is not given by single
miners. Instead, approved miners vote in order to decide whether permission should be
granted to an applying miner. These blockchains are called highly trusted blockchains.

2.5.3 Smart Contracts

According to (19) and (11), a smart contract is an intelligent block of code that runs
over a blockchain written using C, Java and Solidity, which are programming languages
commonly used to write smart contracts. Such contracts comprise some storage files,
some program codes that control functions and some account balances (currencies are
stored in accounts). Any user can create a smart contract and make it available by
conducting an ether transaction on a blockchain. Users encode such contracts into
blockchains using Ethereum to gain self-execution without interference from anyone.
Once a contract is created, it cannot be altered; other blockchain users can see and
verify it, and if someone tries to alter it, blockchain users detect that action and prevent
it from occurring.

An explanation of this, as per (19) and (11), is shown in Figure 2.6. Contracts can
send and receive currencies to other contracts or users depending on currency balances.
In order to execute a smart contract’s code, a gas (a fraction of ether) is paid by a
contact owner. This payment is non-refundable and is generally sufficient for executing a
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Figure 2.6: An example of a blockchain network.

contract code. Therefore, if the amount of paid gas is insufficient for executing the entire
contract, the contract is not executed and the gas is not be refunded. More information
about smart contracts, and examples of smart contracts written using Solidity, are in
Section 5.3.



Chapter 3

Cloud Infrastructure for Trust
Assessments

3.1 Introduction

In this chapter, we discuss a simple infrastructure that facilitates user assessments,
provider assessments and the CTP We also propose an infrastructure for our trust system
that is based on two different trust servers. The first is a general trust server that is
public and can be seen by any node on a network. The second is a local trust server for
each sub-network of users. Finally, we show how these servers act as routers to deliver
different requests and responses.

3.2 The Proposed Infrastructure

Figure 3.1 shows the infrastructure we propose for our trust system. Any user might be
a member of an organisation (i.e., a group). For every group of users of a cloud service,
there is a local trust server (LTS), called an LTS/RqMg. An LTS/RqMg can calculate
the trustworthiness of a specific provider and act as a request manager as part of the
CTP. For every cloud service provider, a receiving manager (RsMg) is used to respond
to a request sent by an RqMg through the CTP. A general trust server (GTS) is used
to collect and store overall trust values about a cloud service provider gathered using
an assessment operation. The GTS routes requests/responses according to the CTP.
Finally, in an assessment operation, a CAIQ engine is used to store CAIQ answers from
users.
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Figure 3.1: The proposed system infrastructure.
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The CTP is used over a cloud by users to obtain information about a service and
its operational attributes using HTTP requests/responses. The requests can be made
to acquire information regarding 24 EoTs with the main attributes security, integrity,
compliance, privacy and operational security. Requests/responses are made with the
CTP using HTTP ’get’ and ’put’ methods, respectively. In a request with the CTP, the
main data that sent is a provider’s address as well as an EoT number, which a cloud user
requests. In a response with the CTP, the main data that sent is an HTTP code that
indicates whether an EoT request can be satisfied, as well as necessary data to prove
that the request is or is not satisfied.

The infrastructure described in this chapter is designed to use the CTP in order
to obtain trust information about any service provider. With this infrastructure, an
assessment can be conducted in order to obtain a digital trust value for a provider.
The system works in three modes: CTP, CAIQ and trust-retrieving requests, which are
requests to an LTS and a GTS to give a user a list of all providers that offer a specific
service based on trust values. As shown in a figure, a user can be placed into one of
two group structures. A single user can build his or her own group and use a GTS
directly; as the group comprises only one user, an LTS does not add any features to the
group. In contrast, multiple users can build a group in which an LTS is used for trust
references and a GTS is used as a cloud. The LTS is used only within the group of users.
It is utilised to locally answer user trust requests depending on assessments from other
users inside the group; these assessments are stored inside the LTS. However, if the data
stored in the LTS is insufficient for answering a trust request from a user (e.g., if the
user requests trust information about a new—that is, unassessed—service or data is out
of date), the GTS is used for reference by the LTS. The GTS is also used to directly
answer trust requests from normal single users that are not inside the group. The GTS
acts as an accumulator of all the LTS’s trust data.

3.2.1 LTS

As aforementioned, an LTS contains trust data about what has been assessed by mem-
bers of its group. It is initially empty. Once a user assesses a specific provider, an entry
is added that contains trust information about the specific provider’s service, and a copy
of the trust information is sent to a GTS. The trust data inside the LTS is organised as
shown in Table 3.1, and each entry corresponds to a service offered by a cloud provider.
Specifically, the trust is stored in two forms. The first form is used to store the trust’s
scalar value corresponding to the service’s reputation, while the second form is used to
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Domain URL
(Name)

Service
Type

Trust
Value

Boolean
Trust

Decision
Time

... ... ... ... ...

Table 3.1: Trust data inside an LTS.

Service Type Threshold Trust Value
... ...

Table 3.2: Service thresholds.

store the Boolean (i.e., true or false) value that indicates whether the service is trust-
worthy. If the service’s scalar value passes a threshold trust value, shown in Table 3.2,
it is trustworthy; otherwise, it is not. Finally, the time when the user’s assessment was
completed is stored.

The Trust Value column in an LTS contains a trustworthy value that has been
calculated for an offered service using subjective logic operations, according to (22),
(35) and (31). Similarly, the service’s details are stored in the Domain URL and Service
Type columns. Then, based on a threshold trust value in Table 3.2, regarding each
service type, a true/false trust value is calculated and stored in the Boolean Trust
column. Finally, the decision time is recorded and stored in the Decision Time column;
this information is used in order to update the table.

3.2.2 GTS

A GTS contains all trust data gathered from all LTS servers and single users’ assess-
ments. The CTP requires 24 bits to identify its 24 EoTs. Moreover, the CTP requires
providers’ domain names and service names (codes).

3.2.3 The Importance of Using an LTS with a GTS

Consider a situation in which there are two providers, X and Y . They offer the same
service and are trustworthy. Assume that due to an unfavourable distribution of provider
X’s servers, there is a place, L, where the provider’s service does not work correctly. In
fact, the problem provider X is experiencing is due to an incompatibility between the
provider’s hardware network structure and specific provider demands.

While both providers X and Y generally offer a good service, the users in L do not
think that provider X does so. Moreover, as provider X’s service does not work correctly
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in L, it is not a good decision for users to ask provider X for the service. It is better for
users to ask provider Y for the service instead.

In this situation, an LTS is very important as it relates to assessments based on
typology. The LTS contains a list of all cloud service providers that offer the service
that provider X offers that have been assessed and rated as trustworthy by users in
the LTS’s group. The LTS thus solves the physical infrastructure problem in regards
to the cloud service provider servers, and the users are not considered in an assessment
operation.

3.3 How the Proposed Infrastructure Works

Details regarding different requests/responses that can be provided over the proposed
infrastructure are below.

3.3.1 CTP Requests/Responses

• A user asks for information relating to the CTP; that is, the user sends the CTP
an initiation request. Once the initiation request is approved, the CTP’s EoTs are
requested by the user using HTTP requests.

• The LTS/RqMg server works as an RqMg. EoT bits are asserted according to the
request’s requirements.

• The request is sent to a GTS, which acts as a router. It tells the request where
should it go.

• The CTP request is received at a cloud, and an RsMg is responsible for making a
response.

• A response is sent from the RsMg to the RqMg through the GTS, then delivered
to the user.

3.3.2 CAIQ Assessment Requests/Responses

• Users who previously utilised the CTP to obtain trust information about a specific
service provider can assess the provider.
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• An assessment request is sent with a ’01 leftmost’ flag from a user to the LT-
S/RqMg, which works as an LTS.

• A request is forwarded from the LTS to a GTS, which asks a CAIQ engine for the
CAIQ.

• The CAIQ is sent to the user through the GTS and LTS.

• The user completes the CAIQ. A trust value is calculated and stored in the LTS,
and a copy of the value is sent to the GTS. The LTS has the trust entries regarding
all providers assessed by members of the user’s group, and the GTS has the trust
entries regarding all providers assessed by members in all groups, including updated
trust values.

3.3.3 Trust Requests/Responses

• A cloud user asks for a list of all the providers that offer a specific service. This
request has one of two destinations: the user’s LTS or a GTS.

• The LTS directly sends a response if there is at least one entry in the LTS’s table
with an accepted Boolean trust (true) value and if the request does not time out.

• If the LTS has no answer, if the LTS does not have a Boolean trust value or if the
request times out, the request is forwarded to the GTS, which answers it.

• Every time such a request is made, all entries in the LTS’s table that relate to
requests that timed out are updated using information from the GTS and an
update request.

3.4 Summary

The infrastructure we proposed in this chapter is simple. It enables cloud users to use
the CTP to obtain information about a specific service. Specifically, it enables users to
request trust information about a specific service. Additionally, it allows providers and
users to complete assessments by requesting questionnaires and completing them.



Chapter 4

Trust Assessment Techniques

In this chapter, we present different assessment techniques to calculate trust. First, we
introduce a self-assessment technique that can be used by a provider. Second, we discuss
cloud user assessments and their impacts on initial trust values generated by provider
self-assessments. Third, we introduce the concept of weighted assessments, with which
every cloud user can define his or her own assessment scheme. Fourth, we show how
new users can ask for recommendations from expert users who previously completed
assessments.

4.1 Introduction

As described in Chapter 2, the CTP provides a way for each user to request evidence
or certificates from a cloud service provider regarding the operation of a specific service.
This information gives the user a complete view of what he or she should expect while
running the service. Then, after using the service, he or she may have evidence, based
on experimentation, that the service was done according to the description given by the
provider. Alternatively, he or she may have evidence that the service differs from the
description and violates the SLA agreement between the cloud provider and the user.
Based on this, we aimed to give each cloud provider the ability to assess his or her own
service (i.e., to complete a self-assessment), as per (22), and to give each user the ability
to assess each service after using it (i.e., to complete a feedback assessment), as per
(5). Together, the two assessments make output trust values reliable by describing not
only the service specifications noted in each provider’s self-assessment but also the real
behaviour of each service noted in each user’s assessment.
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4.1.1 Self-Assessments and User Assessments

As aforementioned, there are two types of assessments. The first type is self-assessment.
It enables each cloud service provider to assess his or her own service behaviour. Such as-
sessments were discussed in many papers using a normal assessment CAIQ; however, the
trust values calculated using this type of assessment reflect only each service provider’s
view, not each client’s; see (9; 18; 22). Thus, only using this type of assessment creates a
one-way trust relationship between each provider and each client, which is unacceptable.

Trust relationships must also be based on customer feedback in regards to each
customer’s use of a service offered by a cloud service provider. This can be gathered
using the second assessment type, user assessment. It is done by clients and is based
on their experiences with services. It should be noted that the Cloud Security Alliance
(CSA) did not make specific CAIQ questions for cloud consumers. However, Smals
ICT for Society generated two cloud security assessment models that could be used by
clients, whether they were normal clients or experts; see (44). The first was a normal
client assessment model that could be used to compare the specifications for a service
that a client needed with the specifications offered by the service’s provider. The second
was an expert client assessment model that enabled a cloud consumer to assess the
security level of a cloud service offered by a cloud service provider. Experts could do
this by answering questions in a questionnaire, such as an MCQ, covering four main
characteristics expected in cloud services: governance, IAM, ITsecurity and operational
security, as per (44). In this chapter, we use the expert client assessment model and
select questions that can be answered with ’Yes’ or ’No’. A list with all the questions
and their classifications is in Appendix B.

4.2 Related Work

A cloud security requirement assessment was discussed in a previous study. The assess-
ment gave providers the ability to complete self-assessments using cloud auditors, which
are responsible for receiving service certificates from providers and for answering CAIQs;
see (9). These activities could be done in two steps.

The first step was redefining ’Yes’ and ’No’ questions in a CAIQ using a goal question
metric (GQM) approach. The approach could make the questionnaire descriptive in
regards to details that could be gathered with suitable quantitative answers. Moreover,
the approach used CAIQ questions generated by the CSA to obtain information on an
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operational level, while the approach’s goal was to measure the security levels of services.
The second step was using a weighted scoring model to calculate the security levels of
services offered by providers; see (15).

(60) proposed a service quality model that was based on several factors. These factors
were each provider’s trustworthiness, technical QoS and charges for services offered.
Calculations of QoS were based on the fuzzy set theory, which is often used in regards
to answers to sets of questionnaires. In the study, sets of questionnaires were defined
in order to give each consumer the ability to assess each service provider based on
competence, benevolence and service attribute integrity.

(22) proposed a structure for TR systems. Such systems are used to calculate the
trustworthiness of a service provider based on a self-assessment done by the provider.
The authors’ proposed system used different attributes, such as compliance, data gover-
nance and information security, to identify each cloud provider’s trustworthiness. Cal-
culations of trust were done using and operators between and opinions were generated
for in regards to different trust domains. Each provider could assess his or her own
services using ’Yes’ and ’No’ CAIQ questions. Various questionnaires were divided into
11 domains each. The domains were represented by opinions consisting of triple values; t

denoted each average rating, c denoted certainty and f denoted each initial expectation
that was initialised as 0.99.

A technique was compared to the technique of (22) to calculate the trustworthiness of
the authors’ technique. A similarity between the techniques was that both of them used
CAIQs that were initiated by the CSA to complete provider self-assessments. Addition-
ally, both used multiple attributes as categories for MCQ questions, and an algorithm
was used to determine the expectations regarding the trustworthiness of providers.

In our technique, we use consumer assessments to verify assessments done by cloud
auditors. That is, we use an MCQ trust model provided by Smals ICT for Society
to gather the opinions of cloud users. Moreover, our technique is based not only on
expectations of providers but also on users’ previous experiences with services.

As aforementioned, (22) proposed a TR system structure that represented domains
using opinions consisting of triple values; specifically, o = (t, c, f) ∈ {[0, 1]×[0, 1]×[0, 1]}.
Each opinion consisted of an average rating, or t; certainty, or c and an initial expectation
regarding trust of a given service, or f . The authors also used a fixed value for each
initial expectation, f = 0.99, by assuming that any service that was trusted at the
beginning did not involve real assumptions; that is, there could be some untrusted or
trial offers related to the service that could violate assumptions of trust.
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For our study, we preferred to use a binomial subjective opinion representation, as
per (31), to represent each user’s opinion of each service. The opinion of a cloud user
regarding a service, x, was denoted by ωx = (bx, dx, ux, ax) ∈ {[0, 1]×[0, 1]×[0, 1]×[0, 1]}.
It consisted of four values: bx, a belief mass; dx, a disbelief mass; ux, an uncertain
mass and ax, a base rate. For opinion representations, (22) used specific kinds of logic.
Similarly, our proposed technique used subjective logic to calculate trustworthiness. This
was because subjective logic is the most appropriate kind of logic to use when considering
uncertainty, and it is the best way to consider source trust when relatively unreliable
sources are being used; see (31).

In CAIQs—for example, those discussed by (9; 18; 22)—and questionnaires provided
by Smals ICT for Society—for example, one discussed by (44)—MCQ questions are
divided into various domains (referred to as attributes in this paper). Each attribute
considers different specifications, such as privacy, security and data governance. There-
fore, each attribute is independent of the other attributes. Moreover, each attribute is
divided into different sections (referred to as sub-attributes in this paper). Groups of
sub-attributes can be categorised according to single domains, so they have partially
dependent relationships. Each sub-attribute contains more than one MCQ question.

(22)’s method for calculating trustworthiness is different from ours. The study used
’and’ operations to link attributes in order to obtain final provider opinions and to
generate an expectation value, or E. For our technique, We used ’and’ operations
between each sub-attribute opinion to determine such opinions. Then, the opinions were
aggregated by consensus operators to generate an overall user opinion. The user opinion
was then visualised using barycentric coordinates, which were classified into one of six
rating classes that represented the satisfaction level of a user towards a service. Next,
based on a detected rating class, an ageing factor was determined that directly affected an
aggregated trustworthiness value for a service from all users who completed assessments
of the service, as well as for self-assessment results from the service’s provider.

(41) proposed a framework for a domain-based trust model. For each domain in the
framework, a trust agent was responsible for changing the domain’s trust. This model
was designed in order to solve security demands in a cloud.

(33) discussed how measures generated from multinomial opinions, such as trustwor-
thiness and reliability opinions, affect reputation systems. The authors collected rates
and aggregated those rates with ages. Moreover, the authors discussed how to convert
continuous rating systems to discrete systems, which are suitable for Bayesian reputation
systems. The fuzzy set theory was proposed for such transformations.
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(66) addressed a problem regarding effects on reputation systems. That is, the
authors noted that reputation scores can be altered by dishonest opinions from agents.
The authors proposed a statistical filter, based on a beta distribution, to filter out unfair
ratings.

4.3 Trust Assessment Approaches

For this thesis, we made assessments based on ’Yes’, ’No’ and ’Unknown’ answers to
questionnaires. As aforementioned, two types of assessments were used: provider self-
assessments and cloud user assessments.

4.3.1 Provider Self-Assessments

Provider self-assessments were used to focus on users’ assessments and how such assess-
ments affect trust relationships between providers and consumers. We used a provider
self-assessment technique used by (22) to generate initial trust values.

4.3.2 Cloud User Assessments

Consumer, or user, assessments were used to evaluate services offered by providers. A
’Yes’ and ’No’ questionnaire generated by Smals ICT for Society, mentioned in Section
4.1.1, was used to develop an overall understanding of each consumer’s experience using
the service. Consumer questionnaire answers were represented using binomial subjec-
tive opinions, as discussed in Section 2.4.1. Each binomial opinion was visualised with
barycentric coordinates in order to categorise each opinion by rating class; this was done
to determine each opinion’s rating factor, which was needed for updating each initial
trust value.

As aforementioned, for the questionnaire we used for cloud user assessments, shown
in Appendix B, questions were classified into four different domains, or attributes:
governance, IAM, IT security and operational security. Each attribute contained sub-
attributes (which assessed certain properties) that contained multiple-choice questions.

Opinion Representations

We used binomial opinions to represent providers’ and users’ opinions. A provider’s
opinions about a service, x, was denoted by ωx, while a users’ opinion, A, about the
service, x, was denoted by ωA

x . A binomial opinion denoted by ωx = (bx, dx, ux, ax).
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To gather opinions with user (A) questionnaire answers, we represented sub-
attributes as different opinions, where ωA(i,j)

x was a binomial opinion corresponding to
a sub-attribute (j) inside the attribute i regarding a service (x). ωA(i)

x represented each
binomial opinion collected from each attribute (i) regarding each service (x).

Gathering Opinions with Questionnaires

Opinions were gathered in regards to questionnaires using several steps. The first
step was to gather sub-attribute opinion values. Each user’s overall sub-opinion could
be calculated using each questionnaire, as follows. First, for each sub attribute,
ωA(i,j)

x = (bA(i,j)
x , dA(i,j)

x , uA(i,j)
x , aA(i,j)

x ) was calculated based on ’Yes’ and ’No’ answers
to a questionnaire, as well as ’Unknown’ answers.

bA(i,j)
x = p

p + n + l

dA(i,j)
x = n

p + n + l

uA(i,j)
x = k

p + n + l

aA(i,j)
x = 1

2
.

The elements of the above equation were as follows.

• An attribute (domain) number was represented by i ∈ N ∧ i ∈ [1, 4].

• A sub-attribute number was denoted by j ∈ N. A first attribute contained four sub-
attributes, while a second attribute contained three sub-attributes. Additionally,
a third attribute contained five sub-attributes, and a fourth attribute contained
three sub-attributes. Each sub-attribute comprised more than one question, for a
total of p + n + l questions.

• p was the number of ’Yes’ answers to the sub-attribute questions.

• n was the number of ’No’ answers to the sub-attribute questions.

• l was the number of ’Unknown’ answers to the sub-attribute questions. (17)

The second step was to generate opinion values for the attributes. Since all sub-
attributes had common assessment criteria (e.g., security), we could not consider the
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sub-attribute opinions, ωA(i,j)
x , as independent of each other. Therefore, an average

fusion operator was used to calculate the attribute opinions: ωA(i)
x = ⊕j∈R(i)ω

A(i,j)
x .

To elucidate, this type of assessment generated four binomial opinions that corre-
sponded to four different domains, or attributes. The generated attribute opinions were
ωA(1)

x , ωA(2)
x , ωA(3)

x and ωA(4)
x , such that:

ωA(1)
x = ωA(1,1)

x ⊕ωA(1,2)
x ⊕ωA(1,3)

x ⊕ωA(1,4)
x

ωA(2)
x = ωA(2,1)

x ⊕ωA(2,2)
x ⊕ωA(2,3)

x

ωA(3)
x = ωA(3,1)

x ⊕ωA(3,2)
x ⊕ωA(3,3)

x ⊕ωA(3,4)
x ⊕ωA(3,5)

x

ωA(4)
x = ωA(4,1)

x ⊕ωA(4,2)
x ⊕ωA(4,3)

x

.
The third step was to generate overall user opinion values. Each attribute assessed

a service from a different point of view, so the attribute opinions could be considered
independent of each other. Therefore, the overall opinions could be generated using
cumulative fusion operators (also known as independent consensus operators) between
the four attribute opinions:

ωA
x = ⊕i∈[1,4]ω

A(i)
x = ωA(1)

x ⊕ ωA(2)
x ⊕ ωA(3)

x ⊕ ωA(4)
x

The fourth step was to classify opinions. This step was used to classify the overall
user opinion generated from the questionnaire answers used for the user assessment. The
aim was to classify a binomial user opinion, ωA

x , into a finite number of fuzzy-meaning
classes. We assumed that we had seven classes: very good, good, very bad, bad, low
good, low bad and very uncertain. Additionally, we needed to visualise each user opinion
so that each tester could determine whether a classifier worked correctly or not, as shown
in Chapter 6.

Binomial opinions were visualised using the barycentric coordinates introduced in
Section 2.4.1 to classify each opinion. We split areas inside triangles into sub-areas;
each sub-area had properties that were similar to all points in it. For the barycentric
coordinates, if lines could be drawn from the middle points between two triangle sides
and were parallel to opposite triangle sides, we constructed an inner reversed triangle
with three sides, described using ux = 0.5, bx = 0.5 and dx = 0.5 and shown in Figure
4.1.

Therefore, if an opinion was in an orange triangle, belief regarding this opinion was
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Figure 4.1: The binomial opinion rating classification.

greater than 0.5, while disbelief and uncertainty were less than 0.25. This meant that
the opinion was positive. However, if the opinion was in a blue triangle, it was negative
(dx > 0.5), and if the opinion was in a green triangle, it was uncertain (ux > 0.5).
Similarly, if an inner triangle could be divided as in Figure 4.1, and if the opinion was in
a grey triangle, it was negative (although less so than if it was in a blue triangle), and
if the opinion was in a yellow triangle, it was positive (although less so than if it was in
an orange triangle).

Then, we assumed that we had six rating classes for the opinion in the triangle, as
shown in Figure 4.1: very good, good, very bad, bad, unnamed (later split into low good
and low bad) and very uncertain classes. These classifications were based on the values
belief, bx; disbelief, dx and uncertainty, ux. Table 4.1 shows the ranges of these three
variables for inside each region. We defined a variable, k, that represented the scalar
value of each rating class. The class rating k was a rational value that ranged from
+1, or very good, to −1, or very bad. Moreover, good and low good were k = +1/2
and k = +1/4, respectively, while bad and low bad were k = −1/2 and k = −1/4,
respectively. Finally, uncertain was k = 0.

The fifth step was to update trust values. The aim of this step is to show how a user
opinion classification (from step four) updated a trustworthy scalar value stored for a
service (x). Below, we present two approaches to updating trust. They are using only
aggregation and using aggregation with ageing operations.

We assumed that each provider had the ability to complete a first assessment regard-
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Region Belief Disbelief Uncertainty
Very good,

certain bx ≥ 0.5 dx < 0.5 ux < 0.5

Good,
certain 0.25 < bx < 0.5 dx < 0.25 ux < 0.5

Very bad,
certain bx < 0.5 dx ≥ 0.5 ux < 0.5

Bad,
certain bx < 0.25 0.25 < dx < 0.5 ux < 0.5

Unnamed,
certain 0.25 ≤ bx < 0.5 0.25 ≤ dx < 0.5 ux < 0.5

Very
uncertain bx ≤ 0.25 dx ≤ 0.25 ux ≥ 0.5

Table 4.1: The classification rules.

ing his or her service by answering a CAIQ, which produced an initial scalar trust value.
We could use a technique used by (22) to generate an initial trust value, or we could
use steps one to four. This could be done by collecting a provider’s opinion using the
approach in Section (steps one to three). Then, the opinion could be classified into a
rating class using the classifier described in step four, and a class rating value, k, would
be obtained. Finally, k, which could range from -1 to +1, would be scaled to another
scalar value ranging from 0–100, respectively.

Each cloud user had the ability to reassess a service after using it and submit his
or her opinion about the service’s operation in a questionnaire, as mentioned in Section
4.3.2. The user’s opinion would update the service’s scalar trust value, either through
only aggregation or through aggregation with ageing. The update would depend on
which rating class the user’s opinion was classified as.

Using only aggregation. There are many aggregation methods. For this study, aggre-
gation was done with simple addition. Specifically, an aggregation constant, λ ∈ [0, 1],
was used. Aggregation had no effect on an original rating if λ = 0, while it had a
significant effect if λ = 1.

The following examples use only one user, A; later, the formula for any number of
users is shown. First, assume that any user can do any positive number of assessments
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of one service at different times. Second, consider the following definitions.

• Rx,(t=0) is the initial rating value (from only a provider) generated from the
provider’s self-assessment for service x at the beginning (t = 0).

• RA
x,(t̸=0) is an old rating value (from the provider and user A) from over time t for

service x.

• RA
x,(t+1) is the overall new accumulated rating value (from the provider and user

A) after time period t + 1 for service x.

• Rx,(t+1) is the overall new accumulated rating value (from provider and all users)
after time period t + 1 for service x.

In order to give permission to any user to do assessments any number of times, our
method for calculating a reputation (rating) value, generated from any agent A towards
service x, depended not only on the current opinion rating class kt+1 but also on the
previous opinion rating class kt. The rationale for completing another assessment was
to remeasure the reputation and produce a new value instead of an old one. Thus,
our method was based on updating an overall reputation value with a new opinion and
removing the old opinions of all users who did multiple assessments.

Assume that the value of a previous opinion rating class for agents who completed
initial assessments is kt = 0 (neutral value). The new accumulated rating, RA

x,(t+1), after
time period t + 1 can be expressed as follows. For a first user assessment,

RA
x,(t+1) = λ′ + Rx,(t=0)

,
where

λ′ = (kt+1 − kt)λ, 0 ≤ λ ≤ 1

.
For any user assessment except the first assessment,

RA
x,(t+1) = λ′ + RA

x,(t̸=0)

,
where

λ′ = (kt+1 − kt)λ
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.
Let symbol A represent a set of all the users who assessed service x. The overall

reputation (rating) is generated from all the users average overall ratings, as follows.

Rx,(t+1) =

∑
A∈A

RA
x,(t+1)

|A|
.

Then, assume that the overall reputation Rx,(t+1) has a low bound of 0 and a high
bound of 100. If the calculated overall reputation is out of the boundaries, modify it so
it is in the boundaries (0, if it is modified to be smaller, and 100, if it is modified to be
bigger).

Using aggregation with ageing. The first method for collecting users’ opinions (us-
ing only aggregation) depends only on the last assessment of each user and removes all
history. The second method for collecting users’ opinions is aggregating the last assess-
ment outcome of a user with an age value for the history generated by the user. For
this method, ageing factor is defined as Λ ∈ [0, 1]. The value of Λ determines a history
ratio for the user’s opinions that, with a new opinion, generates the current reputation
value of the user in regards to any service. However, the history is removed, as in the
previous method, if Λ = 0, and the history contributes to the ratio if Λ = 1.

For service x, assume that user A can do any number of assessments. Therefore, if
user A has only one assessment, there is no need for ageing because that user has no
assessment history. However, if the user has more than one assessment and they were
completed at different times, the most recent assessment’s effect will be aggregated in
regards to the age effect of the user’s assessment history. Define δA

x,t+1 as the most recent
update effect at time t + 1 and define δA

x,t as the update effect of all assessments in time
[0, t] for every user A that assessed service x. The update value can be calculated as
follows.

For the first user assessment, there is no assessment history for user A regarding
service x. Therefore, there is no need for ageing. λ is an aggregation constant:

δA
x,t+1 = ktλ

.
However, for any assessment except the first assessment, there is an assessment his-

tory for user A. Therefore, we should use an ageing factor:
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δA
x,t+1 = ktλ + ΛδA

x,t

To decrease the effect of the history, use Λ = 0.01 (very close to 0). To increase the
effect of history on the calculation of a reputation value, use Λ = 0.99 (very close to 1).

Then, note that for an overall reputation (rating) generated from all users A ∈ A for
service x, A is a set of all users whose assessments are a sum of all updates done by the
users plus initial trust Rx,(t=0), generated from a provider self-assessment. This is shown
as follows:

Rx,(t+1) =
∑
A∈A

δA
x,t+1 + Rx,(t=0)

.
Subsequently, assume that the overall reputation, Rx,(t+1), has a low bound of 0 and a

high bound of 100. If the calculated overall reputation is outside the boundaries, modify
it so it is inside the boundaries (0 if it needs to be smaller and 100 if it needs to be
bigger).

For example, suppose user A utilises service x. The service has the initial rating Rx,t

at time t. Based on the user’s experience while using this service, he or she does three
assessments.

The first is done at time t + 1 with an outcome opinion category of low good, which
means that kt+1 = 0.25 is the initial value for kt = 0. Using only aggregation, the overall
aggregated rating value for service x is

RA
x,(t+1) = 0.25 × λ + Rx,t

.
In regards to using aggregation with ageing, note that this is the first assessment for

user A regarding service x, so there is no assessment history and there is no need to use
ageing:

δA
x,t+1 = 0.25 × λ

RA
x,(t+1) = 0.25 × λ + Rx,t

.
The second assessment is done when the user finds that the service is not good,

unlike before. He or she completes another assessment at time t + 2 with the overall
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agent opinion class very bad; kt+2 = −1. Using only aggregation,

RA
x,(t+2) = (−1 − 0.25) × λ + RA

x,(t+1)

RA
x,(t+2) = −1.25λ + 0.25λ + Rx,t = −λ + Rx,t

.
Using aggregation with ageing,

δA
x,t+2 = −λ + 0.25 × λ × Λ

RA
x,(t+2) = (−1 + 0.25Λ)λ + Rx,t

.
The third assessment is done when the provider sees that his or her overall user

rating has decreased. The provider enhances the service and asks the user to do another
assessment at time (t+3).The user’s opinion is that the service is good, and (kt+3 = 0.5).
Using only aggregation,

RA
x,(t+3) = (0.5 − (−1)) × λ + RA

x,(t+2)

RA
x,(t+3) = 1.5λ − λ + Rx,t = −λ + Rx,t

.
Using aggregation with ageing,

δA
x,t+3 = 0.5λ − λ × Λ + 0.25 × λ × Λ2

RA
x,(t+3) = (0.5 − Λ + 0.25Λ2)λ + Rx,t

.

4.3.3 Unequal Weighted Assessments

The previous approaches addressed opinions collected from the attributes in equally
weighted ways in order to generate overall user opinions. This means that if there were
four attributes (governance, IAM, IT security and operational security), each one would
make a 25% contribution to each overall user opinion. However, there are some services
with which security considerations, for example, are the most important factors that
need to be assessed. In such situations, a method needs to be used that allows the
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utilisation of different weights based on service characteristics.
In such a method, after a cloud user answers an MCQ, she or he is asked about

weight ratios for each attribute before an overall opinion is calculated. Specifically, the
user is asked for four ratios that correspond to four domains (attributes). These weights
are applied to an opinion-calculation methodology with a version of an independent
cumulative fusion operator that supports different weights. The operator is discussed
below.

A Weighted Consensus between Independent Opinions

Three cases are discussed in this section. To begin, let there be two independent opin-
ions for agents A and B regarding service x. The agents A and B have the opinions
ωA

x = (bA
x , dA

x , uA
x , aA

x ) and ωB
x = (bB

x , dB
x , uB

x , aB
x ), respectively, about common service x.

Assume that the weights of these opinions are α and β for ωA
x and ωB

x , respectively.
Then, assume that ηωA▽B

x represents the overall weighted opinion of both agents A

and B regarding service x with the overall weight η. The weighted consensus operation
symbol is �. Subsequently, let ωA▽B

x = (bA▽B
x , dA▽B

x , uA▽B
x , aA▽B

x ). It can be calculated
as per (69).

For the first case, if (uA
x ̸= 0 ∧ uB

x ̸= 0) ∨ (uA
x ̸= 1 ∧ uB

x ̸= 1), then

bA▽B
x = (k − uA

x uB
x )(αbA

x uB
x + βbB

x uA
x )

k(αuB
x + βuA

x − (α + β)uA
x uB

x )
and

dA▽B
x = (k − uA

x uB
x )(αdA

x uB
x + βdB

x uA
x )

k(αuB
x + βuA

x − (α + β)uA
x uB

x )
.

Then,

uA▽B
x = uA

x uB
x

k

and

aA▽B
x = αaA

x uB
x + βaB

x uA
x − (αaA

x + βaB
x )uA

x uB
x

αuB
x + βuA

x − (α + β)uA
x uB

x

,
where k = uB

x +uA
x −uA

x uB
x ; see (69). Note that in our system, we use aA

x = uB
x = 1/2.

Therefore, the resulting base rate is aA▽B
x = 1/2, no matter the values of weights α and
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Figure 4.2: An example of a weighted consensus operation for two independent bino-
mial opinions with the weights α = 1 and β = 2, respectively, applied to ωA

x and ωB
x ,

respectively.

β.
An example of a consensus between two independent binomial opinions is shown

in Figure 4.2. The first opinion is ωA
x = {0.25, 0.35, 0.4, 0.75}, and it has a projected

probability of 0.55. The second opinion is ωB
x = {0.67, 0.1, 0.23, 0.5}, and it has a

projected probability of 0.785. An opinion is obtained after a consensus with a weight
of α = 1 is applied to the opinion ωA

x and after a consensus with a weight of β = 2 is
applied to the opinion ωB

x . The obtained opinion is ωA▽B
x = {0.652, 0.178, 0.17, 0.55},

and it has a projected probability of 0.715, which means that opinion ωB
x influenced the

result of opinion ωA
x twice.

For the second case, if (uA
x = 0 ∧ uB

x = 0), the two opinions are ωA
x = (bA

x , dA
x , 0, 1/2)

and ωB
x = (bB

x , dB
x , 0, 1/2), where bA

x + dB
x = 1 and bB

x + dB
x = 1.

bA▽B
x = αbA

x + βbB
x

α + β

The equation above is the average of α times bA
x and β and times bB

x . The result
satisfies the equation min(bA

x , bB
x ) ≤ bA▽B

x ≤ max(bA
x , bB

x ). As 0 ≤ bA
x ≤ 1, 0 ≤ bB

x ≤ 1.
We can conclude that 0 ≤ bA▽B

x ≤ 1:

dA▽B
x = αdA

x + βdB
x

α + β

.
Then, similar to the explanation above, we can conclude that 0 ≤ dA▽B

x ≤ 1. How-
ever, we need to prove that bA▽B

x + dA▽B
x = 1:
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bA▽B
x + dA▽B

x = αbA
x + βbB

x + αdA
x + βdB

x

α + β
= α(bA

x + dA
x ) + β(bB

x + dB
x )

α + β

.
As bA

x + dA
x = 1 and bB

x + dB
x = 1, bA▽B

x + dA▽B
x = 1:

uA▽B
x = 0

aA▽B
x = 1/2

.
Finally, for the third case, if (uA

x = 1∧uB
x = 1), the two opinions are ωA

x = (0, 0, 1, 1/2)
and ωB

x = (0, 0, 1, 1/2):

ωA▽B
x = (0, 0, 1, 1/2)

.

Generating Users’ Opinions with Weights

Assume that the weights for the four attributes are denoted by α1 > 0, α2 > 0, α3 > 0
and α4 > 0. Then, follow three steps.

For steps one to two, use the same method as before to extract sub-attribute opinion
values and determine the attributes’ opinions using averaging operators to generate the
four domains’ opinions, which are ωA(1)

x , ωA(2)
x , ωA(3)

x andωA(4)
x .

For step three, generate an overall weighted opinion, as follows:
ωA

x = (α1ω
A(1)
x � α2ω

A(2)
x ) ⊕ (α3ω

A(3)
x � α4ω

A(4)
x ).

The overall user opinion represents a normal consensus operator between two inde-
pendent opinions. The first opinion is generated using a weighted consensus between
the first two attributes’ opinions with the weights α1 and α2. The second opinion is
generated using a weighted consensus between the last two attributes’ opinions with the
weights α3 and α4.

4.3.4 Assessments with Transferred Trust Decisions

There are users who are not experts and cannot answer MCQs, and those users have a
right to assess services. Instead of forcing the users to complete blind assessments, which
is unfair, give those users the ability to complete assessments with help from users they
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Figure 4.3: Opinion transitivity.

trust who have already completed assessments. Doing this is similar to transferring trust
between users and propagating recommendations from old users to new users completing
assessments. Give the users two options: complete their own assessments, similar to
how users complete assessments before, or ask other cloud users who have already done
assessments to do the new users’ assessments instead.

In this section, we suggest a method for generating users’ overall opinions using a
fusion-trust transitivity operator. Specifically, we introduce a trust transitivity operator.
Later, we present our suggestion for propagating opinions from old users to new users.

Trust Transitivity

As in Figure 4.3, suppose that there are two different agents, A and B, and one service,
x. Agent B has a clear opinion about service x that is denoted by ωB

x , but agent
A does not have a clear opinion. However, agent A trusts agent B, and this trust
is represented by his or her opinion of agent B, which is represented by ωA

B. Using
transitivity, agent A’s opinion of service x can be predicted by transferring B’s opinion
to agent A using the trusting relationship between agents A and B. The transitivity
operation can be represented by the symbol ⊗. The transferred opinion cane denoted
by ωA:B

x = ωA
B ⊗ ωB

x = (bA:B
x , dA:B

x , uA:B
x , aA:B

x ).
The transitivity can be done using three methods. The first method is uncertainty

favouring discounting, which can increase the uncertainty of the transferred opinion.
The second method is base rate sensitive transitivity, which can be primarily affected
by the expectation value of agent A regarding agent B. Finally, the third method is
opposite belief favouring, which is based on the adage ’the enemy of my enemy is my
friend’. This method is the most suitable for our system; see (34).

Opposite belief favouring. An overall opinion generated using the opposite belief
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favouring method, ωA:B
x = (bA:B

x , dA:B
x , uA:B

x , aA:B
x ), can be calculated using a formula

posited by (34):

bA:B
x = bA

BbB
x + dA

BdB
x

dA:B
x = bA

BdB
x + dA

BbB
x

uA:B
x = uA

B + (bA
B + dA

B)uB
x

aA:B
x = aB

x

Note that bA
B, dA

BanduA
B are belief, disbelief and uncertainty values for A’s opinion of

B.

Generating User Opinions Based on Trust Transference

To transfer opinions between cloud agents, or users, store the following information for
every cloud node Ai. First, store the cloud user’s opinion, Ai, regarding service x, which
is denoted by ωAi

x . Second, store a set of all cloud users that helped cloud user i generate
his or her opinion regarding service x. L denotes the set, and |L| denotes the number
of elements inside the set. If |L| = 0, then agent igenerated his or her own opinion ωAi

x

without any help.
With our approach, a new user can send requests to old users (i.e., users who com-

pleted assessments previously) to send him or her their opinions about a service that are
already stored. We refer to old users as ’helping users’. The new user must submit his or
her opinion of the service to the helping users. The new user’s request is represented by
a directed tree, in which a top parent (the top of the tree) represents the new user.This
can be shown using two cases.

For the first case, suppose that each new user can request to transfer trust from only
one old user (i.e., assume that |L| = 1). The opinion of agent A, the old user, regarding
service x, which helps agent B, the new user, is denoted by ωA:B

x = ωA
B ⊗ ωB

x . For the
second case, suppose that any new user, A, can transfer trust from multiple helping
users (i.e., assume that |L| > 1). The opinion of user A regarding service x, which helps
users inside the set L, can be calculated using two steps. First, for every user Bi ∈ L,
where i ≤ |L|, calculate the transferred opinion ωA:Bi

x = ωA
Bi

⊗ ωBi
x using the opposite

belief favouring method.Second, in order to generate the overall opinion of user A with
help from the users inside the set L, conduct an averaging operation for all |L| calculated
opinions using step one. Leaves represent the helping users who completed assessments
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without help. Other parentsrepresent helping users who transferred generated opinions
using transitivity.

4.4 Summary

The concept of a self-assessment completed by a provider using a CAIQ is not new, but
each trust value generated with such an assessment reflects only cloud providers’ opin-
ions of their own services. This is unfair as trust requires two elements: a provider and
a customer. Therefore, in this section, we introduced a method to allow a cloud users
to assess any service he or she has used. We used a service assessment questionnaire
provided by Smals ICT for Society. Our approach was based on collecting a user’s opin-
ion using the questionnaire and a subjective logic operation in which the opinion was
denoted by a subjective binomial opinion. We also introduced a method for determining
the scalar update effect of a user’s opinion using a classifier that utilises barycentric
coordinates. We presented two methods for determining how the user’s opinion affected
the most recent trust value of a service using only aggregation or aggregation with age-
ing. Additionally, we presented a method for determining how a user defined his or her
assessment criteria by defining desired weights for main assessment domains, and we pre-
sented a method for solving this situation using weighted subjective operators. Finally,
we presented a method for determining how a user transferred his or her assessment to
other trusted users or experts and for determining how the user’s opinion was generated
using transitivity.



Chapter 5

Securing the System Against
Untrusted Users

5.1 Introduction

Nowadays, blockchain technologies (8; 53; 67) are becoming increasingly important.
Blockchain technology can solve different problems and make the solutions easier to
apply over the internet rather than using paper work. A blockchain is a secured, trustless
platform that enables complex computations. It uses public and private cryptography
keys (3) to encrypt and decrypt data sent or stored over a blockchain. Operations
are performed using transactions; these transactions are stored in the form of blocks,
in which every node connected to a blockchain can verify whether or not a generated
block is correct. Some of these nodes are called miners, which compete with each other
to initiate the mining first so that they can get rewards back in the form of Ether (a
cryptocurrency).This digital asset allows miners to use their computational resources
from the mining to generate new blocks and extend the blockchain.

The unique characteristics of blockchains encouraged many, especially computer sci-
entists, to consider offering services over this technology to benefit from this secure and
trustless platform(53; 61). In this chapter, we will list some of the services that can be
improved using blockchain technology and present our idea of how we can use blockchains
to remove unfair cloud user assessments. We present two ways to accomplish this. First,
any node in a blockchain could assess a new user. Second, only a set of trusted users
could conduct assessments, and if a new user gained their trust, he or she would be
added to the trusted set. Then, that individual would be allowed to assess new users
later. We also developed a reward/penalty system to give users rewards as a result of
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their honest assessments and apply a penalty to users who behave maliciously during
the assessment process.

5.2 Why is Blockchain Technology so Important?

Blockchain technology could be an ideal way to do secure transactions over the internet
without worrying about security breaches. Many cloud services can be developed using
blockchain technology, such as decentralised decision applications (67; 70), peer-to-peer
financial transactions (70), distributed cloud storage (40), digital identity identification
(58) and smart contracts (14). All of these applications are still under development and
require more research. In our work, we use blockchains to perform assessments over the
cloud, removing unfair assessments to prevent them from affecting the TR system we
have proposed.

5.2.1 Blockchains in Decentralised Decision Applications

For decentralised decision applications, one of the most important functions is designing
an online voting system that works over the internet and enables voters to submit their
votes remotely. When it comes to replacing current voting systems with an internet-
based system, however, people are likely to be afraid of security breaches.

The first internet voting process was done in Estonia in 2013. (59) presented a
security analysis of the new Estonian voting system, identifying a problem that occurred
when the government was preparing the election software: The official voting software
keys were downloaded over unsecured internet connections. Furthermore, theyrecorded
login details within the field of view of CCTV cameras.This resulted in a leak of more
than 30% of its ballots over the internet.

This problem can be resolved by designing a voting system based on blockchain
technology. A voter could then submit his or her vote without worrying about whether
the vote could be discovered by anyone else. This means that voters’ identities would
stay anonymous to other members of the blockchain. Another concern with online
voting, which belongs to the domain of democracy itself, is that citizens do not want
one organisation to control the election process.This can also be resolved by blockchain
technology, which provides decentralised decisions.

Another decentralised decision application is for a shareholders’ association(64). Let
us assume that there exists a company owned by certain individuals, and each one
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holds a percentage of the capital. The problem is that there are different venues in
which these individuals could invest. Blockchain technology would enable us to design
a system that allows members to submit investment proposals and run a voting process
for these proposals, in which each member’s vote is proportional to his or her percentage
of shares owned.The income would also be distributed in proportion to this percentage.

5.2.2 Blockchains in Financial Applications

Using blockchain technology, we can create digital coins (6), such as Bitcoins, Ether,
and other forms of cryptocurrency. A blockchain enables peer-to-peer money transfers
without the aid of a third party. This resolves the problem of searching for and utilising
a trusted agency or bank to do money transfers. All the transactions are secured through
a public key for cryptocurrency.All nodes over the network can verify the transaction
using the public key, but only the actual receiver can encode it and receive the money.

5.2.3 Blockchains in Distributed Cloud Storage

The use of traditional cloud storage gives some providers complete control over the cloud
data. This may raise a concern among cloud users that their data could be stolen from
the provider’s servers. A benefit of using blockchain technology is that it can distribute
user files between different nodes in the blockchain instead of storing all the files on
only one cloud platform.This enables unlimited storage for users, but at the same time,
privacy and security issues should be managed.

5.2.4 Blockchains in Digital Identity Identification

Presently, as a result of new technologies with huge computation capabilities, the inci-
dence of data breach situations has increased, and most individuals can be affected by
these breaches.

In 2013, a huge retailer called Target was exposed to a breach of about 70 million
customers’ data, including their names, addresses, emails and even their payment card
numbers. The company paid $18.5 million to settle the resulting claims (54).

In (62), the most well-known data breach cases before 2015 were reviewed. Ac-
cording to this study, the confirmed data breach cases from 2012 to 2014 resulted in
approximately 443 million records stolen from 183 retailers.

One of the most recent attacks happened on the 1st of October, 2017 when hackers
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stole information about Pizza Hut customers through its website. This information
included the clients’ delivery addresses, email addresses, and not only their payment
card numbers but also their CVV numbers and expiration dates. This data breach
enabled the hackers to steal money from the affected clients (2).

Blockchain technology can prevent such data breaches by using the public key cryp-
tography method, in which sensitive information, such as private passwords, do not need
to be revealed, and other nodes can use public keys to verify the transactions.

5.3 Smart Contracts

Before explaining what a smart contract is, let us introduce a common situation in our
daily lives to see how we can perform it in a better way using smart contracts and
blockchains. Suppose that youwant to buy a property or an item, such as a house or a
car. The traditional way to begin is to go to a lawyer to verify its documentation, and,
naturally, the lawyer’s advice costs you money. After that, you will likely search for an
intermediate individual or company through which you can buy the property or item.
The intermediary will charge a fee as well. After taking these steps, you may still feel
that something could go wrong, as you may not trust the lawyer or the intermediary;
the property or item might even be sold to another property owner after you have just
purchased it.Now, let us consider the same case using blockchain technology. Suppose
that the property or item for sale is uploaded over a blockchain. All the property or
item documents are uploaded and secured on the blockchain. If you are interested in
purchasing it, you may pay a deposit through a cryptocurrency transaction in order to
view the documents, and you are sure that these documents are correct as they were
revised by specialists when they were uploaded. In this case, you do not have to search
for and pay a trusted lawyer to review the documents for you. If you decide that you will
buy this property, you just need to transfer the money to the property owner, without
any need for an intermediary (or the related fees for the intermediary). Once the owner
receives the payment, the property ownership will be changed over to you directly; all
the other nodes on the network will now be able to see that the purchase is complete
and that you are the new owner. By following these steps, you will not have any worries
that the previous owner will sell the property again to someone else as he or she is no
longer recognised as the owner of this property on the blockchain. So, we can conclude
that using blockchains can make the purchasing process faster, less expensive and more
secure than before.This can be done via smart contracts, which govern all the actions
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between a seller and a buyer.
Smart contracts can be referred to by different names, such as self-executing,

blockchain or digital contracts. The term ‘smart contract’ was first introduced by Nick
Szabo in 1993. It described a digital vending machine operation. Since then, the term
has been used in various applications, and it is now used for blockchains. A smart con-
tract is a piece of cryptography code that is run over a blockchain. It is a self-executed
program that runs according to the terms agreed upon between the user and the creator
and is specified by the contract creator. It enables money transfer transactions (in the
form of Ether, as described in Chapter 2) between the user and the contractand then
to and from the creator. Once a smart contract is deployed and published over the
blockchain, all the blockchain users can see, validate and use the contract. No one can
modify a smart contract after its deployment, which circumvents any dishonest means
of changing the contract terms at a later date.

There are different platforms based on blockchains that enable the running or writing
of smart contracts. Some of the most popular platforms are Bitcoin, SideChains, Nxt
and Ethereum.

• Bitcoin: This platform supports bitcoin transactions, but it does not have a strong
capability to process documents (27; 36; 48).

• SideChains: This platform supports bitcoin transactions as well as contract pro-
cessing (52).

• Nxt: This public, open-source blockchain platform enables bitcoin transactions
and supports a limited number of smart contracts, such as those for the voting
system, but it still does not allow users to write their own smart contracts (1).

• Ethereum: This is a public blockchain platform. It has its own digital currency,
called Ether. Ethereum has two versions: an open source one, EthereumJ, which
supports Java, and an executable one, an Ethereum wallet.Bitcoin transactions
are supported by Ethereum, and users can write their own smart contracts and
deploy them over the blockchain. It also supports working over two networks: the
main blockchain and a test network. The main network is the actual blockchain
network,and any transaction should be done using real Ether. The test network
is a copy of the actual network, but it uses virtual Ether for testing purposes.
Smart contracts can be written over an Ethereum wallet using Solidity, a scripting
language (13; 19).
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5.3.1 How Is a Smart Contract Executed?

Smart contracts can be written in different programming languages. The most frequently
used one is Solidity, a scripting language based on JavaScript, which enables users to
deal with a blockchain and its contracts. A smart contract is a block of code that
offers functions to the blockchain nodes. The smart contract structure contains not
only (state) variable definitions but also functions, which perform the aim of the smart
contract. Once a smart contract is written and ready for deployment, some conditions
must be met so that the smart contract can be published.

A smart contract must be deployed from a valid account. In order to publish a smart
contract, a fee must be paid, which is referred to by the term ‘gas’. The amount of gas
required to run a smart contract depends on the amount of computation required for all
the functions offered by the contract. Consequently, when more functions (i.e., coding
lines) are added to the smart contract, more gas needs to be paid. So, before deploying
a contract, the Ethereum wallet calculates how much gas is required to execute the
contract and get it published, which is described by the term ‘maximum gas’.Solidity
offers ways to reduce the maximum gas level as much as possible, which will be discussed
in Sections 5.5 and 5.6. On the one hand, if the money (gas or Ether) in the creator’s
account is equivalent to (or in excess of) the maximum gas, the contract will be executed
and published correctly. On the other hand, if the creator does not have enough money
to cover the maximum gas required, Ethereum begins to execute the contract line by
line; for every line, it consumes some gas until the creator’s wallet reaches an out-of-gas
state. If the creator’s wallet is out of gas and the contract is not yet executed in full,
the contract will not be deployed, and the gas removed from the owner’s wallet will not
be refunded.

A smart contract contains a wallet that stores Ether. Ether can be transferred to or
from a creator, other accounts and contracts. Once a smart contract is published, all
the blockchain users will see, validate and take a copy of the contract. Smart contracts,
as well as transactions, are stored in the form of blocks. A smart contract cannot be
modified after it is deployed. If anyone tries to modify anything that is published in a
blockchain, the other nodes will detect it, which prevents that individual from changing
any blocks.
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5.4 Removing Unfair Assessments

In this section, we introduce the problem of unfair assessments and how they can be
solved using blockchain technology. As we introduced in Chapter 4, cloud users can
do assessments of the services they have used based on their experience with those
services. We offered cloud users an MCQ, modelled on one created by the Smals research
group in France(44). The users answered the questionnaire, and based on their answers,
we were able to extract their opinions using the method suggested in Chapter 4. We
also suggested a way to classify the extracted opinions into a fuzzy rating class, which
described how an opinion would change the most recent trust value of the service being
assessed. The aim of this chapter is to provide a pre-stage before applying the update
action. The action of the pre-stage is to filter out unfair opinions before updating the
TR system. The reason we need this filtering stage is that unfair assessments may
have been done by users who answered the MCQ randomly; alternately, the assessment
system may have been hacked, resulting in malicious assessments that could destroy the
TR system and reflect incorrect trust values for the services.

We also suggest a reviewing process for MCQ answers that were submitted as an
assessment for a service that the assessor has not actually used. This reviewing process
will be done by the blockchain users, who can access and review the MCQ answers based
on their previous experience with the service being assessed. Based on their observations,
each answer is assigneda value between 0 and 1, which represents the extent to which
the user was honest and fair in his or her service assessment. A value of 1 denotes that
the user did the a service assessment honestly, while a value of 0 means that the user
was not honest in answering the service assessment questionnaire, and his or her opinion
should not update the trust value of the service in the TR system.

We assume that the blockchain users who review a certain service assessment are
aware of the service function and have done assessments of that service in the past. So,
these blockchain users, based on their experience with the service, know its strengths
and the weaknesses and can recognise whether the answers provided by the review
requestreflect those points or not. If the answers do not reflect the actual operation
of the service,the blockchain users will consider the submitted service assessment to be
unfair, so these answers should not be taken into consideration while updating the TR
system.

Each blockchain user can submit his or her review value within a specific time frame.
When the time frame expires, a decentralised counting process begins to check whether
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the user assessment should be trusted or not. The assessment will be trusted and
included in the update step described in Chapter 4 if the number of blockchain users
giving a review of more than or equal to 0.5 is greater than or equal to half of the total
number of blockchain users who did the assessment; otherwise, it will be rejected before
updating the TR system. To encourage the blockchain users to do a review, a reward
in form of Ether will be sent to them. However, there could be situations in which the
reward process could be considered a point of weakness in our system. Problems arise
when a block chain user habitually does reviews but does not pay attention to whether
the review is correct or not in order to get more rewards. To solve this problem, penalties
could be applied to such blockchain users for the purpose of removing malicious reviews;
for example, a limitation could be set so that each blockchain user could only do a set
number of reviews.The circumstances of rewards and penalties are shown in Sections 5.5
and 5.6.

5.4.1 Smart Contract Example

In this section, we present a simple example of a smart contract written in Solidity.
The general structure of a smart contract is shown in Listing 5.1. It begins with the
pragmaline, which specifies which compiler version can execute the contract, and after
that, the contract name is specified with the keyword contract. The contract permits
variable and method definitions as well as instructor and destructor methods.

Listing 5.1: Smart contract structure
cont rac t Contract_Name{

// v a r i a b l e s
. . .
// I n s t r u c t o r
// Destructor
// Other methods

}

A descriptive smart contract is shown in Listing 5.2 for collecting funds from any
node on the blockchain. The collected fund is transferred into the contract creator’s
wallet. Only the contract creator can destroy the contract,and the existing Ether will
be transferred to the contract creator’s wallet. The payable function pay_for_us is
responsible for collecting funds from blockchain users and sending them to the contract
creator’s wallet.
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Listing 5.2: Smart contract for collecting funds
pragma s o l i d i t y ^ 0 . 4 . 9 ;
cont rac t Col lect ingFund {

address pub l i c cont rac tCreato r ;
// v a r i a b l e that s t o r e s b lockcha in address
func t i on Col lect ingFund (){ // cons t ruc to r

cont rac tCreato r = msg . sender ;
}
func t i on k i l l ( ) { // de s t ru c t o r

i f ( cont rac tCreator == msg . sender ) {
s e l f d e s t r u c t ( cont rac tCreato r ) ;

}
}
func t i on pay_for_us ( u int amount ) payable {
//The keyword payable i s used when a func t i on
// accept s Ethers from blockcha in u s e r s .

cont rac tCreato r . t r a n s f e r ( amount ) ;
}

}

5.4.2 What is Behind a Smart Contract?

A blockchain is a trustless construction that does not require a third party to establish
trust. It is a trusted platform, and we can use it for applications that require a trusted
core to be used.The main idea of a smart contract is similar to a voting system. The
situation begins once a new user requests a review of his or her MCQ answers. The
MCQ answers can be sent directly to the blockchain users as arguments, or a URL to
the MCQ answers can be sent. It can also be shown by logs supported by Solidity so
that important information can be printed out.All the blockchain nodes can see when a
new review is required. They start the reviewing process, and once they finish, they can
choose a score value for the reviewfrom 0 to 1. Similar in appearance to a voting process,
the review choices are the candidates, and the blockchain users are the voters, who can
choose only one candidate (i.e., one choice). The reviewing process has a set time period.
Once it is expired, the contract does not allow any more reviews and decides whether
the user assessment was fair or not.
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5.4.3 Blockchain-based Reviewing Systems for Cloud User As-
sessments

For the reviewing process, we present two systems. The first system enables reviews only
from blockchain users who have previous experience with the service that was assessed
by the user. The other system permits reviews from any blockchain node. The two
systems are shown as follows:

1. Giving decisions only by a service-trusted community.

We use the term ‘service x–trusted community’to represent a set of blockchain
users who have assessed the service, x, before in a fair way. We begin the trusted
community set with the contract creator. We assume that the contract creator is
trusted so that we can begin the reviewing process. Once a review process ends
with a positive decision (i.e., that it is a fair assessment), the user who requested the
review is now considered trustworthy and will be added to the trusted community
set such that he or she can do future reviews of new review requests.

2. Giving decisions by any cloud user.

Some individuals could interpret the previous method as a form of dictatorship-
because only certain blockchain users are allowed to do reviews for every service.
Thus, the second method removes this possibility of dictatorship by giving all
blockchain users the ability to review any MCQ answers for any service assess-
ment, creating a need to build trusted communities for the services.

5.5 Smart Contracts with a Trusted Community

For simplicity, we have enabled two review options for each blockchain reviewer: accept
or reject. The contract is shown as follows:

• The variables are shown in Listing 5.3:

– contractCreator stores the contract owner’s address.

– trust_users is a dynamic list of all trusted community blockchain users who
can do the review.

– actual_reviewers is a dynamic list of the actual blockchain users who did
the review.
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– strange_user represents the data for the MCQ answers that need to be
reviewed. It also contains the details of the cloud user that submitted the
assessment to be reviewed.

– startTime and ReviewingTime represent the starting time and the time slot
for the reviewing process, respectively.

– state represents the current state of the contract, which is initialised for
waiting.

– choicesis a dynamic array of the choices made by each reviewer.

Listing 5.3: Smart contract variables
pragma s o l i d i t y ^ 0 . 4 . 9 ;
cont rac t ReviewingAssessments {

address pub l i c cont rac tCreato r ;
r ev i ewer [ ] pub l i c t rus t_use r s ;
r ev i ewer [ ] pub l i c ac tua l_rev i ewer s ;
s t range pub l i c new_user ;
u int pub l i c startTime ;
u int pub l i c ReviewingTime = 10 ;
c on t r a c tS t a t e s pub l i c s t a t e = con t r a c tS t a t e s . wa i t ing ;
Choices [ ] pub l i c cho i c e s ;
. . .

}

• The contract states are shown in Listing 5.4 by defining the enumeration
contractStates. The waiting state means that the contract has no assessments
to be reviewed and is waiting for a stranger to submit his or her assessment de-
tails, while the reviewing means that an assessment is being reviewed and the
time slot has not expired. The decision state means that the reviewing slot time
has expired, and the contract is calculating the final decision of whether to accept
or reject the assessment (if it is fair or unfair, respectively). The last state is
rewarding , which enables the contract to send rewards and apply penalties. The
rewarding stage will be examined in detail later.

Listing 5.4: Smart contract states
enum con t r a c tS t a t e s {
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wait ing ,
rev iewing ,
dec i s i on ,
rewarding

}

• The reviewerStates enumeration is shown in Listing 5.5. The Normal state
means that the blockchain user can do the review as well as receive a reward. The
warning state indicates that the blockchain user is not being honest in his or her
reviews; this blockchain user can still do reviews but will not receive a reward.
At this stage, if the blockchain user does additional honest reviews, he or she
can go back to the normal state. The last state, suspended , means that the
user cannot do any further reviews until he or she has paid a fine in the form of a
penalty applied to him or her due to his or her dishonesty in the reviewing process.

Listing 5.5: Different reviewer states
enum rev i ewe rS ta t e s {

Normal ,
Warning ,
Suspended

}

• The reviewer, stranger and choices structures: The reviewer contains the
data for each blockchain user who belongs to a trusted community. It contains
his or her account address, name, a Boolean value that represents whether the
reviewer submitted his or her vote or not, the final decision of the current review
process (defined by the vote_index variable), and whether he or she submitted
his or her review or not (indicated by the voted variable). The details of the
service assessment that need to be reviewed are stored by the structure strange.
The review results – or the choices made – are defined by the structure Choices ,
where every choice has a choice name as well as an integer variable to record how
many block chain users have selected this choice.

Listing 5.6: Structure definitions
s t r u c t r ev i ewer {

address add ;
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s t r i n g name ;
bool voted ;
u int vote_index ;
r ev i ewe rS ta t e s u s ta t e ;

}

s t r u c t s t range {
address str_addr ;
s t r i n g str_name ;
s t r i n g que s t i onna i r e_ur l ;

}

s t r u c t Choices {
bytes32 choice_name ;
u int choice_count ;
}

• Mapping functions: Each blockchain user can be a potential reviewer. Hence, the
mapping function shown in Listing 5.7 creates a list of reviewer structure instances
for each possible address. The array name is reviewers.

Listing 5.7: Address -to- reviewer mapping

• Smart contract constructor: As shown in Listing 5.8, the function of the construc-
tor is to store the owner’s address, along with the owner’s details, as the first
member of the trusted community. It is also used to initialise the choices for the
review results, with zero counting for each choice.

Listing 5.8: Smart contract instructor
func t i on ReviewingAssessments ( ){

cont rac tCreato r = msg . sender ;
t ru s t_use r s . push ( rev i ewer ({ add : contractCreator ,
name : " Creator " , voted : f a l s e , vote_index : 0 ,
u s ta t e : r ev i ewe rS ta t e s . Normal } ) ) ;
cho i c e s . push ( Choices ({ choice_name : " Accept " ,
choice_count : 0 } ) ) ;
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cho i c e s . push ( Choices ({ choice_name : " Reject " ,
choice_count : 0 } ) ) ;

}

• Modifiers: The modifiers are useful for decreasing the maximum gas required to
execute a smart contract. If there exists a method that can only be executed
when a certain condition is satisfied, it is not efficient to use the normal method
definition, and inside, we use a conditional check.This is because in all cases –
whether the conditions are met or not – the maximum gas needed to execute the
method must be paid. Modifiers are being used as a precondition before executing
the method.If the modifier results in an exception, the method will not be executed,
and, hence, the user will not have to pay for the gas it would have used. As shown
in Listing 5.9, the modifier isnotTrusted is implemented to check whether a user
with address d is not trusted, while the modifier isTrusted checks whether the
user with address d is trusted. The modifiers isnotSuspended and isSuspended
check whether the user with address d is not suspended or suspended, respectively.
In addition, the modifier didnotVote is used to check if the user with address d
did notsubmit his or her reviewing result. The last modifier is timeout , which
used to check the expiration of the reviewing time slot when the contract is in the
reviewing state.

Listing 5.9: Modifiers
mod i f i e r i snotTrusted ( address d){

f o r ( u int i =0; i<t rus t_use r s . l ength ; i ++){
i f ( t ru s t_use r s [ i ] . add == d) throw ;

}
_;

}

mod i f i e r i snotSuspended ( address d){
i f ( r ev i ewe r s [ d ] . u s ta t e == rev i ewe rS ta t e s . Suspended )

throw ;
_;

}

mod i f i e r i sSuspended ( address d){
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i f ( r ev i ewe r s [ d ] . u s ta t e != r ev i ewe rS ta t e s . Suspended )
throw ;

_;
}

mod i f i e r i sTrus ted ( address d){
bool de c i s i on_s ta tu s = f a l s e ;
f o r ( u int i =0; i<t rus t_use r s . l ength ; i ++){

i f ( t ru s t_use r s [ i ] . add == d){
dec i s i on_s ta tu s = true ;
break ;

}
}
i f ( d e c i s i on_s ta tu s == f a l s e ) throw ;
_;

}

mod i f i e r didnotVote ( address d){
i f ( r ev i ewe r s [ d ] . voted == true ) throw ;
_;

}

mod i f i e r t imeout ( ){
i f ( ( now > startTime+ReviewingTime)&&( s t a t e !=
con t r a c tS t a t e s . wa i t ing ) ) _;
e l s e throw ;

}

• Review request for a service assessment: Once a cloud user finishes a service as-
sessment, he or she sends a request to other blockchain users to review his or her
MCQ answers. Then, once the request is triggered, the reviewing time slot begins
to tick, while the contract state changes to the reviewing state. All the blockchain
users can now see that there is a request that needs to be reviewed. This is shown
in Listing 5.10 as the RequestingReview method, which can only be called by
users who do not belong to the trusted community.
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Listing 5.10: Review request for a new service assessment
func t i on RequestingReview ( s t r i n g _name , s t r i n g _url )
i snotTrusted (msg . sender ){

new_user . str_addr = msg . sender ;
new_user . str_name = _name ;
new_user . que s t i onna i r e_ur l = _url ;
s t a t e = con t r a c tS t a t e s . r ev i ew ing ;
startTime=now ;
s t a t e = con t r a c tS t a t e s . r ev i ew ing ;

}

• Notifying reviewers: As shown in Listing 5.11, log events are used to notify the
blockchain users (reviewers) about a new review request and about the overall
decision once it is made.

Listing 5.11: Log events for notifying blockchain users

event LogReviewEnd ( bool Ove ra l lDec i s i on ) ;
event LogRev i ewIn i t i a l i z ed (
address contractCreator ,
address new_user [ str_addr ] ,
s t r i n g new_user [ que s t i onna i r e_ur l ] ,
u int votingTime ) ;

• Submitting reviews: Once a blockchain user finishes his or her review, the
submit_review method shown in Listing 5.12 can be used to choose a review
result from the choices set previously in Listing 5.8. This method can be called
only by blockchain users who belong to the trusted community. Those users must
not have had their reviews submitted before and must not be in a suspended
state.The review is accepted if and only if it is submitted within the reviewing
time slot; otherwise, the method rejects this review and calls the take_action
function, which begins deciding the overall action – whether accepting or reject-
ing the service assessment – to update the TR system, as suggested in previous
chapters. Note that once a blockchain user chooses a result choice for his or her
review, the choice counter is automatically increased by 1. So, by the end of the
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reviewing time slot, we only need to check which choice has the highest count, and
this is the final decision.

Listing 5.12: Submitting review results for a request
func t i on submit_review ( u int choice_index )
i sTrus ted (msg . sender ) i snotSuspended (msg . sender )
didnotVote (msg . sender ){

i f (now > ( startTime+ReviewingTime )){
take_act ion ( ) ;

} e l s e {
i f ( ( s t a t e != con t r a c tS t a t e s . r ev i ewing ) | |
r ev i ewe r s [ msg . sender ] . voted ) throw ;
r ev i ewe r s [ msg . sender ] . voted = true ;
r ev i ewe r s [ msg . sender ] . vote_index=choice_index ;
cho i c e s [ choice_index ] . choice_count++;
actua l_rev i ewer s . push ( rev i ewer ({ add : msg . sender ,
name : " " , voted : true , vote_index : choice_index ,
u s ta t e : r ev i ewe r s [ msg . sender ] . u s ta t e } ) ) ;

}
}

• Taking actions after a time-out: Listing 5.13 shows the method take_action that
is responsible for finding an overall decision for the request, based on the trusted
community users’ reviews. Then, a reward/penalty action is initiated; later, the
contract will be reset to accept new review requests. If the overall decision for a
review request is positive, the user who submitted that request will be added to the
trusted community so that he or she can do reviews later. As a way of encouraging
the blockchain users to review requests, we offer them rewards – for those who gave
a review decision similar to the majority of decisions regarding the request – and
apply penalties to those who gave a different review decision. A blockchain user
can only receive rewards if that user is in the normal state. If a blockchain user
in the normal state is subject to a penalty, his or her state will be changed to
the warning state, which, of course, he or she can reverse by conducting better
reviews, changing his or her state back to normal. If a blockchain user is in the
warning state and he or she deserves a penalty, his or her state will be changed to
suspended, which means that the user is not allowed to do further reviews without
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paying a fee (in the form of Ether). Once a suspended user pays the fee through
the function clearRecord , shown in Listing 5.14, his or her state goes back to
normal.

Listing 5.13: Taking actions after a time-out
func t i on take_act ion ( ) t imeout ( ){

s t a t e = con t r a c tS t a t e s . d e c i s i o n ;
bool Ove ra l lDec i s i on ;
i f ( cho i c e s [ 0 ] . choice_count >= cho i c e s [ 1 ] . choice_count ){

Overa l lDec i s i on = true ;
t rus t_use r s . push ( rev i ewer ({ add : new_user . str_addr ,
name : new_user . str_name , voted : f a l s e , vote_index : 0 ,
u s ta t e : r ev i ewe rS ta t e s . Normal } ) ) ;

} e l s e {
Overa l lDec i s i on = f a l s e ;

}
s t a t e = con t r a c tS t a t e s . rewarding ;
f o r ( u int i =0; i<actua l_rev i ewer s . l ength ; i ++){

i f ( ( ac tua l_rev i ewers [ i ] . vote_index==0 &&
Overa l lDec i s i on==f a l s e ) | |
( ac tua l_rev i ewer s [ i ] . vote_index==1 &&
Overa l lDec i s i on==true )){// Rewarding

i f ( r ev i ewe r s [ ac tua l_rev i ewer s [ i ] . add ] . u s ta t e==
rev i ewe rS ta t e s . Warning ){

r ev i ewe r s [ ac tua l_rev i ewer s [ i ] . add ] . u s ta t e=
rev i ewe rS ta t e s . Normal ;

} e l s e {
actua l_rev i ewer s [ i ] . add . t r a n s f e r ( 1 ) ;

}

} e l s e {// Pena l i ty
i f ( r ev i ewe r s [ ac tua l_rev i ewer s [ i ] . add ] . u s ta t e ==
rev i ewe rS ta t e s . Normal )

r ev i ewe r s [ ac tua l_rev i ewer s [ i ] . add ] . u s ta t e=
rev i ewe rS ta t e s . Warning ;

e l s e
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r ev i ewe r s [ ac tua l_rev i ewer s [ i ] . add ] . u s ta t e=
rev i ewe rS ta t e s . Suspended ;

}
r ev i ewe r s [ ac tua l_rev i ewer s [ i ] . add ] . voted=f a l s e ;

}
// r e s e t the cont rac t s tate , cho i c e s count and
the ac tua l v i ewers l i s t .

s t a t e = con t r a c tS t a t e s . wa i t ing ;
f o r ( u int j =0; j<cho i c e s . l ength ; j++)

cho i c e s [ j ] . choice_count =0;
d e l e t e actua l_rev i ewers ;

}

Listing 5.14: Paying fees for suspended users as a penalty
pub l i c payable {

cont rac tCreato r . t r a n s f e r ( 1 ) ;
r ev i ewe r s [ msg . sender ] . u s ta t e = rev i ewe rS ta t e s . Normal ;

}

5.6 Smart Contracts without a Trusted Community

The difference between the smart contract considered here and the one described in
the previous section is that we do not need to construct a trusted community. Any
blockchain user can do reviews if he or she is not suspended. Therefore, we do not
need the trust_users dynamic list, and we no longer need to add members to this list.
This can be done by removing the trust_users.push instruction from the constructor
method. The modifiers isTrusted and isnotTrusted are also removed. We offer a
simpler reward/penalty approach: We enable two reviews for every user state. This
means that a user will receive rewards for his or her first two reviews but will not receive
rewards for the second two reviews (i.e., they will be conducted for free). However, if
the number of reviews done by a blockchain user exceeds four, the user state is changed
to suspended, and the user must pay a fee to return to a normal state. We use a
variable called numberOfAssessments = 0 in the reviewer structure to keep track of
how many reviews each user completes. As the take_action is different from the one
described in the previous section, its new implementation is shown in Listing 5.15.
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Listing 5.15: A modified take_action method

func t i on take_act ion ( ) t imeout ( ){
s t a t e = con t r a c tS t a t e s . d e c i s i o n ;
bool Ove ra l lDec i s i on ;
i f ( cho i c e s [ 0 ] . choice_count >= cho i c e s [ 1 ] . choice_count ){

Overa l lDec i s i on = true ;
} e l s e {

Overa l lDec i s i on = f a l s e ;
}

s t a t e = con t r a c tS t a t e s . rewarding ;
f o r ( u int i =0; i<actua l_rev i ewer s . l ength ; i ++){

i f ( r ev i ewe r s [ ac tua l_rev i ewer s [ i ] . add ] . numberOfAssessments<=1 ){
r ev i ewe r s [ ac tua l_rev i ewer s [ i ] . add ] . numberOfAssessments++;
actua l_rev i ewer s [ i ] . add . t r a n s f e r ( 1 ) ;

} e l s e {// warning and suspended
r ev i ewe r s [ ac tua l_rev i ewer s [ i ] . add ] . numberOfAssessments++;

}
r ev i ewe r s [ ac tua l_rev i ewer s [ i ] . add ] . voted=f a l s e ;

}
// r e s e t the cont rac t
s t a t e = con t r a c tS t a t e s . wa i t ing ;
f o r ( u int j =0; j<cho i c e s . l ength ; j++)

cho i c e s [ j ] . choice_count =0;
d e l e t e actua l_rev i ewers ;

}

5.7 Summary

As blockchain technology is a trustless (or trust-free) platform, it does not require a third
party to execute a transaction. In addition, it allows for decentralised decisions, in which
no single user can influence the blockchain towards a specific decision. It guarantees
secure operations over the network because of its use of the public cryptography method,
which does not reveal private keys to other nodes. All of these features help us to redesign
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our applications with an improved performance. We selected the Ethereum platform to
build a filtering-out review system as a smart contract.Using the suggested method of
reviewing smart contracts, we increased the reliability of our TR system, described in
the previous chapters, by removing unfair assessments before updating the service trust
values. The suggested smart contracts can be used, with minor changes to its rules, to
describe any assessment or review type.



Chapter 6

Tests and Experiment Results

6.1 Introduction

In this chapter, we provide estimations, based on experiments, of an aggregation constant
and an ageing factor that were made using multiple tests with human testers. Similar
work was presented in a paper by (4). Additionally, we present, in Sections 6.2 and 6.3,
descriptions of software we designed and settings for the tests included in this section.
The test procedures provide favourable estimations for the aggregation constant and the
ageing factor, shown in Sections 6.4 and 6.5.

6.2 Software

We implemented software, using Java and a Microsoft (MS) Access database, that pro-
vided a graphical user interface (GUI) that enabled both providers and cloud users to
complete assessments. In this section, we present images of the tool interface and de-
scribe how it works. To begin, as shown in Figure 6.1, a tool login window supported
three different logins: a cloud provider login, a cloud user login and a tester login, which
was initially a cloud user login.

For cloud provider logins, we enabled the addition of new services to the system, as
shown in Figure 6.2. We also performed provider self-assessments by allowing providers
to answer a CAIQ, as shown in Figure 6.3. Note that the button that allowed each as-
sessment to be submitted was disabled until each provider answered all CAIQ questions.

For cloud user logins, a user was asked to enter his or her details into the system
and to choose a service to assess, as shown in Figure 6.4. Then, as shown in Figure 6.5,
a user questionnaire appeared to the user that was to be answered. Note that for both
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Figure 6.1: The tool’s login window.

Figure 6.2: The tool’s window for adding new services.

provider and user assessments, we allowed users and providers to give ’Yes’, ’No’ and
’Unknown’ answers to MCQ questions.

Providers’ and users’ opinions were collected using the approach shown in Chapter 4,
and the opinions were classified using the classifier in Section 4.3.2. For user assessments,
an update action was performed either using only aggregation or using aggregation with
ageing, as explained in Chapter 4. All assessment data, including questionnaire answers,
providers’ opinions, users’ opinions and update effects, were stored in a database.

For tester logins, a tester logged in as a user and selected ’start random assessment’
from the window shown in Figure 6.5. The tester assessment window is shown in Figure
6.6. The tester could set values for the aggregation constant and the ageing factor. The
most recent trust value was then shown to the tester.
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Figure 6.3: The tool’s window for outputting self-assessment questionnaires.

Figure 6.4: The tool’s window for selecting services to be assessed by cloud users.
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Figure 6.5: The tool’s window for outputting cloud user questionnaires.

Figure 6.6: The tool’s window for tester assessments.

Subsequently, the tester selected a Random Test button, and then he or she was
asked, ’How many random opinions do you want to generate?’ These opinions were
shown to the tester. For example, Figures 6.7 and 6.9 were shown to the tester for
testing situations with only aggregation and with aggregation and ageing, respectively.

Once the tester had an estimation for a new overall trust value, he or she could record
this estimation in a text box and select it using a slider. A Calculated Trust button was
used for the approach discussed in Chapter 4 in order to calculate a new overall trust
value. The subsequent calculated value, as well as the estimated value, were collected
using a Collect Data button.



82 Tests and Experiment Results

6.3 Test Settings

Tester logins were designed to test this study’s proposed assessment system using human
testers. For such testing, we used randomly generated answers (values) for each user
questionnaire. Once we had the random answers, we used the approach discussed in
Chapter 4 to collect a random overall user opinion and visualise it inside a barycentric
triangle (i.e., the triangle shown in Figure 4.1). A visualisation window was outputted
to a user with rating classes, also shown in Figure 4.1, and the tester was asked to guess
the overall trust value. The tester was informed of the most recent trust value, as well as
the aggregation constant value, before giving his or her estimation. Note that the tester
was not informed of the value of k for each rating class as we wanted to compare this
study’s proposed approach to humans’ considerations. Then, the tester’s estimation, as
well as the actual trust value that was calculated using the approach in Section 4.3.2,
were stored in a database. The tester repeated this procedure with different aggregation
constants and different numbers denoting random users’ opinions about a single service.

A set of experiments was conducted to obtain favourable selections for the aggrega-
tion and ageing factors, which were λ and Λ, respectively. This was done to achieve a
minimum average error. The experiment steps are shown in Sections 6.4 and 6.5.

6.4 Aggregation Constant Estimations

In this section, the proposed method was used for multiple supervised tests in order to
obtain favourable estimations of the aggregation constant λ that ranged from 0–1. By
’supervised’, we mean that we had humans test our system. We used their reviews to
readjust aggregation constants. The procedure is listed below.

1. Generate n random subjective opinions, ωA
x = {ωA1

x , ωA2
x , ..., ωAn

x }, that act as
overall opinions generated from assessments completed by a set of users, A =
{A1, A2, ..., An}, for given service x.

2. Find a set of the opinions’ ratings, K = {k1, k2, . . . , kn}.

3. Visualise the set of random opinions, ωA
x , as shown in Figure 6.7.

4. Randomly choose an initial value for λ ∈ [0, 1].

5. Ask a human tester to estimate the final trust value, R∗
x,(t+1), after showing him

or her the visualisation, the value of λ and the most recent trust value.
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6. Let the program calculate the updated trust value using the following equation:

Rx,(t+1) =
∑
i≤n

ki × λ + R(x,t)

,

where

Rx,(t+1) is the updated trust value of the service x

and

Rx,t is the latest trust value of service x before this process

.

7. Find an absolute error, e = |Rx,(t+1) − R∗
x,(t+1)|, and store the values λ and e in a

database.

8. Repeat steps 1–7 with different n and λ values.

9. Repeat steps 1–8 with m ≥ 1 testers (i.e., have other testers complete the entire
process).

10. To collect more data, repeat this procedure for different n ∈
{1, 5, 10, 15, 20} and λ ∈ {0.1, 0.2, 0.4, 0.5, 0.8, 1} values.

11. For every λ, find an average absolute error:

eλ =
∑

eλ

m × n

.

12. As the aim of these steps was to find the best value of λ (i.e., the value that was
most similar to humans’ estimations), select the best λ value that minimises the
average absolute error.

For each test, the tool asked a tester to enter his or her details into the system;
then, the testing procedure continued. For every tester, multiple tests were done with
different λ and n values. The value of n represented how many random opinions were
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Figure 6.7: A visualisation of 10 random opinions.

outputted to the tester regarding a service. Once we showed visualised opinions to a
user and informed him or her of the aggregation constant value and the most recent
trust value of the service, the tester guessed a new trust value for the service while our
program calculated the trust value using the aforementioned equations. The program
then saved these values in a database. Subsequently, this process was repeated using all
possible combinations of n and λ values.

In fact, this process was completed for m = 10 testers. The relationship between
the average absolute error and the aggregation constant is shown in Figure 6.8. The
horizontal axis shows values of λ ∈ {0.1, 0.2, 0.4, 0.5, 0.8, 1}. Additionally, the vertical
axis shows average absolute errors eλ. We can conclude that for this study’s proposed
system, the best λ value that resulted in the minimum average error was 0.1. A simple
justification of this value is that the services offered over clouds served millions of other
cloud users. The updates needed for each assessment were very small because each
assessment reflected only one opinion out of millions.

6.5 Ageing Factor Estimations

Similar to aggregation constants, to estimate ageing factors, we ran numerous supervised
tests. However, we aimed to determine the best ageing factor value that resulted in a
minimum average error. To elucidate, we used two operations in order to update trust
values. The first one was an operation with an ageing factor and Λ, which affected the
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Figure 6.8: The relationship between the aggregation constant and the average absolute
error, obtained after conducting 10 complete tests.

most recent trust value. The second one was an operation with the aggregation constant
λ = 0.1 (this constant was determined in Section 6.4). The constant represented the
update effect of a current user opinion. The procedure used for each test is listed below.

1. Assume that the aggregation constant is always λ = 0.1.

2. Complete the following steps for the testers {t1, t2, . . . , tm}; m ∈ N>0.

3. Additionally, complete the following steps for the various ageing factors Λ ∈
{0.01, 0.2, 0.4, 0.6, 0.8, 0.99}.

4. Ask each tester, ti, to complete n random trials with every single Λ value.

5. For every trial, ask each tester to select the positive random integer l, which
represents how many random opinions will be generated. Each opinion represents
a different time frame.

6. Visualise each opinion individually, as shown in Figure 6.9. Additionally, ask each
tester to give an estimated value for each updated trust value; this gives him or
her the most recent trust value.

7. Let the program calculate the overall updated trust value, as described in Section
4.3.2.

8. Calculate the absolute error, eΛ, between each estimated value and each calculated
value.
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9. Repeat steps 5–8 for the rest of the trials—that is, for (l − 1) trials.

10. Repeat steps 5–9 for all Λ values.

11. Repeat steps 5–10 with all other testers—that is, with (m − 1) testers.

12. After finishing the steps with all the testers, calculate, for every Λ, the average
absolute error, eΛ =

∑
eΛ

l×m
.

13. Select the best ageing factor, Λ, with the minimum average absolute error eΛ.

For Figure 6.10, the test procedure comprised 10 testers. Each tester completed
tests for Λ = {0.01, 0.2, 0.4, 0.6, 0.8, 0.99}. For each value, a tester completed 10 test
situations, such that for trial i, we generated i random opinions at different time frames.
For example, for trial i = 1, we generated only one opinion for a random user (it was the
first time the user completed an assessment). Similarly, for trial i = 2, we generated two
opinions for the random user, which means that the user had one previous assessment
(the first one) in addition to the new assessment. Considering Figure 6.10, we can
conclude that the best ageing factor with the minimum average absolute error was 0.01.

For our user system—cloud user assessments—we preferred low values for both the
aggregation constant and the ageing factor. For the aggregation constant, we had a
very large number of cloud users. Therefore, if we had a large aggregation constant,
the trust value could change rapidly (i.e., it could rapidly increase or decrease after a
small number of assessments, which is unfair, as the majority of users would not have
completed assessments at that time. For the ageing factor, we preferred small values
because for large Λ values, we gave cloud users the power to update trust values with
sections larger than their rights. Consider the following.

Suppose that we have the aggregation constant λ and the ageing factor Λ = 1.
Consider service y with 10 users. It is fair to give each user a small portion of his or
her assessment history (e.g., an update of ±0.1F , where F is the maximum trust value)
aggregated with the output of a new assessment by the user for the same service. During
his or her first assessment, the user contributes an update of ±λ, at most. For his or
her second assessment, the user contributes ±λ with his or her opinion in addition to
another ±λ from his or her previous opinion; the ageing factor is Λ = 1. Thus, with only
the one user, the trust value can reach F after n assessments, without any consideration
of the other 9 users’ opinions.

If Λ = 0.01, the maximum update the user can do is ±(λ + 0.02λ) = 1.02λ, which is
acceptable, because for any user, his or her opinion of the service makes a contribution
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Figure 6.9: Three random opinions from the three consecutive time slots (t + 1), (t + 2)
and (t + 3).
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Figure 6.10: The relationship between the ageing factor and the average absolute error,
obtained after conducting 10 complete tests.

of only ±1.02λ, which is close to a setting that occurs when a user gives only one opinion
for a service that has a maximum update of ±λ.

6.6 Measuring Barycentric Classifier Performance

In this section, we discuss a method for measuring the performance of the classifier
mentioned in Section 4.3.2. The input for this classifier is a user’s binomial opinion
calculated using questionnaire answers, while the output for this classifier is the opin-
ion’s equivalent rating class. In order to calculate classifier performance, we conducted
different tests. The test procedure was as follows.

First, we asked a group of 20 users—all the users had computer science back-
grounds—to assess four different services by answering an MCQ provided during the
user assessment process, which gave us a total of 80 assessment trials. The services
were Dropbox, a cloud storage service; Gmail, an electronic mailing service created by
Google; Hotmail, an electronic mailing service created by MSN and Facebook, a social
network. We let each user answer the questionnaire, then asked him or her to select
an equivalent rating class for his or her opinion. For each assessment trial, we used the
method explained in Section 4.3.2 to calculate a rating class for each user’s opinion,
collected using the questionnaire. The classifier worked correctly if two rating classes
were the same; otherwise, the classifier resulted in errors.

The aim of our experiment was to compare the rating classes calculated using the
classifier with humans’ expectations. This means that we were not interested in analysing



6.7 Summary 89

Figure 6.11: Tests of the barycentric classifier’s performance.

every service individually. Thus, we combined the results for all the tests conducted for
all the services in Figure 6.11. The figure shows the results of 80 tests. The horizontal
axis shows the testing instances, while the vertical axis shows the opinion rating classes.

The barycentric classifier succeeded in generating a rating class the same as the
suggested one, and it did so with an accuracy of 90%. The remaining 10% represented
errors made by the classifier, and 1.7% of that percentage was the average absolute
error percentage. For the errors, we noticed that the barycentric classifier produced a
calculated rating, which was one step away (by a significant distance) from the suggested
rating in both directions. We then developed a method to enhance the classification stage
that generated an average of the calculated rating using the barycentric classifier and a
rating suggested by a user. This method decreased the average absolute error percentage
from 1.7% to 0.86%.

6.7 Summary

Considering the results of the experiments above, we can conclude that for our system,
the aggregation constant value and ageing factor value need to be small. To clarify,
’small’ is λ = 0.1 for the aggregation constant and Λ = 0.01 for the ageing factor. The
reason for these small values is that when conducting aggregation with a high aggregation
constant, trust values change rapidly as each step (i.e., each update that depends on
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an aggregation constant) increases. As each user contributes with an update portion of
each overall update that is applied to a service’s original trust value, each user’s update
portion, at any time, should not exceed a certain value.

If the ageing factor value for a service is high when an update is completed using
aggregation with ageing, the update portion of each user increases every time each user
completes an additional assessment of the service. For example, when Λ = 1, only one
user can make the service’s overall trust value reach the top value of 100 or the bottom
value of 0 because each assessment contributes with the user’s current value in addition
to the overall previous values generated by the user during past assessments. This can
occur after a finite number of assessments of the service is completed by the user, which
can create a problem in regards to the trust and reputation system.

Finally, we can conclude that the barycentric classifier performed its operations with
an accuracy percentage of 90%. A rating class from the barycentric classifier can be
used, as well as a suggested rating class from a user, to generate an average value. The
value minimises the overall average absolute error to 0.86%.



Chapter 7

Discussion

7.1 Summary and Conclusions

This chapter summarises the contributions of this thesis and articulates some of the
questions raised by this work. Our aim was to suggest ways to enhance the TR systems
of cloud computing. Most TR systems are built on a one-sided opinion – that of the
provider – based on self-assessments filled out by the provider about a service they
offer.These assessments are done by answering the CAIQ, which is an MCQ provided
by the Cloud Security Alliance (CSA). As any service provided over the cloud is offered
to the cloud users, we note that it is better to design a TR system that reflects not only
the provider’s opinions but also the users’ satisfaction level after they experience the
service. Now, the trust values provided by the TR system we provide can be used as a
reference as to whether a provider should enhance its service(s) or not.

In order to design a reputation system that reflected both the provider’s opinions and
the users’ satisfaction level, we had to use a method that would enable the cloud user to
express his or her satisfaction level. We found that the best approach was to allow the
user to express his or her opinion by answering a questionnaire that assesses a service
from different points of view, such as security, governance and access management. We
used this assessment tool rather than giving the user the ability to enter one scalar
value that would measure his or her level of satisfaction because individual measures
are subjective; hence, two individuals with the same level of satisfaction could give
two different scalar values. The problem we addressed was finding an MCQ that was
compatible with the cloud user assessments. The CSA announced in the past that they
would design a suitable questionnaire, but at present, it has not yet been released.

We found an assessment model that was created for expert users by the Smals ‘ICT
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for Society’ group (44). This model enables a cloud user to assess the security levels of
services offered over the cloud. Therefore, we used the Smals ICT for Society user assess-
ment questionnaire to give the user the opportunity to express his or her feelings about
cloud services, anticipating that the user’s answers would reflect his or her satisfaction
level.We enabled three answer options for each question: Yes, No, and Unknown. We
enabled the Unknown option because it is better to receive an uncertain opinion than
an incorrect one, as omitting this option would force the user to answer Yes or No to
questions for which he or she may not have answers.

Neither the infrastructure we suggested to perform the assessments nor the use of
the CTP protocol to get information about a service is complicated. The reason for
this simplicityis that we used the elements we added, such as a GTS and an LTS, for
different functions, depending on the task required. We did not make any contributions
to the CTP protocol. We suggested that users could use the CTP protocol to request
certain information about a specific service.

The primary work of this thesis consisted of the cloud user assessments, which began
by giving each participating cloud user a copy of the assessment questionnaire until
the digital trust value of the assessed service was updated.We faced many challenges
while conducting these assessments. The first was determining how to extract the user
satisfaction level from the MCQ answers as a value. The second challenge concerned
cloud users that needed help with their assessments. We had to determine whether is
was possible to ask another user to do a service assessment in place of the user who
was originally supposed to do this task. The last and most important challenge was
determining how we could make sure that each user assessment was done correctly
and fairly. In other words, how could we detect and remove unfair assessments before
updating the trust value?

To obtain the user satisfaction level from the questionnaire answers, we first ex-
tracted the users’ opinions. Because of the uncertainty that could exist in the MCQ
answers, the best way to describe the user opinion was by modelling it as a subjective
opinion – specifically, a binomial subjective opinion. The next problem was extracting
the satisfaction level from a user’s binomial opinion. In order to do that, a barycentric
classifier was proposed to classify any binomial opinion into one of six rating classes,
which could be defined later as a scalar value, k. We introduced two ways in which the
value of the rating class, k, could update the latest trust value: by using aggregation
only or by using aggregation with ageing, which includes the assessment history of the
service.
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We also offered some assistance for users during the assessment procedure. We
suggested that a cloud user could ask an expert cloud user to do the assessment for him
or her if the cloud user trusted that expert.This feature was developed using a fusion
transitivity operator to transfer opinions between cloud users. We also gave these users
the ability to define the scaling ratio of each assessment domain while calculating his or
her overall opinion. This was accomplished using weighted subjective operators, such as
consensus and averaging.

We provided an implementation for the suggested approaches using Java. We used
this implementation to provide estimated values for the aggregation constant and the
ageing factor. According to the results of the experiments, it is better to have small
values for both of these. In our settings, these values were λ = 0.1 for the aggregation
constant and Λ = 0.01 for the ageing factor. A limitation here was that we provided
an estimation based on experiments that were run with a small number of users who
had a computer science background. Furthermore, the tests were run to assess four
cloud services. In the future, we intend to ask a wider variety of users with different
backgrounds to participate in experiments on a greater number of services.

We tested the technique suggested in Section 4.3.2 that generates a user’s opinion
from his or her MCQ answers and classifies it into a rating class. The test results indicate
that this technique assigned a rating class that was similar to the rating suggested by the
user, with 90% accuracy and an average absolute error rate of 1.7%.The average error
ratio could be decreased to 0.86% if we were to adjust our approach to yield the average
of the calculated rating as well as that of the suggested rating.This modification would
provide better performance as the opinion rating class is generated from an assessment
questionnaire for the service, which would model the service operation correctly.We could
also use the overall suggested rating value inputted by the user to decrease this error.

The final contribution of this research is filtering out unfair opinions before they can
affect the TR system. We thought that it would be best to search for a trusted platform
on which we could implement the filtering approach. We used Ethereum, which is based
on blockchain technology and is a trustless platform.Operations can be done without a
third party on this decentralised platform, where no single person or group of people
can influence the decisions of the filtering method. We implemented this idea in the
form of a smart contract, which is self-executing, without any external control. The
aim was to give the blockchain userthe ability to see the answers of other cloud users
to the assessment questionnaire. We then asked the blockchain users to review each
assessment answer and submit the result, whether by accepting it as a fair assessment or
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by rejecting it. The problem we faced at this point was how we could buy cryptocurrency
(virtual tokens), such as Ether or Bitcoin, so that we could publish the contract over the
blockchain and then test it. We solved this problem by testing the implemented smart
contracts over a test network supported by Ethereum instead of over the main network.
For the test network, we used cryptocurrency to execute transactions instead of real
money.By changing the contractual rules, the suggested smart contract can be used in
different applications that require a form of voting or rating from blockchain users.

We implemented two different contracts to execute the filtering operation of unfair
assessments. The main difference between them is the blockchain users who are involved
in the reviewing process. The first contract we presented in Section 5.5 constrains
the reviewing of any user service assessment to be done only by the users belonging
to the service’s trusted community. The reason behind this constraint is that for a
blockchain user to be able to review another user’s service assessment, he or she must
have experience using that service and must understand its features, strengths and
weaknesses in order to determine whether or not the submitted user assessment was
done fairly.From this contract, however, we thought that a dictatorship could develop in
the cloud community because only the users who do the reviewing can belong to a trusted
service community.A solution for the dictatorship problem was outlined in the second
contract, which was presented in Section 5.6. In this contract, we gave any blockchain
user the ability to review any assessment request so that no single group would control
the decisions regarding a specific service. We also suggested a reward/penalty system
that rewards the blockchain users involved in the reviewing process and applies penalties
to those who try to do more reviews.

As a summary of our contributions, we provided a way for cloud users to do assess-
ments in order to have their opinions reflected in the trust values generated by a TR
system. To accomplish this aim, we proposed a barycentric classifier that categorises
any binomial subjective opinion into a rating class (one of six classes). We also discussed
how a cloud user can ask expert users to do his or her assessment by using opinion tran-
sitivity. Moreover, we showed how we can use weighted fusion operators to give a user
the ability to define his or her own assessment scheme and assign weights to every aspect
of the assessment, reflecting his or her needs. Finally, we used blockchain technology to
facilitate a reviewing process for all the assessments done by cloud users before updating
the TR system, on behalf of the blockchain users.
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7.2 Future Work

We intend to test the system using a large number of human testers that have different
backgrounds (beyond a computer science background) over numerous cloud services. We
aim to implement the suggested smart contract using EthereumJ so that we can develop
a stand-alone tool for cloud user assessments. Another aim is to secure the tool against
any malicious attacks that could affect the trust values generated by the suggested TR
system. We want to design a new classifier based on artificial intelligence to enhance
the opinion classification performance, which was done in this work using the proposed
barycentric classifier.



Appendix A

Cloud Provider Questionnaire

Here we show the questions used in the cloud provider questionnaire.These questions
can be answered by Yes, No or Unknown choices (18).

1. Do you use industry standards (Build Security in Maturity Model [BSIMM] bench-
marks, Open Group ACS Trusted Technology Provider Framework, NIST, etc.) to
build in security for your Systems/Software Development Lifecycle (SDLC)?

2. Do you use an automated source code analysis tool to detect security defects in
code prior to production?

3. Do you use manual source-code analysis to detect security defects in code prior to
production?

4. Do you verify that all of your software suppliers adhere to industry standards for
Systems/Software Development Lifecycle (SDLC) security? (SaaS only) Do you
review your applications for security vulnerabilities and address any issues prior
to deployment to production?

5. Are all identified security, contractual and regulatory requirements for customer
access contractually addressed and remediated prior to granting customers access
to data, assets and information systems?

6. Are all requirements and trust levels for customers’ access defined and docu-
mented?

7. Are data input and output integrity routines (i.e., reconciliation and edit checks)
implemented for application interfaces and databases to prevent manual or sys-
tematic processing errors or corruption of data?
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8. Is your Data Security Architecture designed using an industry standard (e.g.,
CDSA, MULITSAFE, CSA Trusted Cloud Architectural Standard, FedRAMP,
CAESARS)?

9. Do you produce audit assertions using a structured, industry accepted format (e.g.,
CloudAudit/A6 URI Ontology, CloudTrust, SCAP/CYBEX, GRC XML, ISACA’s
Cloud Computing Management Audit/Assurance Program, etc.)?

10. Do you allow tenants to view your SOC2/ISO 27001 or similar third-party audit
or certification reports?

11. Do you conduct network penetration tests of your cloud service infrastructure
regularly as prescribed by industry best practices and guidance?

12. Do you conduct application penetration tests of your cloud infrastructure regularly
as prescribed by industry best practices and guidance?

13. Do you conduct internal audits regularly as prescribed by industry best practices
and guidance?

14. Do you conduct external audits regularly as prescribed by industry best practices
and guidance?

15. Are the results of the penetration tests available to tenants at their request?

16. Are the results of internal and external audits available to tenants at their request?

17. Do you have an internal audit program that allows for cross-functional audit of
assessments?

18. Do you have the ability to logically segment or encrypt customer data such that
data may be produced for a single tenant only, without inadvertently accessing
another tenant’s data?

19. Do you have capability to recover data for a specific customer in the case of a
failure or data loss?

20. Do you have the capability to restrict the storage of customer data to specific
countries or geographic locations?
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21. Do you have a program in place that includes the ability to monitor changes to
the regulatory requirements in relevant jurisdictions, adjust your security program
for changes to legal requirements, and ensure compliance with relevant regulatory
requirements?

22. Do you provide tenants with geographically resilient hosting options?

23. Do you provide tenants with infrastructure service failover capability to other
providers?

24. Are business continuity plans subject to test at planned intervals or upon significant
organizational or environmental changes to ensure continuing effectiveness?

25. Do you provide tenants with documentation showing the transport route of their
data between your systems?

26. Can tenants define how their data is transported and through which legal juris-
dictions?

27. Are information system documents (e.g., administrator and user guides, architec-
ture diagrams, etc.) made available to authorized personnel to ensure configura-
tion, installation and operation of the information system?

28. Is physical protection against damage (e.g., natural causes, natural disasters, de-
liberate attacks) anticipated and designed with countermeasures applied?

29. Are any of your data centers located in places that have a high probability/oc-
currence of high-impact environmental risks (floods, tornadoes, earthquakes, hur-
ricanes, etc.)?

30. If using virtual infrastructure, does your cloud solution include independent hard-
ware restore and recovery capabilities?

31. If using virtual infrastructure, do you provide tenants with a capability to restore
a Virtual Machine to a previous state in time?

32. If using virtual infrastructure, do you allow virtual machine images to be down-
loaded and ported to a new cloud provider?
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33. If using virtual infrastructure, are machine images made available to the customer
in a way that would allow the customer to replicate those images in their own
off-site storage location?

34. Does your cloud solution include software/provider independent restore and recov-
ery capabilities?

35. Are security mechanisms and redundancies implemented to protect equipment from
utility service outages (e.g., power failures, network disruptions, etc.)?

36. Do you provide tenants with ongoing visibility and reporting of your operational
Service Level Agreement (SLA) performance?

37. Do you make standards-based information security metrics (CSA, CAMM, etc.)
available to your tenants?

38. Do you provide customers with ongoing visibility and reporting of your SLA per-
formance?

39. Are policies and procedures established and made available for all personnel to
adequately support services operations’ roles?

40. Do you have technical control capabilities to enforce tenant data retention policies?

41. Do you have a documented procedure for responding to requests for tenant data
from governments or third parties?

42. Have you implemented backup or redundancy mechanisms to ensure compliance
with regulatory, statutory, contractual or business requirements?

43. Do you test your backup or redundancy mechanisms at least annually?

44. Are policies and procedures established for management authorization for devel-
opment or acquisition of new applications, systems, databases, infrastructure, ser-
vices, operations and facilities?

45. Is documentation available that describes the installation, configuration and use
of products/services/features?

46. Do you have controls in place to ensure that standards of quality are being met
for all software development?
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47. Do you have controls in place to detect source code security defects for any out-
sourced software development activities?

48. Do you provide your tenants with documentation that describes your quality as-
surance process?

49. Is documentation describing known issues with certain products/services available?

50. Are there policies and procedures in place to triage and remedy reported bugs and
security vulnerabilities for product and service offerings?

51. Are mechanisms in place to ensure that all debugging and test code elements are
removed from released software versions?

52. Do you have controls in place to restrict and monitor the installation of unautho-
rized software onto your systems?

53. Do you provide tenants with documentation that describes your production change
management procedures and their roles/rights/responsibilities within it?

54. Do you provide a capability to identify virtual machines via policy tags/metadata
(e.g., tags can be used to limit guest operating systems from booting/instantiat-
ing/transporting data in the wrong country)?

55. Do you provide a capability to identify hardware via policy tags/metadata/hard-
ware tags (e.g., TXT/TPM, VN-Tag, etc.)?

56. Do you have a capability to use system geographic location as an authentication
factor?

57. Can you provide the physical location/geography of storage of a tenant’s data
upon request?

58. Can you provide the physical location/geography of storage of a tenant’s data in
advance?

59. Do you follow a structured data-labeling standard (e.g., ISO 15489, Oasis XML
Catalog Specification, CSA data type guidance)?

60. Do you allow tenants to define acceptable geographical locations for data routing
or resource instantiation?
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61. Do you inventory, document, and maintain data flows for data that is resident (per-
manent or temporary) within the services’ applications and infrastructure network
and systems?

62. Can you ensure that data does not migrate beyond a defined geographical resi-
dency?

63. Do you provide open encryption methodologies (3.4ES, AES, etc.) to tenants
in order for them to protect their data if it is required to move through public
networks (e.g., the Internet)?

64. Do you utilize open encryption methodologies any time your infrastructure com-
ponents need to communicate with each other via public networks (e.g., Internet-
based replication of data from one environment to another)?

65. Are policies and procedures established for labeling, handling and the security of
data and objects that contain data?

66. Are mechanisms for label inheritance implemented for objects that act as aggregate
containers for data?

67. Do you have procedures in place to ensure production data shall not be replicated
or used in non-production environments?

68. Are the responsibilities regarding data stewardship defined, assigned, documented
and communicated?

69. Do you support secure deletion (e.g., degaussing/cryptographic wiping) of archived
and backed-up data as determined by the tenant?

70. Can you provide a published procedure for exiting the service arrangement, includ-
ing assurance to sanitize all computing resources of tenant data once a customer
has exited your environment or has vacated a resource?

71. Do you maintain a complete inventory of all of your critical assets that includes
ownership of the asset?

72. Do you maintain a complete inventory of all of your critical supplier relationships?
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73. Are physical security perimeters (e.g., fences, walls, barriers, guards, gates, elec-
tronic surveillance, physical authentication mechanisms, reception desks and secu-
rity patrols) implemented?

74. Is automated equipment identification used as a method to validate connection
authentication integrity based on known equipment location?

75. Do you provide tenants with documentation that describes scenarios in which
data may be moved from one physical location to another? (e.g., offsite backups,
business continuity failovers, replication)

76. Can you provide tenants with evidence documenting your policies and procedures
governing asset management and repurposing of equipment?

77. Can you provide evidence that policies, standards and procedures have been es-
tablished for maintaining a safe and secure working environment in offices, rooms,
facilities and secure areas?

78. Can you provide evidence that your personnel and involved third parties have been
trained regarding your documented policies, standards and procedures?

79. Do you allow tenants to specify which of your geographic locations their data is
allowed to move into/out of (to address legal jurisdictional considerations based
on where data is stored vs. accessed)?

80. Are ingress and egress points, such as service areas and other points where unau-
thorized personnel may enter the premises, monitored, controlled and isolated from
data storage and process?

81. Do you restrict physical access to information assets and functions by users and
support personnel?

82. Do you have key management policies binding keys to identifiable owners?

83. Do you have a capability to allow creation of unique encryption keys per tenant?

84. Do you have a capability to manage encryption keys on behalf of tenants?

85. Do you maintain key management procedures?

86. Do you have documented ownership for each stage of the lifecycle of encryption
keys?
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87. Do you utilize any third party/open source/proprietary frameworks to manage
encryption keys?

88. Do you encrypt tenant data at rest (on disk/storage) within your environment?

89. Do you leverage encryption to protect data and virtual machine images during
transport across and between networks and hypervisor instances?

90. Do you support tenant-generated encryption keys or permit tenants to encrypt
data to an identity without access to a public key certificate (e.g., identity-based
encryption)?

91. Do you have documentation establishing and defining your encryption management
policies, procedures and guidelines?

92. Do you have platform and data appropriate encryption that uses open/validated
formats and standard algorithms?

93. Are your encryption keys maintained by the cloud consumer or a trusted key
management provider?

94. Do you store encryption keys in the cloud?

95. Do you have separate key management and key usage duties?

96. Do you have documented information security baselines for every component of
your infrastructure (e.g., hypervisors, operating systems, routers, DNS servers,
etc.)?

97. Do you have a capability to continuously monitor and report the compliance of
your infrastructure against your information security baselines?

98. Do you allow your clients to provide their own trusted virtual machine image to
ensure conformance to their own internal standards?

99. Do you provide security control health data in order to allow tenants to imple-
ment industry standard Continuous Monitoring (which allows continual tenant
validation of your physical and logical control status)?

100. Do you conduct risk assessments associated with data governance requirements at
least once a year?
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101. Are your technical, business, and executive managers responsible for maintaining
awareness of and compliance with security policies, procedures, and standards for
both themselves and their employees as they pertain to the manager and employees’
area of responsibility?

102. Do you provide tenants with documentation describing your Information Security
Management Program (ISMP)?

103. Do you review your Information Security Management Program (ISMP) least once
a year?

104. Do you ensure your providers adhere to your information security and privacy
policies?

105. Do your information security and privacy policies align with industry standards
(ISO-27001, ISO-22307, CoBIT, etc.)?

106. Do you have agreements to ensure your providers adhere to your information se-
curity and privacy policies?

107. Can you provide evidence of due diligence mapping of your controls, architecture
and processes to regulations and/or standards?

108. Do you disclose which controls, standards, certifications and/or regulations you
comply with?

109. Is a formal disciplinary or sanction policy established for employees who have
violated security policies and procedures?

110. Are employees made aware of what actions could be taken in the event of a violation
via their policies and procedures?

111. Do risk assessment results include updates to security policies, procedures, stan-
dards and controls to ensure they remain relevant and effective?

112. Do you notify your tenants when you make material changes to your information
security and/or privacy policies?

113. Do you perform, at minimum, annual reviews to your privacy and security policies?
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114. Are formal risk assessments aligned with the enterprise-wide framework and per-
formed at least annually, or at planned intervals, determining the likelihood and
impact of all identified risks, using qualitative and quantitative methods?

115. Is the likelihood and impact associated with inherent and residual risk determined
independently, considering all risk categories (e.g., audit results, threat and vul-
nerability analysis, and regulatory compliance)?

116. Do you have a documented, organization-wide program in place to manage risk?

117. Do you make available documentation of your organization-wide risk management
program?

118. Are systems in place to monitor for privacy breaches and notify tenants expedi-
tiously if a privacy event may have impacted their data?

119. Is your Privacy Policy aligned with industry standards? Pursuant to local laws,
regulations, ethics and contractual constraints, are all employment candidates,
contractors and involved third parties subject to background verification?

120. Do you specifically train your employees regarding their specific role and the in-
formation security controls they must fulfill?

121. Do you document employee acknowledgment of training they have completed?

122. Are all personnel required to sign NDA or Confidentiality Agreements as a condi-
tion of employment to protect customer/tenant information?

123. Is successful and timed completion of the training program considered a prerequi-
site for acquiring and maintaining access to sensitive systems?

124. Are personnel trained and provided with awareness programs at least once a year?

125. Are documented policies, procedures and guidelines in place to govern change in
employment and/or termination?

126. Do the above procedures and guidelines account for timely revocation of access
and return of assets?

127. Are policies and procedures established and measures implemented to strictly limit
access to your sensitive data and tenant data from portable and mobile devices
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(e.g., laptops, cell phones and personal digital assistants (PDAs)), which are gener-
ally higher-risk than non-portable devices (e.g., desktop computers at the provider
organization’s facilities)?

128. Are requirements for non-disclosure or confidentiality agreements reflecting the
organization’s needs for the protection of data and operational details identified,
documented and reviewed at planned intervals?

129. Do you provide tenants with a role definition document clarifying your adminis-
trative responsibilities versus those of the tenant?

130. Do you provide documentation regarding how you may or access tenant data and
metadata?

131. Do you collect or create metadata about tenant data usage through inspection
technologies (search engines, etc.)?

132. Do you allow tenants to opt out of having their data/metadata accessed via in-
spection technologies?

133. Do you provide a formal, role-based, security awareness training program for cloud-
related access and data management issues (e.g., multi-tenancy, nationality, cloud
delivery model segregation of duties implications and conflicts of interest) for all
persons with access to tenant data?

134. Are administrators and data stewards properly educated on their legal responsi-
bilities with regard to security and data integrity?

135. Are users made aware of their responsibilities for maintaining awareness and com-
pliance with published security policies, procedures, standards and applicable reg-
ulatory requirements?

136. Are users made aware of their responsibilities for maintaining a safe and secure
working environment?

137. Are users made aware of their responsibilities for leaving unattended equipment
in a secure manner?

138. Do your data management policies and procedures address tenant and service level
conflicts of interests?
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139. Do your data management policies and procedures include a tamper audit or soft-
ware integrity function for unauthorized access to tenant data?

140. Does the virtual machine management infrastructure include a tamper audit or
software integrity function to detect changes to the build/configuration of the
virtual machine?

141. Do you restrict, log and monitor access to your information security management
systems? (E.g., hypervisors, firewalls, vulnerability scanners, network sniffers,
APIs, etc.)

142. Do you monitor and log privileged access (administrator level) to information
security management systems?

143. Do you have controls in place ensuring timely removal of systems access that is no
longer required for business purposes?

144. Do you provide metrics to track the speed with which you are able to remove
systems access that is no longer required for business purposes?

145. Do you use dedicated secure networks to provide management access to your cloud
service infrastructure?

146. Do you manage and store the identity of all personnel who have access to the IT
infrastructure, including their level of access?

147. Do you manage and store the user identity of all personnel who have network
access, including their level of access?

148. Do you provide tenants with documentation on how you maintain segregation of
duties within your cloud service offering?

149. Are controls in place to prevent unauthorized access to your application, program
or object source code, and assure it is restricted to authorized personnel only?

150. Are controls in place to prevent unauthorized access to tenant application, program
or object source code, and assure it is restricted to authorized personnel only?

151. Do you provide multi-failure disaster recovery capability?

152. Do you monitor service continuity with upstream providers in the event of provider
failure?
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153. Do you have more than one provider for each service you depend on?

154. Do you provide access to operational redundancy and continuity summaries, in-
cluding the services you depend on?

155. Do you provide the tenant the ability to declare a disaster?

156. Do you provided a tenant-triggered failover option?

157. Do you share your business continuity and redundancy plans with your tenants?

158. Do you document how you grant and approve access to tenant data?

159. Do you have a method of aligning provider and tenant data classification method-
ologies for access control purposes?

160. Does your management provision the authorization and restrictions for user ac-
cess (e.g., employees, contractors, customers (tenants), business partners and/or
suppliers) prior to their access to data and any owned or managed (physical and
virtual) applications, infrastructure systems and network components?

161. Do your provide upon request user access (e.g., employees, contractors, customers
(tenants), business partners and/or suppliers) to data and any owned or managed
(physical and virtual) applications, infrastructure systems and network compo-
nents?

162. Do you require at least annual certification of entitlements for all system users and
administrators (exclusive of users maintained by your tenants)?

163. If users are found to have inappropriate entitlements, are all remediation and
certification actions recorded?

164. Will you share user entitlement remediation and certification reports with your
tenants, if inappropriate access may have been allowed to tenant data?

165. Is timely deprovisioning, revocation or modification of user access to the organiza-
tions systems, information assets and data implemented upon any change in status
of employees, contractors, customers, business partners or involved third parties?

166. Is any change in user access status intended to include termination of employment,
contract or agreement, change of employment or transfer within the organization?
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167. Do you support use of, or integration with, existing customer-based Single Sign
On (SSO) solutions to your service?

168. Do you use open standards to delegate authentication capabilities to your tenants?

169. Do you support identity federation standards (SAML, SPML, WS-Federation, etc.)
as a means of authenticating/authorizing users?

170. Do you have a Policy Enforcement Point capability (e.g., XACML) to enforce
regional legal and policy constraints on user access?

171. Do you have an identity management system (enabling classification of data for a
tenant) in place to enable both role-based and context-based entitlement to data?

172. Do you provide tenants with strong (multifactor) authentication options (digital
certs, tokens, biometrics, etc.) for user access?

173. Do you allow tenants to use third-party identity assurance services?

174. Do you support password (minimum length, age, history, complexity) and account
lockout (lockout threshold, lockout duration) policy enforcement?

175. Do you allow tenants/customers to define password and account lockout policies
for their accounts?

176. Do you support the ability to force password changes upon first logon?

177. Do you have mechanisms in place for unlocking accounts that have been locked
out (e.g., self-service via email, defined challenge questions, manual unlock)?

178. Are utilities that can significantly manage virtualized partitions (e.g., shutdown,
clone, etc.) appropriately restricted and monitored?

179. Do you have a capability to detect attacks that target the virtual infrastructure
directly (e.g., shimming, Blue Pill, Hyper jumping, etc.)?

180. Are attacks that target the virtual infrastructure prevented with technical controls?

181. Are file integrity (host) and network intrusion detection (IDS) tools implemented
to help facilitate timely detection, investigation by root cause analysis and response
to incidents?
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182. Is physical and logical user access to audit logs restricted to authorized personnel?

183. Can you provide evidence that due diligence mapping of regulations and standards
to your controls/architecture/processes has been done?

184. Are audit logs centrally stored and retained?

185. Are audit logs reviewed on a regular basis for security events (e.g., with automated
tools)?

186. Do you log and alert any changes made to virtual machine images regardless of
their running state (e.g., dormant, off or running)?

187. Are changes made to virtual machines, or moving of an image and subsequent val-
idation of the image’s integrity, made immediately available to customers through
electronic methods (e.g., portals or alerts)?

188. Do you use a synchronized time-service protocol (e.g., NTP) to ensure all systems
have a common time reference?

189. Do you provide documentation regarding what levels of system (network, stor-
age, memory, I/O, etc.) oversubscription you maintain and under what circum-
stances/scenarios?

190. Do you restrict use of the memory oversubscription capabilities present in the
hypervisor?

191. Do your system capacity requirements take into account current, projected and
anticipated capacity needs for all systems used to provide services to the tenants?

192. Is system performance monitored and tuned in order to continuously meet regu-
latory, contractual and business requirements for all the systems used to provide
services to the tenants?

193. Do security vulnerability assessment tools or services accommodate the virtualiza-
tion technologies being used (e.g., virtualization aware)?

194. For your IaaS offering, do you provide customers with guidance on how to create
a layered security architecture equivalence using your virtualized solution?

195. Do you regularly update network architecture diagrams that include data flows
between security domains/zones?
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196. Do you regularly review for appropriateness the allowed access/connectivity (e.g.,
firewall rules) between security domains/zones within the network?

197. Are all firewall access control lists documented with business justification?

198. Are operating systems hardened to provide only the necessary ports, protocols and
services to meet business needs using technical controls (i.e. antivirus, file integrity
monitoring and logging) as part of their baseline build standard or template?

199. For your SaaS or PaaS offering, do you provide tenants with separate environments
for production and test processes?

200. For your IaaS offering, do you provide tenants with guidance on how to create
suitable production and test environments?

201. Do you logically and physically segregate production and non-production environ-
ments?

202. Are system and network environments protected by a firewall or virtual firewall to
ensure business and customer security requirements?

203. Are system and network environments protected by a firewall or virtual firewall to
ensure compliance with legislative, regulatory and contractual requirements?

204. Are system and network environments protected by a firewall or virtual firewall to
ensure separation of production and non-production environments?

205. Are system and network environments protected by a firewall or virtual firewall to
ensure protection and isolation of sensitive data?

206. Are secured and encrypted communication channels used when migrating physical
servers, applications or data to virtual servers?

207. Do you use a network segregated from production-level networks when migrating
physical servers, applications or data to virtual servers?

208. Do you restrict personnel access to all hypervisor management functions or ad-
ministrative consoles for systems hosting virtualized systems based on the prin-
ciple of least privilege and supported through technical controls (e.g., two-factor
authentication, audit trails, IP address filtering, firewalls and TLS-encapsulated
communications to the administrative consoles)?
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209. Are policies and procedures established and mechanisms configured and imple-
mented to protect the wireless network environment perimeter and to restrict
unauthorized wireless traffic?

210. Are policies and procedures established and mechanisms implemented to ensure
wireless security settings are enabled with strong encryption for authentication and
transmission, replacing vendor default settings? (e.g., encryption keys, passwords,
SNMP community strings)

211. Are policies and procedures established and mechanisms implemented to protect
wireless network environments and detect the presence of unauthorized (rogue)
network devices for a timely disconnect from the network?

212. Do your network architecture diagrams clearly identify high-risk environments and
data flows that may have legal compliance impacts?

213. Do you implement technical measures and apply defense-in-depth techniques (e.g.,
deep packet analysis, traffic throttling and black-holing) for detection and timely
response to network-based attacks associated with anomalous ingress or egress traf-
fic patterns (e.g., MAC spoofing and ARP poisoning attacks) and/or distributed
denial-of-service (DDoS) attacks?

214. Do you publish a list of all APIs available in the service and indicate which are
standard and which are customized?

215. Is unstructured customer data available on request in an industry-standard format
(e.g., .doc, .xls, or .pdf)?

216. Do you provide policies and procedures (i.e. service level agreements) governing the
use of APIs for interoperability between your service and third-party applications?

217. Do you provide policies and procedures (i.e. service level agreements) governing
the migration of application data to and from your service?

218. Can data import, data export and service management be conducted over secure
(e.g., non-clear text and authenticated), industry accepted standardized network
protocols?

219. Do you provide consumers (tenants) with documentation detailing the relevant
interoperability and portability network protocol standards that are involved?
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220. Do you use an industry-recognized virtualization platform and standard virtual-
ization formats (e.g.., OVF) to help ensure interoperability?

221. Do you have documented custom changes made to any hypervisor in use, and all
solution-specific virtualization hooks available for customer review?

222. Do you provide anti-malware training specific to mobile devices as part of your
information security awareness training?

223. Do you document and make available lists of approved application stores for mobile
devices accessing or storing company data and/or company systems?

224. Do you have a policy enforcement capability (e.g., XACML) to ensure that only
approved applications and those from approved application stores be loaded onto
a mobile device?

225. Does your BYOD policy and training clearly state which applications and appli-
cations stores are approved for use on BYOD devices?

226. Do you have a documented mobile device policy in your employee training that
clearly defines mobile devices and the accepted usage and requirements for mobile
devices?

227. Do you have a documented list of pre-approved cloud based services that are
allowed to be used for use and storage of company business data via a mobile
device?

228. Do you have a documented application validation process for testing device, oper-
ating system and application compatibility issues?

229. Do you have a BYOD policy that defines the device(s) and eligibility requirements
allowed for BYOD usage?

230. Do you maintain an inventory of all mobile devices storing and accessing company
data which includes device status (os system and patch levels, lost or decommis-
sioned, device assignee)?

231. Do you have a centralized mobile device management solution deployed to all
mobile devices that are permitted to store, transmit, or process company data?
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232. Does your mobile device policy require the use of encryption for either the entire
device or for data identified as sensitive enforceable through technology controls
for all mobile devices?

233. Does your mobile device policy prohibit the circumvention of built-in security
controls on mobile devices (e.g., jailbreaking or rooting)?

234. Do you have detective and preventative controls on the device or via a centralized
device management system which prohibit the circumvention of built-in security
controls?

235. Does your BYOD policy clearly define the expectation of privacy, requirements for
litigation, e-discovery and legal holds?

236. Do you have detective and preventative controls on the device or via a centralized
device management system which prohibit the circumvention of built-in security
controls?

237. Do you require and enforce via technical controls an automatic lockout screen for
BYOD and company owned devices?

238. Do you manage all changes to mobile device operating systems, patch levels and
applications via your company’s change management processes?

239. Do you have password policies for enterprise issued mobile devices and/or BYOD
mobile devices?

240. Are your password policies enforced through technical controls (i.e. MDM)?

241. Do your password policies prohibit the changing of authentication requirements
(i.e. password/PIN length) via a mobile device?

242. Do you have a policy that requires BYOD users to perform backups of specified
corporate data?

243. Do you have a policy that requires BYOD users to prohibit the usage of unapproved
application stores?

244. Do you have a policy that requires BYOD users to use anti-malware software
(where supported)?
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245. Does your IT provide remote wipe or corporate data wipe for all company-accepted
BYOD devices?

246. Does your IT provide remote wipe or corporate data wipe for all company-assigned
mobile devices?

247. Do your mobile devices have the latest available security-related patches installed
upon general release by the device manufacturer or carrier?

248. Do your mobile devices allow for remote validation to download the latest security
patches by company IT personnel?

249. Does your BYOD policy clarify the systems and servers allowed for use or access
on the BYOD-enabled device?

250. Does your BYOD policy specify the user roles that are allowed access via a BYOD-
enabled device?

251. Do you maintain liaisons and points of contact with local authorities in accordance
with contracts and appropriate regulations?

252. Do you have a documented security incident response plan?

253. Do you integrate customized tenant requirements into your security incident re-
sponse plans?

254. Do you publish a roles and responsibilities document specifying what you vs. your
tenants are responsible for during security incidents?

255. Have you tested your security incident response plans in the last year?

256. Does your security information and event management (SIEM) system merge data
sources (app logs, firewall logs, IDS logs, physical access logs, etc.) for granular
analysis and alerting?

257. Does your logging and monitoring framework allow isolation of an incident to
specific tenants?

258. Does your incident response plan comply with industry standards for legally ad-
missible chain-of-custody management processes and controls?
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259. Does your incident response capability include the use of legally admissible forensic
data collection and analysis techniques?

260. Are you capable of supporting litigation holds (freeze of data from a specific point
in time) for a specific tenant without freezing other tenant data?

261. Do you enforce and attest to tenant data separation when producing data in re-
sponse to legal subpoenas?

262. Do you monitor and quantify the types, volumes and impacts on all information
security incidents?

263. Will you share statistical information for security incident data with your tenants
upon request?

264. Do you inspect and account for data quality errors and associated risks, and work
with your cloud supply-chain partners to correct them?

265. Do you design and implement controls to mitigate and contain data security risks
through proper separation of duties, role-based access, and least-privileged access
for all personnel within your supply chain?

266. Do you make security incident information available to all affected customers and
providers periodically through electronic methods (e.g., portals)?

267. Do you collect capacity and use data for all relevant components of your cloud
service offering?

268. Do you provide tenants with capacity planning and use reports?

269. Do you perform annual internal assessments of conformance and effectiveness of
your policies, procedures, and supporting measures and metrics?

270. Do you select and monitor outsourced providers in compliance with laws in the
country where the data is processed, stored and transmitted?

271. Do you select and monitor outsourced providers in compliance with laws in the
country where the data originates?

272. Does legal counsel review all third-party agreements?
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273. Do third-party agreements include provision for the security and protection of
information and assets?

274. Do you provide the client with a list and copies of all subprocessing agreements
and keep this updated?

275. Do you review the risk management and governanced processes of partners to
account for risks inherited from other members of that partner’s supply chain?

276. Are policies and procedures established, and supporting business processes and
technical measures implemented, for maintaining complete, accurate and relevant
agreements (e.g., SLAs) between providers and customers (tenants)?

277. Do you have the ability to measure and address non-conformance of provisions
and/or terms across the entire supply chain (upstream/downstream)?

278. Can you manage service-level conflicts or inconsistencies resulting from disparate
supplier relationships?

279. Do you review all agreements, policies and processes at least annually?

280. Do you assure reasonable information security across your information supply chain
by performing an annual review?

281. Does your annual review include all partners/third-party providers upon which
your information supply chain depends?

282. Do you permit tenants to perform independent vulnerability assessments?

283. Do you have external third party services conduct vulnerability scans and periodic
penetration tests on your applications and networks?

284. Do you have anti-malware programs that support or connect to your cloud service
offerings installed on all of your systems?

285. Do you ensure that security threat detection systems using signatures, lists or be-
havioral patterns are updated across all infrastructure components within industry
accepted time frames?

286. Do you conduct network-layer vulnerability scans regularly as prescribed by in-
dustry best practices?
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287. Do you conduct application-layer vulnerability scans regularly as prescribed by
industry best practices?

288. Do you conduct local operating system-layer vulnerability scans regularly as pre-
scribed by industry best practices?

289. Will you make the results of vulnerability scans available to tenants at their re-
quest?

290. Do you have a capability to rapidly patch vulnerabilities across all of your com-
puting devices, applications and systems?

291. Will you provide your risk-based systems patching time frames to your tenants
upon request?

292. Is mobile code authorized before its installation and use, and the code configuration
checked, to ensure that the authorized mobile code operates according to a clearly
defined security policy?

293. Is all unauthorized mobile code prevented from executing?



Appendix B

Cloud User Questionnaire

Here we show the CAIQ questions used in the cloud User questionnaire. These questions
can be answered by Yes, No or Unknown choices (44).

1. Can the CSP accomodate with the tenant’s data retention requirements?

2. Can the data be given to governments if requested for judicial requirements without
informing the tenant or without constitutional guarantees?

3. Can the data be given to, shared with third parties, or used by the CSP for other
purposes than the cloud service without the tenant’s consent?

4. If the US-EU Safe Harbor applies, is the CSP registered?

5. Does the CSP use subcontrators?

6. Will the CSP inform the tenant of the subcontractors hired to provide the cloud
service?

7. Will the CSP inform the tenant of any change in the course of the contract?

8. Does the CSP guarantee contractually to remain fully responsible for his engage-
ments, even with the hiring of subcontractors?

9. Is the cloud service (including all its subcontractors audited by a third party?

10. If the cloud service is audited, are the scopes of the audits accurately defined?

11. Did the cloud service define an ISP (Information Security Policy) and obtain a
security-related certification?
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12. Is there a Tier certification of data centers (especially for physical availability and
security) or equivalent certification?

13. Is the cloud service delivery managed under SLAs (Service Level Agreements)?

14. Does the CSP define and implement a business continuity plan?

15. Is the reversibility of the cloud service provided?

16. Does the CSP apply a segregation of duties in the CSP organization to protect the
tenants?

17. If meta-data are extracted by the CSP from the process of tenant’s data, are they
used for the cloud service only?

18. Are the different authentication mechanisms to access the cloud service docu-
mented?

19. Are password policy enforcements well-defined and implemented?

20. Are secure password reset procedures well-defined and implemented?

21. Is the integration with the IAM of the tenant possible?

22. Is the integration with an ID-provider possible?

23. Are the identification and/or authentication of the devices used to access the cloud
service possible as additional enforcement of the IAM?

24. Does the CSP document how the IAM of its employees related to the tenants’
assets is performed?

25. Is data access of tenant user, tenant system administrator, CSP system adminis-
trator clearly defined?

26. Is data access of CSP employees, third party, other tenants denied?

27. Is IAM management and data access logging clearly defined and available?

28. Can the cloud service be provided as private or community?

29. In a multi-tenant system, are the data of the respective tenants segregated/isolated
in such a way that it is technically impossible for any user of tenant A to receive
entitlements to data of tenant B?
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30. Are APIs developed in accordance with standards?

31. Are data integrity and security ensured for input and output?

32. Is the access to hypervisors management functions and administration consoles
highly controlled?

33. Is data securely deleted from all storage media when the user’s or tenant’s account
is deleted?

34. Does the CSP take defense-in-depth approach to wired or wireless network secu-
rity?

35. Are sufficient controls in place at the hardware and virtual (if applicable) levels?

36. Are security mechanisms to prevent and analyze data leakage at the hardware and
virtual (if applicable) levels available?

37. Are tools to prevent, detect and mitigate viruses and malwares at server stations
available?

38. Is hardening process performed on the server stations?

39. Has the key management been defined through policies and procedures as required
by the ISO/IEC27002:2013 standard?

40. Have the cryptographic mechanisms used for the cloud service been defined to
guarantee adequate cryptographic strength?

41. Does the CSP use HSMs (Hardware Security Modules) for the protection of keys?

42. Is client-side encryption of data possible?

43. Is data-at-rest confidentiality ensured?

44. Is data-at-rest integrity ensured?

45. Can the backup retention plan be defined by the tenant?

46. Are backup controls defined and adequate?

47. Are tenants able to perform recovery tests, including reporting?
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48. Does the CSP have a SIEM (Security Information and Event Management) for
analyzing the security alerts and data logs?

49. Does the CSP have an adequate incident management procedure for managing and
minimizing the impact of security incidents on tenants’ data?

50. Does the CSP have adequate security policies and procedures regarding CSP em-
ployee security?

51. Is there a documented patch management process implemented in the cloud ser-
vice?

52. Does the CSP test patches in acceptance environments prior to deployment?
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