A Gibbs sampling algorithm for structural modal identification under seismic excitation
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**Abstract**: Identification of structural modal parameters under seismic excitation using operational modal analysis (OMA) is a challenging task because it violates the basic assumptions of OMA: linear time-invariant model, stationary white noise input and adequately long data. The consequence is significant uncertainties associated with the identified modal parameters. This study aims at developing an algorithm to quantify these uncertainties from a Bayesian perspective. Representing the structure and the seismic excitation by a state-space model, a probabilistic OMA scheme is formulated. The analytical solution for the posterior statistics is not achievable, and a Gibbs sampling algorithm is developed to provide an efficient and robust numerical solution appropriate for practical applications. The performance of the proposed method is validated by identifying a shear-type building using simulated response data under four recorded earthquake motions, and a supertall building - the One Rincon Hill in San Francisco using field-recorded data under seismic and ambient excitations. The computed posterior distributions of modal parameters represent the knowledge extracted from the measured data; they can be reliably used for model validation and health monitoring.
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# Introduction

Structural modal parameters, i.e., natural frequencies, damping ratios and mode shapes, are central to earthquake-resistant design and retrofit of structures [1]. Modal identification aims at identifying these parameters for a structure using measured vibration data. Once modal parameters are identiﬁed, they can be used for model validation and health monitoring. For example, changes in the model may be effected to better match modal predictions, and changes in modal parameters can be used to detect the location and severity of damage [2–4].

When a structure is subjected to a ground excitation, such as in an earthquake event, modal identification can be performed using the measured ground motion as input and the measured structural response as output [5–8]. This approach is known as Experimental Modal Analysis (EMA) [9]. In contrast, Operational Modal Analysis (OMA) aims at modal identification by using only the measured structural response. In general, EMA produces more accurate identification than OMA since more information can be extracted from the measured input-output pair than just the output. However, the motion of the base measured at a limited number of locations (usually just one or two) may not give an adequate description of the input, i.e., the measured response of the structure can also be attributed to effects other than the measured motions at the base; and this leads to modeling errors. Furthermore, in many instances, the seismic excitation is not measured, rendering the EMA inapplicable.

During the past three decades, OMA has drawn a great deal of attention [10–12]. For example, the stochastic subspace identification (SSI) [13,14], the blind modal identification [15–17], the Ibrahim time domain method [18], and Frequency-Domain Decomposition [19,20] have all been either directly applied or modified for modal identification under seismic excitation. Modeling the unmeasured seismic excitation as a stochastic process, OMA offers an alternative approach to extract structural modal parameters without recording the base motion.

Although there are several successful applications, applying OMA to identify structural modal parameters under seismic excitation is still a challenging task. The conventional assumptions behind OMA are that the structural model is linear and time-invariant, that the excitation is stationary and white noise, and that the measured data is adequately long (ideally hundreds of times longer than the natural period of the target mode). Furthermore, the identification is typically done for low-amplitude vibrations, which, due to the amplitude-dependence of the structural damping [21], normally corresponds to small damping ratios, i.e., of the order of 0.5-2%. However, in the case of response to an earthquake, the structure may exhibit nonlinearity and variation in time; the input is nonstationary and has colored characteristics that may not be easily identified, especially when they are close to structural modes; and measured records are relatively short, directly affecting the achievable precision. Due to the violation of the basic assumptions of OMA, the identified modal parameters under seismic excitation may be associated with large uncertainties. Though not all OMA methods assume stationarity of the input, e.g., the Blind modal identification [15–17], the large identification uncertainty may still exist because of structural nonlinearity, time variation and short duration. Therefore, it is necessary to quantify the uncertainty in the identified modal parameters for a reliable application of model validation and health monitoring.

Uncertainty quantification of modal parameters in OMA has been studied from both frequentist and Bayesian perspectives. The frequentist approach assumes the existence of true parameter values and adopts an estimator as a proxy. The identification uncertainty refers to the ensemble variability of the estimator over repeated experiments. Uncertainty quantification in the frequentist approach is mainly based on maximum likelihood estimation (MLE) and perturbation analysis. For example, El-Kafafy et al. [22] calculated uncertainty intervals based on MLE; Reynders et al. [23] applied perturbation analysis to construct the uncertainty bounds on modal parameters obtained from SSI. On the other hand, the Bayesian approach provides a rigorous means for quantifying the uncertainty of parameters by regarding modal identification as an inference problem, where probability is used as a measure for the plausibility of outcomes, given a model of the system and measured data [24]. Yuen and Katafygiotis originally applied the Bayesian approach for OMA both from the time [25,26] and frequency domains [27,28], and Au [29] developed a fast algorithm that allows practical implementation.

This paper aims at developing a Bayesian approach for modal identification of civil structures under small or moderate seismic excitations, where the structural behavior is approximately linear and time-invariant. First, a probabilistic model of OMA is developed, taking advantage of a state-space representation of the equations of motion with the unmeasured base motion included in the model as a stochastic process. Next, Gibbs sampling is applied for efficiently calculating the posterior statistics. Conditional distributions are theoretically derived and a robust sampling implementation is provided. The performance of the proposed method is examined by using synthetically generated response data for a 10-story, shear-type building model subjected to four earthquake records. To illustrate the applicability of the method to full-scale civil structures, seismic response data from the One Rincon Hill in San Francisco are analyzed and the estimated modal parameters are compared with estimates obtained from ambient vibrations.

# Problem formulation

## The physical model

For a discretized, linear, time-invariant dynamical system with degrees of freedom (DoFs), the equation of motion under a base motion is represented as

|  |  |  |
| --- | --- | --- |
|  |  | () |

where , and are the mass, damping and stiffness matrices, respectively; , and are the nodal displacement, velocity and acceleration responses relative to the ground, respectively, with and being the initial relative displacement and velocity vectors; is the ground acceleration vector, and is the corresponding influence matrix relating the nodal DoFs of the structure to the input DoFs. The equation of motion in Eqn. (1) is equivalent to the continuous-time state-space model (SSM)

|  |  |  |
| --- | --- | --- |
|  |  | () |

with

|  |  |  |
| --- | --- | --- |
|  | , , | () |

where and represent -by- zero and identity matrices, respectively. is usually called the model order.

In the above SSM, the state variable includes the relative displacements and velocities at all DoFs, but in practice one usually measures the ‘total’ values, not those relative to the ground. In addition, only a few of these quantities can be directly measured due to limited instrumentation. In practice, nodal accelerations are easy to measure with high resolution. Hence, we only consider acceleration measurements, which are expressed through an observation equation

|  |  |  |
| --- | --- | --- |
|  |  | () |

where , , in which is a selection matrix that defines the DoFs of the structure at which acceleration measurements are made.

In practice, the available data is in a discrete form. Therefore, it is necessary to convert Eqn. (2) into a discrete model, where is taken as constant, i.e., , within the small time interval , to obtain

|  |  |  |
| --- | --- | --- |
|  |  | () |

where we have [10]

|  |  |  |
| --- | --- | --- |
|  | , | () |

Correspondingly, the discretized observation equation becomes

|  |  |  |
| --- | --- | --- |
|  |  | () |

with .

Since our objective in the OMA is to identify modal parameters, it is necessary to connect the modal parameters with the state transition matrix and observation matrix . An eigenvalue decomposition of

|  |  |  |
| --- | --- | --- |
|  |  | () |

where and denote the complex conjugate and conjugate transpose of , respectively, yields the continuous time eigenvalues , modal frequencies and damping ratios [10] according to

|  |  |  |
| --- | --- | --- |
|  |  | () |

The mode shapes of the structure for the measured DoFs are given by

|  |  |  |
| --- | --- | --- |
|  |  | () |

The obtained mode shape in Eqn. (10) is a complex vector. However, if the damping matrix is in classical form, i.e., satisfying , the mode shape can be represented in real form without any approximation because all elements are either in-phase or 180-degrees out of phase. In this paper, we do not require classical damping so that the modal frequencies and damping ratios in Eqn. (9) are only nominal values and mode shapes are generally complex, but we apply a post-processing strategy [30] to obtain approximated real mode shapes in displaying the identification results.

## The probabilistic model

The structural dynamic system is always subject to various kinds of errors: Eqn. (5) cannot exactly predict the structural behavior due to the existence of modeling errors, e.g., the nonlinearity and time-variance of the structure, and Eqn. (7) must account for measurement errors that are inevitably present. Considering these effects, we model the equations of motion by a stochastic SSM as

|  |  |  |
| --- | --- | --- |
|  |  | () |

where and represent the modeling and measurement errors, respectively. Furthermore, the base motions are not measured in the OMA and, therefore, they are modeled as random processes. The base motions can be approximated by time-variant autoregressive moving-average (ARMA) [31] or time-invariant ARMA models with amplitude modulation [32]. Here, we adopt the time-invariant ARMA model for its simplicity. This may introduce additional modeling errors, but it suffices for our purpose, as validated by subsequent empirical studies. Recalling the equivalence between the ARMA model and the SSM [33], we only need to augment our existing SSM in Eqn. (11) to include the base motion model, i.e.,

|  |  |  |
| --- | --- | --- |
|  |  | () |

where in which is the order of the base motion model and is the stochastic term for the ground motion. More compactly, we can write the above model by a stochastic SSM:

|  |  |  |
| --- | --- | --- |
|  |  | () |

with

|  |  |  |
| --- | --- | --- |
|  | ,, , | () |

The effect of introducing the model for the base motion is that we have to use a higher model order in modal identification and we must remove spurious modes resulting from predominant frequencies in the ground motion through post-processing.

The joint distribution of and is assumed to be the multivariate normal with zero-mean and unknown covariance matrix for , i.e., . This assumption can be justified by the principle of maximum entropy [24]. As a consequence, the joint distribution of given , and is also a multivariate normal with the probability density function (PDF)

|  |  |
| --- | --- |
|  | () |

where ‘’ denotes the determinant of the matrix.

Given the PDF in Eqn. (15), we choose a multivariate normal distribution as the prior of the initial response and a matrix normal inverse Wishart distribution [34] as the joint prior distribution of and so that the formulated probabilistic model belongs to the conjugate-exponential family [35]. These prior PDFs are defined by

|  |  |  |
| --- | --- | --- |
|  |  | () |

where represents the multivariate gamma function and denotes the matrix trace; the mean and the covariance matrix are the parameters in the multivariate normal distribution; the degree of freedom and scale matrix are the parameters in the inverse Wishart distribution; and the mean and the right-covariance matrix are parameters in the matrix normal distribution. These quantities are parameters of different PDFs, but hyper-parameters of the overall probabilistic model, so hereafter we call them hyper-parameters.

Since the state variables cannot be directly measured, we call them latent variables. Correspondingly, we call the measured structural responses as observed variables. Collecting all the observed variables , the latent variables , and the unknown parameters **,** as well as their associated PDFs, yields the probabilistic model for the OMA expressed by the joint distribution

|  |  |  |
| --- | --- | --- |
|  |  | () |

where the PDFs in the right hand side are given in Eqns. (15) and (16). Once the structural responses are recorded, it is possible to infer the posterior distribution of unknown parameters . Due to the complexity of the model, exact Bayesian inference is not feasible. As an alternative, in the following section, we apply Gibbs sampling to tackle the problem.

# Gibbs sampling for OMA

Gibbs sampling [36,37] is a popular Markov chain Monte Carlo method. The basic idea is to generate posterior samples by sweeping through each variable (or block of variables) and draw from its conditional distribution, with the remaining variables fixed to their current values. Gibbs sampling is simple, and it is straightforward to verify its theoretical validity [38]. It is particularly well-suited to the proposed probabilistic model of OMA, because the conditional distributions and belong to standard conjugate-exponential family of distributions, so that they can be efficiently sampled.

In Gibbs sampling, given the measurements , we need to derive the conditional distributions and and iteratively sample from them. Thus, using superscript to represent the iteration step, we proceed as follows:

(1) Given and and the measurement , generate a sample of the latent variables according to

|  |  |
| --- | --- |
|  |  |

(2) Given , generate a sample of the unknown parameters according to

|  |  |
| --- | --- |
|  |  |

(3) Calculate the modal parameters , and from based on the procedure introduced in Section 2.1.

In the following two subsections, we develop an algorithm to draw samples from the conditional distributions and . A robust implementation is presented in Subsection 3.3.

## Sampling latent variables

Considering the joint distribution in Eqn. (17), the conditional distribution of the latent variables is

|  |  |
| --- | --- |
|  | () |

This is a multivariate normal distribution, but for the present model directly sampling from it is not feasible because of the extremely demanding task of computing the matrix inverse , when is large. As an alternative, we employ the forward-filtering-backward-sampling (FFBS) algorithm [33] to take advantage of the conditional Markov property [39].

The conditional distribution of the latent variables can be written as

|  |  |  |
| --- | --- | --- |
|  |  | () |

where we have used the conditional Markov property in the last line. This factorization highlights the fact that we can sample from by using a backward sampling strategy: First, draw a sample from ; then, conditioned on , draw from the conditional density and continue in this fashion until . In particular, is the distribution available from the Kalman filter recursions [40], which is shown in Algorithm 1 below. As for the PDF , recall the Markov property

|  |  |
| --- | --- |
|  | () |

and the fact that the conditional joint distribution of and given , and is a multivariate normal distribution with the mean vector and covariance matrix given by [39]

|  |  |  |
| --- | --- | --- |
|  | , | () |

where the quantities and for are calculated in the forward filtering step as shown in Algorithm 1 below. Using the property of the multivariate normal distribution, we know that the conditional distribution of given , , and is still multivariate normal with the mean and covariance

|  |  |  |
| --- | --- | --- |
|  |  | () |

where . Therefore, all the latent variables can be sampled from multivariate normal distributions.

As a summary, all steps of the FFBS algorithm are listed in Algorithm 1.

|  |
| --- |
| 1) Initialization  Define , ,  ,  and set and  2) Forward inference (Kalman filter)  For to  Measurement update        Time update      End For  3) Backward sampling  Sample  For to    Sample  where    End For |
| Algorithm 1: Forward-filtering-backward-sampling. |

## Sampling unknown parameters

Sampling the unknown parameters is a relatively easy task because the conjugate prior is used so that the posterior is again the matrix normal inverse Wishart distribution. From the joint distribution in Eqn. (17), we have

|  |  |
| --- | --- |
|  | () |

where

|  |  |
| --- | --- |
| ,  , | () |

Once the hyper-parameters are known, it is straightforward to sample from the standard distributions. We first sample , then conditioned on , we sample , which is equivalent to sampling from the multivariate normal distribution [34], where ‘’ means stacking the columns of the matrix into a column vector and ‘’ denotes the Kronecker product.

## Robust implementation

Since the matrices , , , and must remain symmetric and positive semi-definite at all iterations, a robust implementation of the sampling strategy is essential. We found that a naïve implementation directly following the steps described in Subsections 3.1 and 3.2 suffered from numerical errors. Here, we apply the square-root filtering strategy [40] to overcome the accumulated numerical error and guarantee semi-definiteness of the covariance matrices.

In the square-root filtering algorithm, we need the square-root of a symmetric and positive semi-definite matrix. Here, we require it to be an upper-triangular matrix, which can be obtained via Cholesky decomposition [41], i.e., for in Algorithm 1

|  |  |
| --- | --- |
|  | () |

For the other square-root matrices in the initialization step of the algorithm, we perform the following Cholesky decomposition

|  |  |
| --- | --- |
|  | () |

One can show that

|  |  |
| --- | --- |
| , , | () |

In the forward simulating step, we apply the QR decomposition [41] to obtain the square-root matrices. First, in the measurement update, we employ the QR decomposition

|  |  |
| --- | --- |
|  | () |

Taking advantage of the unitary nature of , one can verify that

|  |  |
| --- | --- |
| , | () |

Next, for the time update, employing the square-root in the QR decomposition

|  |  |
| --- | --- |
|  | () |

yields

|  |  |
| --- | --- |
| , | () |

For the backward sampling, given can be sampled as

|  |  |
| --- | --- |
|  | () |

where is a vector of standard normal random variables, i.e., zero-mean and identity-covariance. Then, again applying the QR decomposition

|  |  |
| --- | --- |
|  | () |

yields

|  |  |
| --- | --- |
| , | () |

Therefore, we can sample by first sampling an -dimension standard normal random vector and setting

|  |  |
| --- | --- |
|  | () |

For the robust implementation of the sampling of the unknown parameters with hyper-parameters , , and shown in Eqn. (24), we perform the Cholesky decomposition

|  |  |
| --- | --- |
|  | () |

where

|  |  |
| --- | --- |
| , , | () |

Equating the sub-matrices yields

|  |  |
| --- | --- |
| , , | () |

For the purpose of efficiently sampling after sampling based on and , we apply the following procedure [34]: Perform the Cholesky decomposition , then sample a standard normal matrix and set

|  |  |
| --- | --- |
|  | () |

The procedure for robust implementation of the Gibbs sampler is summarized in Algorithm 2.

|  |
| --- |
| 1) Initialization  Set  and  , ,  For to  2) Robust latent variables sampling  For to  Measurement update    ,  Time update    ,  End For  where  For to    where  End For  3) Robust unknown parameters sampling  Compute matrix , , defined in Eqn. (37)    and  where  4) Modal parameters computation following the procedure provided in Section 2.1.  End For |
| Algorithm 2: Robust implementation of forward-filtering-backward-sampling. |

# Empirical studies

This section presents empirical studies of the proposed method via a numerical shear-type building model and a real structure - the One Rincon Hill in San Francisco, California. For the prior means, we choose estimates based on SSI [42]; for the prior variances we assume large values so that the prior distributions can be regarded as non-informative. Taking advantage of parallel computing [43], four independent Markov chains are used in the Gibbs sampling with 1000 samples in each chain. The Gelman-Rubin measure [44], which estimates the potential decrease in the between-chains variance with respect to (w.r.t.) the within-chain variance, is applied to assess the convergence of the generated samples. As suggested by Brooks and Gelman [45], if for all model parameters, one can be fairly confident that convergence has been reached. Otherwise, longer chains or other means for improving the convergence may be needed. To be more reassuring, we apply a more stringent condition in the examples below.

## Example with synthetic data

We first consider the modal identification of an idealized 10-story shear-type building model using synthetically generated acceleration responses under four different seismic excitations. Since the true modal parameters are known a priori, it is possible to use the model to validate the performance of the proposed algorithm.

The properties of the building are listed in Table 1. This model has been considered by Pioldi and Rizzi [20] to compare two OMA algorithms for modal identification under seismic excitations, but we have modeled damping by directly specifying the damping ratios rather than assuming Rayleigh damping. In order to compare the performance of our algorithms under different seismic excitations, four different earthquake records are selected, as shown in Table 2 and Figure 1. These records are downloaded from the Center of Engineering Strong Motion Data (CESMD) online database [46]. They have been selected as representative of a wide variety of seismic events with rather different characteristics, but all with relatively short durations. Synthetic acceleration responses are calculated using the discretized SSM in Eqn. (5), and then contaminated by a Gaussian white-noise process with two-sided root power spectral density (PSD) of to model the measurement noise. Since the highest frequency of the model is *Hz*, the raw data are down sampled from 50 *Hz* to *Hz*. In this example, acceleration responses at all stories are used for modal identification, and their root singular value (SV) spectra are shown in Figure 2. The root SV spectrum plots the square root of eigenvalues of the PSD matrix, giving a rough idea of natural frequencies and the quality of data. More specifically, the peaks in the top line indicate natural frequencies, and the ratio of the top to second top line at the natural frequency is approximately the square root of the modal signal-to-noise ratio [12].

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Table : Model properties of the 10-story shear-type building | | | | | | | | | | |
| Story | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| Stiffness [×103 *kN*/*m*] | 62.47 | 59.26 | 56.14 | 53.02 | 49.91 | 46.79 | 43.70 | 40.55 | 37.43 | 34.31 |
| Mass [×103 *kg*] | 179 | 170 | 161 | 152 | 143 | 134 | 125 | 116 | 107 | 98 |
| Mode | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| Frequency [*Hz*] | 0.50 | 1.33 | 2.15 | 2.93 | 3.65 | 4.29 | 4.84 | 5.27 | 5.59 | 5.79 |
| Damping ratio [*%*] | 5 | 4 | 3 | 2 | 1 | 1 | 1 | 1 | 1 | 0.8 |

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Table : Features of selected earthquake records | | | | | | | | |
| Earthquake | Date | Magnitude  [*Mw*] | Station | Hypocentral  distance[*km*] | PGA[*g*] | Component | Duration  [*sec*] | Sampling  frequency[*Hz*] |
| El Centro | 05/18/1940 | 6.9 | El Centro | 16.9 | 0.349 | 0 | 54 | 50 |
| Tabas | 09/16/1978 | 7.3 | Tabas | N.A. | 0.932 | 344 | 43 | 50 |
| Loma Prieta | 10/18/1989 | 7.0 | Capitola | 20.1 | 0.399 | 0 | 40 | 50 |
| Northridge | 01/17/1994 | 6.7 | Northridge | 19.1 | 0.453 | 180 | 60 | 50 |

We apply Gibbs sampling to the synthetic data to extract the modal parameters with the initial setting given at the beginning of this section. Figure 3 illustrates a typical convergence process of the generated samples. It takes 600 steps for the Gelman-Rubin measure to be less than . Since only the last half of the samples is used in computing , it follows that 300 samples are required for convergence. Therefore, the first 300 samples in each chain are discarded, giving rise to 2800 posterior samples in total. To incorporate the effect of the ground motion, the order of the state transition matrix is set to , which is much higher than the true order of the structural model (). As a consequence, we need to remove spurious seismic modes in the post-processing. It turns out that it is not a serious issue in this example because only the structural modes appear consistently in all samples, as evidenced in Figure 4, where the left figure shows the stabilization diagram [10] w.r.t. generated samples, and the right figure plots the histogram of identified frequencies and damping ratios. Though there are many spurious modes, only those structural modes cluster together and consistently show in all samples. The whole sampling process takes 35.5 min on a Digital Storm laptop with Intel® Core™ i7 CPU @2.50 GHz and RAM 16.0 GB. By analyzing the Gibbs sampling algorithm, the computation time is proportional to the data length , the required number of samples and the cube of the system order . Therefore, the controlling factor is the system order, which should be set not too large for computational efficiency.

|  |
| --- |
|  |
| Figure 1: Time history and root PSD of adopted earthquake records. |

|  |
| --- |
|  |
| Figure 2: Root SV (singular value) spectrum of synthetically generated responses. |

|  |
| --- |
|  |
| Figure 3: Convergence process of the Gibbs sampling: El Centro earthquake. |

|  |  |
| --- | --- |
|  |  |
| a) Stabilization diagram | b) histogram |
| Figure 4: Removing spurious modes: El Centro earthquake. | |

The Posterior samples of natural frequencies and damping ratios identified when using the El Centro record are shown in Figure 5. As can be seen, the true parameter values are close to the cloud of sampled values, especially the frequencies. Consistent with common findings, the natural frequencies are identified with high precision, but estimated damping ratios have much larger variability; longer data are required to improve the precision. Since the data set is short and the model assumption on the seismic excitation is violated, the posterior samples need not necessarily cover the true values. That is the case, for example, with the fourth mode. Nevertheless, the results are sufficiently good to give representative values of the modal parameters. More importantly, the full posterior distributions are obtained and can be reliably used for further applications.

|  |  |
| --- | --- |
|  |  |
|  |  |
| Figure 5: Identified frequencies and damping ratios: first four modes, El Centro earthquake. | |

|  |
| --- |
|  |
| Figure 6: Identified frequencies under four seismic excitations  Normalized f = identified frequency/true frequency. |

|  |
| --- |
|  |
| Figure 7: Identified damping ratios under four seismic excitations  Normalized ζ = identified damping ratio/true damping ratio. |

|  |
| --- |
|  |
| Figure 8 MAC between the true and identified mode shapes  subjected to four seismic excitations. |

The natural frequencies, damping ratios and mode shapes identified with the four seismic records are illustrated via boxplots in Figure 6-Figure 8. In these plots, the natural frequencies and damping ratios are normalized w.r.t. their true values, and the mode shapes are represented in terms of the modal assurance criterion (MAC) with respect to the true mode shapes [11]. Most identified ranges of natural frequencies and damping ratios cover the true values, and most MACs are great than 0.99, thus validating the performance of the proposed algorithm. The uncertainty in the estimated natural frequency decreases with increasing modal frequency, which is explained by the increase of the effective data length (= data duration/natural period), i.e., the effective cycles of vibration. This suggests that, given a specified precision, the fundamental mode is more challenging to identify among all modes that are well excited [47]. Since some modes are not adequately excited and due to the existence of modeling error, the posterior distribution may not cover the true value and may exhibit a large uncertainty. For example, under the Loma Prieta record, the estimated mean damping ratio is 2.5%, which is far from the true value, and the corresponding MAC is only 0.44. In general, since damping ratios are amplitude dependent and their estimation is associated with large errors, one can only judge whether the magnitudes of estimated values are reasonable. Under these conditions, the results should be interpreted with these aspects in mind. Besides the modal parameters presented above, the system state and modeling/measurement variance are also identified in terms of samples. There is potential use of them, e.g., for damage detection, but we do not illustrate them here because our main interest is in modal parameters.

## Example with field data

The second example is the One Rincon Hill, a 64-story reinforced-concrete, shear-wall building in San Francisco, California. A 72-channel seismic monitoring system (Figure 9) was installed to stream real-time acceleration data throughout the building. Both seismic (South Napa earthquake, 14/08/2014, *Mw* = 6.0) and ambient vibration data (27/12/2012) are available in the CESMD online database with station number 58389 [46]. This building is used to investigate the practical applicability of the proposed algorithm and to compare its performance under seismic and ambient excitations.

|  |
| --- |
|  |
| Figure 9: Seismic monitoring system of ORTH and sensors adopted in this research [46]. |

In order to capture the whole in-plane motion of the floor, we only adopt levels with 3 CSMIP sensors, one in north-south (N/S) and two in east-west (E/W) directions of each floor, resulting in 18 sensors in total, as shown in Figure 9. The seismic response data have a sampling frequency of 100 *Hz* and a duration of 90 *sec*, while the ambient vibration data are sampled at 200 *Hz* for 230 *sec*. Two typical sensor records as well as the root SV spectra of the overall dynamic responses are illustrated in Figure 10. Evidently, large differences exist between the estimates based on the seismic and ambient vibration excitations: The seismic data exhibits high-amplitude and nonstationarity, and its frequency content is not as rich as ambient data. In particular, structural modes at about 0.7, 2.0 and 3.7 *Hz* are not well excited by the South Napa earthquake.

|  |  |
| --- | --- |
|  |  |
| a) South Napa earthquake | b) Ambient |
| Figure 10: Time history (top) and root SV spectra (bottom). | |

For the sake of comparability and reduction of computational burden, both sets of raw data are resampled down to 25 *Hz*. According to Ref. [30], modes with frequencies below 5 *Hz* are of interest in this study. Applying the Gibbs sampling algorithm, the convergence process of the seismic responses is illustrated in Figure 11, from which 2400 stationary samples (= 4 chains × 600 samples/chain) are obtained based on the Gelman-Rubin measure . The order of the state transition model is set to 60 to account for both the structural, seismic mode and possible mathematical modes. In order to remove spurious modes, the stabilization diagram and the histogram of samples are presented in Figure 12. In this case, it is not easy to detect spurious modes. For example, the spurious mode at 2.78 *Hz* appears to be stable, but the physical modes at 0.7, 2.0 and 3.7 *Hz* appear unstable because these 3 torsional modes are not well excited. Taking advantage of the identification results based on the ambient vibration data, we are able to detect the spurious modes by checking the consistency of each mode in natural frequency and MAC. However, it is not always straight forward to detect the spurious modes, especially when using seismic excitations. The existence of multiple seismic records would greatly facilitate the detection of spurious modes, because physical modes tend to be consistent from earthquake to earthquake (assuming they are excited), but spurious modes may not.

|  |
| --- |
|  |
| Figure 11: Convergence process of the Gibbs sampling: South Napa earthquake. |

|  |  |
| --- | --- |
|  |  |
| a) Stabilization diagram | b) histogram |
| Figure 12: Removing spurious modes: South Napa earthquake. | |

After removing the spurious modes, the identified results are listed in Table 3 and the mean mode shapes of lateral modes are shown in Figure 13. The mean frequencies identified from South Napa earthquake are all smaller than those identified from ambient excitation, while most of the mean damping ratios are bigger. These might be due to the large amplitude of seismic excitation, but we cannot make a conclusive statement because modal parameters can show large variabilities due to environmental effects and the identified damping ratios are associated with large uncertainties. Since the first and second torsional modes are not well excited during the South Napa earthquake, their mode shapes show small coherence within the two data sets, but all other mode shapes are close to each other. The ambient vibration data are much longer than the seismic excitation, and correspondingly the identification uncertainties in natural frequencies and damping ratios are smaller. Again, we see that uncertainties decrease with increasing modal frequency because of the increase in the effective data length.

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| Table : Identified modal parameters: One Rincon Hill | | | | | | |
| Mode | Natural frequencies [*Hz*] | | Damping ratios [*%*] | | Mode shapes | |
| South Napa | Ambient | South Napa | Ambient | MAC [*%*] | Description |
| 1 | 0.26(1.2) | 0.27(0.67) | 2.18(52) | 1.61(40) | 99.86 | 1st E/W |
| 2 | 0.30(1.2) | 0.30(0.75) | 2.31(48) | 2.20(35) | 98.09 | 1st N/S |
| 3 | 0.68(0.94) | 0.70(0.40) | 2.04(37) | 1.39(30) | 54.60 | 1st torsion |
| 4 | 1.11(0.53) | 1.14(0.49) | 1.50(35) | 2.91(23) | 99.54 | 2nd E/W |
| 5 | 1.26(0.41) | 1.30(0.36) | 1.04(38) | 1.78(21) | 97.45 | 2nd N/S |
| 6 | 1.98(0.47) | 2.04(0.21) | 2.02(24) | 1.11(19) | 14.40 | 2nd torsion |
| 7 | 2.58(0.39) | 2.65(0.22) | 1.13(31) | 1.09(28) | 98.10 | 3rd E/W |
| 8 | 2.79(0.21) | 2.86(0.12) | 0.57(35) | 0.52(24) | 99.25 | 3rd N/S |
| 9 | 3.68(0.29) | 3.73(0.10) | 1.02(26) | 0.46(22) | 97.49 | 3rd torsion |
| 10 | 4.03(0.33) | 4.13(0.17) | 1.24(27) | 1.00(17) | 99.79 | 4th E/W |
| 11 | 4.22(0.49) | 4.34(0.18) | 2.06(24) | 1.04(15) | 97.90 | 4th N/S |
| Note: Mean values with c.o.v. (coefficient of variation) in parenthesis (units: *%*) are used for frequencies and damping ratios; the MAC (modal assurance criterion) is calculated based on the mean of identified mode shapes. | | | | | | |

|  |  |
| --- | --- |
|  |  |
|  |  |
| Figure 13: Mean of first eight lateral mode shapes: South Napa earthquake. | |

|  |  |
| --- | --- |
|  |  |
|  |  |
| a) 1st and 2nd modes | |
|  |  |
|  |  |
| b) 10th and 11th modes | |
| Figure 14: Identified frequencies and damping ratios: South Napa earthquake. | |

An interesting phenomenon of this building is the existence of closely-spaced modes due to similar masses and stiffnesses in the N/S and E/W directions. Four pairs of modes appear within the frequency band of interest. Being different from the well separated modes, the identified modal parameters can be correlated for closely-spaced mode pairs. Scatter plots of two pairs of closely-spaced modes are provided in Figure 14, in which the correlation coefficient is also shown. It can be seen that in some cases the correlation coefficient is not negligible, e.g., the correlation coefficient between damping ratios and is 0.12.

# Conclusions

The structural modal identification problem under seismic excitation is investigated from the perspective of operational modal analysis (OMA). Modeling both the structural and seismic excitation in terms of a state-space model, a probabilistic model is first constructed and then resolved by Gibbs sampling. An efficient and robust implementation of the Gibbs sampling is developed, allowing its use in practical applications. The approach allows not only a point estimate of modal parameters, but also an approximation of the whole posterior distribution by the generated samples. Comparing with previously proposed Bayesian methods [25–29], the present method is a good complement because it does not require the assumption of classical damping. Through careful examination of the proposed algorithm for examples with synthetic and field data, the following conclusions are made:

(1) Though the underlying assumptions of OMA are violated, identification of modal parameters by OMA under seismic excitation is still feasible on the condition of small or moderate intensity excitation, where the structural behavior remains approximately linear and time-invariant;

(2) The identified modal parameters, especially the damping ratios, are associated with large uncertainties due to the short duration of the earthquake record. One should exercise caution when using the estimated modal parameters to detect damage or update a finite element model. Full consideration of the posterior distributions is necessary to properly account for the prediction uncertainty.

(3) The uncertainty in modal parameters decreases with increasing modal frequency because of the increase in the effective data length (=data duration/natural period), i.e., the effective cycles of vibrations. According to the posterior distribution, the estimated modal parameters are almost uncorrelated for well separated modes, but correlation may exist between the estimates for closely-spaced modes.

(4) The detection of spurious modes by use of the stabilization diagram or histogram may still be an issue, especially when the modes are not well excited under seismic excitations. The existence of multiple seismic or ambient vibration records may provide information to remove spurious modes, because only the physical modes are consistently identified. It should be mentioned that the existence of spurious modes has a minimal effect on the identification uncertainties of the structural modes. This has been validated by a parameter analysis, but it is not shown here due to space limitation.
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