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Abstract. There are several classes of transcendental entire functions for

which the Julia set consists of an uncountable union of disjoint curves each
of which joins a finite endpoint to infinity. Many authors have studied the

topological properties of this set of finite endpoints. It was recently shown

that, for certain functions in the exponential family, there is a strong dichotomy
between the topological properties of the set of endpoints which escape and

those of the set of endpoints which do not escape. In this paper, we show

that this result holds for large families of functions in the Eremenko-Lyubich
class. We also show that this dichotomy holds for a family of functions, outside

that class, which includes the much-studied Fatou function defined by f(z) :=

z+ 1 + e−z . Finally, we show how our results can be used to demonstrate that
various sets are spiders’ webs, generalising results such as those in [8].

1. Introduction

Let f be a transcendental entire function. The set of points z ∈ C for which the
iterates (fn)n∈N forms a normal family in some neighbourhood of z is called the
Fatou set F (f). The complement of F (f) is the Julia set J(f). For an introduction
to the properties of these sets, see [3] and [13].

There are large classes of transcendental entire functions for which the Julia
set consists of an uncountable union of disjoint curves each of which joins a finite
endpoint to infinity. This topological structure is known as a Cantor bouquet ; see
[2] for a definition and detailed study of this configuration.

The study of the topological properties of the endpoints of these curves began
with Mayer [11], who considered the endpoints for the functions fa(z) = ez + a,
a ∈ C. He proved the surprising fact that if a < −1, then the set of all endpoints of
fa is totally separated, but its union with infinity is a connected set. Here we say

that X ⊂ C (or Ĉ) is totally separated if for any two points a, b ∈ X there exists a
relatively open and closed set U ⊂ X such that a ∈ U and b /∈ U . As observed in
[1], it is now known that Mayer’s result holds for all Cantor bouquets.

It is natural to ask whether analogous properties hold for subsets of the set of
endpoints. It follows from recent results in [1] and [9] that, for many values of
a ∈ C, the following dichotomy holds for the escaping and non-escaping endpoints
of the function fa (precise definitions are given later in this introduction):

(I) the union of the set of escaping endpoints with {∞} is connected;
(II) the union of the set of non-escaping endpoints with {∞} is totally separated.

Our principal goal in this paper is to show that a strong version of this dichotomy
holds for significantly larger classes of functions. We use a novel proof technique
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which combines ideas from [8] and [9] with estimates from [16], and a conjugacy
result from [15].

In order to state these results precisely we require some definitions. First we
define several sets of endpoints of interest. For a transcendental entire function
f with a Cantor bouquet Julia set, we write E(f) for the set of endpoints. The
escaping set of f is defined by

I(f) := {z ∈ C : fn(z)→∞ as n→∞}.

We then let Ẽ(f) := E(f) ∩ I(f) denote the set of escaping endpoints. The end-
points that do not belong to I(f) are called non-escaping endpoints.

We are particularly interested in the set of meandering endpoints, which we
denote by EM (f). This set consists of the endpoints which do not belong to the
fast escaping set A(f). The set A(f) is a subset of I(f) which was introduced by
Bergweiler and Hinkkanen in [6], and is defined as follows. First, for R > 0, we
define the maximum modulus function by

M(R, f) := max
|z|=R

|f(z)|.

We then set

A(f) := {z ∈ C : there exists ` ∈ N such that |fn+`(z)| ≥Mn(R, f), for n ∈ N},

where R > 0 is such that M(r, f) > r for r ≥ R. It is known [20, Theorem 2.2]
that this definition is independent of the choice of R. Note that in this definition
Mn(R, f) denotes n iterations of M(R, f) with respect to the variable R.

We next define the classes of functions which are of interest. The set of finite
singular values, denoted by S(f), is the closure of the set of all critical and asymp-
totic values of f ; equivalently, it is the smallest closed set S with the property that
f : C\f−1(S)→ C\S is a covering map. The well-studied Eremenko-Lyubich class
B consists of those transcendental entire functions f such that S(f) is bounded (see
[7]). A transcendental entire function in the class B is hyperbolic if every singular
value lies in the basin of an attracting periodic cycle; see [17] for this and other,
equivalent, definitions. A function f is of disjoint type if it is hyperbolic and F (f)
is connected. Clearly this implies that for functions of disjoint type the Fatou set
consists of one component which is an immediate attracting basin.

We are now able to state our results. In most cases, these are arranged as pairs
of theorems: the first stating that, for some class of functions, J(f) is a Cantor
bouquet with the property that the set of meandering endpoints coincides with the
set J(f)\A(f); the second stating a dichotomy for subsets of these endpoints, which
implies the dichotomy (I)/(II). We begin with the following, which can quickly be
deduced from [2, Theorem 1.5], [16, Theorem 1.2] and [22, Theorem 4.7]. Recall
that a transcendental entire function is of finite order if

lim sup
r→∞

log logM(r, f)

log r
<∞.

Theorem A. Let f be a disjoint-type function that is of finite order or can be
written as a finite composition of finite-order functions in the class B. Then J(f)
is a Cantor bouquet, and EM (f) = J(f) \A(f).

We then have the following.
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Theorem 1.1. Let f be a disjoint-type function that is of finite order or can
be written as a finite composition of finite order functions in the class B. Then

Ẽ(f) ∪ {∞} is connected, but EM (f) ∪ {∞} is totally separated.

Note that the first conclusion is part of [1, Theorem 1.9], and is included here for
emphasis. Note also that every non-escaping endpoint belongs to EM (f). Hence
(II) is an immediate consequence of Theorem 1.1. This observation applies to many
of our results (and also to the results of [9]).

We next consider functions that may be of infinite order, whose tracts satisfy
various simple geometric conditions; precise definitions of these conditions are given
in Section 2. Functions that satisfy these conditions were studied in [16]. The
setting for our result is given by the following.

Theorem B. Suppose that f is of disjoint type, and the tracts of a transform F of f
have bounded slope and bounded wiggling. Then J(f) is a Cantor bouquet, each com-
ponent of which, apart possibly from the finite endpoint, lies in I(f). If, in addition,
f has one tract, and the tracts of F have bounded gulfs, then EM (f) = J(f) \ A(f).

Note that, unlike Theorem A, Theorem B is not quite an immediate consequence
of existing results, and so we give a brief proof of this in Section 5. Our result in
the setting of Theorem B is the following.

Theorem 1.2. Suppose that f is of disjoint type, and the tracts of a transform of
f have bounded slope and bounded wiggling. Then the dichotomy (I)/ (II) holds. If,
in addition, f has one tract, and the tracts of a transform of f have bounded gulfs,

then Ẽ(f) ∪ {∞} is connected but EM (f) ∪ {∞} is totally separated.

Note that the hypotheses of the theorem imply that f satisfies a so-called head-
start condition. In both parts, the conclusion about escaping endpoints follows
immediately from [1, Theorem 1.9] and, once again, is included for emphasis.

The first result on the topology of the set of non-escaping endpoints was given
in [8], and concerns Fatou’s function f(z) := z + 1 + e−z, which, in fact, does not
lie in the class B. The dichotomy (I)/(II), for this function, was studied further in
[9]. Motivated by this result we study a large class of functions which occur as lifts
of a disjoint-type function; this class includes Fatou’s function. The following can
be deduced from [6, Theorem 2] and a simple topological argument, together with
[16, Theorem 4.1]; the proof is omitted.

Theorem C. Let f be a transcendental entire function such that π◦f = g◦π, where
π(z) := exp(az), for some a 6= 0, and g satisfies the hypotheses of Theorem A. If
0 is an attracting fixed point for g, then J(f) is a Cantor bouquet, and EM (f) =
J(f) \A(f).

We are able to extend our result on the meandering endpoints to this class of
functions outside the class B. In particular:

Theorem 1.3. Let f be a transcendental entire function such that π ◦ f = g ◦ π,
where π(z) := exp(az), for some a 6= 0, and g satisfies the hypotheses of Theorem
A. If 0 is an attracting fixed point for g, then EM (f) ∪ {∞} is totally separated.

Remark. Note that, contrary to the previous cases, Theorem 1.3 does not include
a result on the escaping endpoints. In particular, it is not known whether the union
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of escaping endpoints with infinity is a connected set. Note that it is not necessarily
the case that I(g) = π(I(f)); see, for example, [10].

Next, we consider the larger class of hyperbolic functions. We need a different
notion of endpoints in this setting, since the Julia set may not be a Cantor bouquet.
Suppose that f ∈ B is a hyperbolic function of finite order, or is a finite composition
of such functions. It follows [15, Corollary 5.3] that J(f) is a pinched Cantor
bouquet ; in other words, the quotient of a Cantor bouquet by a closed equivalence
relation on its endpoints. It follows that our definition of the set E(f) – together
with its various subsets – carries over into this setting in an obvious way. Note [16,
Theorem 1.2] that if z ∈ J(f) \A(f), then z is an endpoint.

It is natural to ask if Theorem 1.1 can be generalised from disjoint-type functions
to this larger class. In fact this is impossible, because there are hyperbolic functions
of finite order with bounded immediate attracting basins. An example, see [5], and,
in particular, [5, Figure 2(c)], is the function

f(z) :=
4π

3
(1− cos z).

Other examples of this behaviour occur in the family

(1.1) gλ(z) := λz2 exp(z − z2), for λ > 0.

We discuss this family of functions at the end of this paper.
It is, therefore, not the case that EM ∪ {∞} is necessarily totally separated for

hyperbolic functions of finite order. However, we can obtain a result similar to
Theorem 1.1 if we consider instead the set of endpoints which both escape and

meander; this is defined by EQ(f) := Ẽ(f) \A(f).

Theorem 1.4. Suppose that f is a hyperbolic function that is of finite order or can

be written as a finite composition of finite order functions in B. Then Ẽ(f) ∪ {∞}
is connected, but EQ(f) ∪ {∞} is totally separated.

Once again the first conclusion is [1, Remark 7.2], and is included here for em-
phasis. Escaping endpoints as we define them are called escaping endpoints in the
strong sense in [1, Remark 7.2]. Note that [1, Remark 7.1] gives a related but dif-
ferent definition of escaping endpoints for a class of functions containing functions
considered in Theorem 1.4.

Finally, our results have a connection with a topological structure called a spi-
der’s web, introduced by Rippon and Stallard [20]. A set E ⊂ C is a spider’s web if
E is connected, and there exists a sequence (Gn)n∈N of bounded simply connected
domains such that

∂Gn ⊂ E, Gn ⊂ Gn+1, for n ∈ N, and
⋃
n∈N

Gn = C.

We have the following extension of Theorem 1.1.

Theorem 1.5. Let f be a disjoint-type function that is of finite order or can
be written as a finite composition of finite order functions in the class B. Then
F (f) ∪A(f) is a spider’s web.

For reasons of brevity, we prove only this theorem but in fact, other, similar,
results are possible. In particular, we note the following.
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Remark. We can show that F (f)∪A(f) is a spider’s web for functions considered
in Theorem 1.3, thus generalising the first part of [9, Theorem 5.1]. Since for these
functions the Fatou set consists of one component which is a Baker domain, we
deduce that I(f) contains a spider’s web, and hence, by [21, Lemma 4.5], I(f) is
a spider’s web. This result generalises [8, Remark 1.1 (a)], where a subclass of
functions satisfying the hypotheses of Theorem 1.3 was considered.

Structure. The structure of this paper is as follows. First, in Section 2, we present
some useful definitions and preliminary results. Next, in Section 3, we prove some
results regarding quasiconformally equivalent functions. We prove Theorem 1.1 in
Section 4. In Section 5 we consider functions which may be of infinite order, and
we prove Theorem 1.2. We give the proof of Theorem 1.3 in Section 6. Section
7 concerns hyperbolic functions and contains the proof of Theorem 1.4. Next, in
Section 8 we discuss spiders’ webs, and we prove Theorem 1.5. Finally, in Section 9
we give detailed information about the dynamics of the family of functions in (1.1).

Notation. If r ∈ R, then we set r+ := max{r, 0}. We denote the unit disc by
D := {z ∈ C : |z| < 1} and the right half-plane by H := {z ∈ C : Re z > 0}. If
S ⊂ C, then we denote the complement of S in C by Sc := C \ S.

2. Properties of functions in the Eremenko-Lyubich class

In this section we give a number of important definitions, together with several
useful results on logarithmic transforms of functions of disjoint type. Many of the
ideas in this section are well-known, and we refer to, for example, [7, 15, 22] and
the survey [23] for more detail.

2.1. The logarithmic transform and the class Blog. Suppose that f ∈ B.
Following the notation used in [22], let D be a bounded Jordan domain such that
S(f) ∪ {0, f(0)} ⊂ D. Let W be the complement of the closure of D. Then the
components of V := {z : f(z) ∈ W} are simply connected Jordan domains called
logarithmic tracts of f . Note that f |V is a universal covering of W .

If we take T := exp−1(V ) and H := exp−1(W ), then there is an analytic function
F : T → H (which can be taken to be 2πi periodic) with the property that
exp(F (z)) = f(exp(z)), for z ∈ T . We call F a logarithmic transform of f . If
T ⊂ H, then we say F is of disjoint type. It is readily shown that if F is a
logarithmic transform of a function f ∈ B, then f is of disjoint type if and only if
the same is true of F .

It follows from the construction that the following all hold.

(i) H is a 2πi periodic Jordan domain containing a right half plane.
(ii) Every component of T is an unbounded Jordan domain, with real parts

bounded below and unbounded above.
(iii) The components of T have disjoint closures and accumulate only at infinity.
(iv) For every component T of T , F : T → H is a conformal isomorphism that

extends continuously to the closure of T in C.
(v) For every component T of T , exp |T is injective.
(vi) T is invariant under translation by 2πi.

We denote by Blog the class of all functions F : T → H such that H, T and F
satisfy these conditions whether or not they arise as a logarithmic transform of a
transcendental entire function.
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2.2. Classes of logarithmic transforms and tracts. We now focus on functions
in Blog with certain additional properties. We use these classes of logarithmic
transforms in our main results.

First, we say that a function F ∈ Blog is of finite order if

lim sup
log ReF (w)

Rew
<∞ as Rew →∞ in T .

Clearly, if F is a logarithmic transform of a function f ∈ B, then f is of finite order
if and only if the same is true of F .

Second, we say that F ∈ Blog is normalised if H is the right half-plane, and
|F ′(z)| ≥ 2, for all z ∈ T . We denote the class of normalised functions in Blog by
Bnlog; see [16].

Our remaining three definitions correspond to certain geometric constraints on
the tracts of F , illustrated in Figure 1. Roughly speaking, a tract has bounded
slope if it lies in a sector, bounded wiggling if it does not “double back” on itself
too much, and bounded gulfs if any “gulfs” that reach forward, never reach too far
forward. We now give the more precise definitions.

Definition 2.1. Let F ∈ Blog. A tract T of F has bounded slope with constants
α, β > 0 if

|Imw1 − Imw2| ≤ αmax{Rew1,Rew2, 0}+ β, for all w1, w2 ∈ T.
If all the tracts of F have bounded slope for the same constants, then we say

that the tracts have uniformly bounded slope.

Definition 2.2. Let F ∈ Blog. A tract T of F has bounded wiggling with constants

K ′ > 1 and µ > 0 if, for each point w0 ∈ T , every point w on the hyperbolic geodesic
of T that connects w0 to ∞ satisfies

(Rew)+ >
1

K ′
Rew0 − µ.

If all the tracts of F have bounded wiggling for the same constants, then we say
that the tracts have uniformly bounded wiggling. It is an important fact, see [22,
Theorem 5.6], that if F is a function of finite order in the class Bnlog (or even a finite

composition of such functions), then the tracts of F have uniformly bounded slope
and uniformly bounded wiggling.

Definition 2.3. Let F ∈ Bnlog, let T be a tract of F , and let p denote the point in

∂T for which F (p) = 0.

(a) If w ∈ T and a > Rew, then Lw,a denotes the unique component of the set
{w′ : Rew′ = a} ∩ T that separates w from ∞ in T .

(b) The tract T has bounded gulfs with constant C > 1 if Lw,a separates p from
infinity, for all w ∈ T, a > 0, with Rew ≥ max{Re p, 1} and a ≥ C Rew.

2.3. Results in tracts. We now state three results that we need, which all study
the behaviour of the logarithmic transform in tracts that have certain properties.
The first is [16, Lemma 3.2].

Lemma 2.4. Let F ∈ Bnlog, and let K > 1 and α, β > 0. Let T be a tract of F with

bounded wiggling, with constants K ′ > 1 and µ > 0. Then there exist constants
ε = ε(K) > 0 and M = M(K,K ′, µ, α, β) > 0 such that if w, z ∈ T ,

Rew > K(Re z)+ +M,
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Figure 1. In this approximate graphic, in which the tracts are in
gray, tract A does not have bounded slope, tract B does not have
bounded wiggling, and tract C does not have bounded gulfs.

and

(2.1) | ImF (w)− ImF (z)| ≤ αmax{ReF (w),ReF (z)}+ β,

then
ReF (w) > exp(εRew) ReF (z).

The second result we need is [16, Lemma 5.3].

Lemma 2.5. Let F ∈ Bnlog, let T be a tract of F , and let p be the point of ∂T

for which F (p) = 0. Suppose that T has bounded gulfs with constant C > 1,
and bounded wiggling with constants K ′ > 1 and µ > 0. Then there is a constant
D = D(C,K ′, µ) > 1 such that if A > max{Re p, 1} and a ≥ DA, then the following
both hold.

(a) Lz,a = Lp,a, for z ∈ T and Re z = A.
(b) maxw∈Lp,a ReF (w) ≥ maxw∈T,Rew=A ReF (w).

Finally, we use the following [16, Lemma 5.4].

Lemma 2.6. Let F ∈ Bnlog, let T be a tract of F , and let p be the point of ∂T for

which F (p) = 0. If a > Re p, and b > a+ 4π, then

|F (wb)|
|F (wa)|

≥ exp

(
1

2
(b− a)− 4π

)
, for wa ∈ Lp,a, wb ∈ Lp,b.

2.4. Dynamically important sets of a function in class the Blog. In this
subsection we define the Julia, escaping and fast escaping sets of a function F in
the class Blog. The Julia set is defined by

J(F ) := {z ∈ T : Fn(z) ∈ T , for n ∈ N}.
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The escaping set is a subset of the Julia set, defined by

I(F ) := {z ∈ J(F ) : ReFn(z)→∞ as n→∞}.

The fast escaping set is a subset of the escaping set, defined by

A(F ) := {z ∈ J(F ) : there exists ` ∈ N s.t. ReFn+`(z) ≥Mn(R,F ), for n ∈ N},

where

M(r, F ) := max
Rew=r

ReF (w),

and R > 0 is any value so large that M(r, F ) > r for r ≥ R.

2.5. The logarithmic transform of a disjoint-type function. In the remain-
der of this section we suppose that F ∈ Blog is a logarithmic transform of a
disjoint-type function f . It can be seen that, with this assumption, we have that
J(f) = exp J(F ). Since the exponential is locally a homeomorphism, it can be
deduced from the definition that J(f) is a Cantor bouquet if and only if J(F ) is
one. We use this fact in several arguments.

Each branch of the logarithm maps a component of J(f) to a component of J(F ).

Hence, we can use E(F ), Ẽ(F ) and EM (F ) to refer to the endpoints, non-escaping
endpoints and meandering endpoints of F . Note that for a disjoint-type function
we have

I(f) = exp I(F ), and A(f) = expA(F ).

It follows that we also have

EM (f) = expEM (F ) and Ẽ(f) = exp Ẽ(F ).

For completeness, we briefly sketch a proof that A(f) = expA(F ). Choose
R > 0 large. Suppose that z = expw. We have that w ∈ A(F ) if and only if the
forward orbit of w lies in the tracts of F , and also there exists ` ∈ N such that
ReFn+`(w) ≥Mn(R,F ), for n ∈ N. Since the complement of the tracts of f lies in
F (f), we have that z ∈ A(f) if and only if the forward orbit of z lies in the tracts
of f , and also there exists ` ∈ N such that |fn+`(z))| ≥ Mn(eR, f), for n ∈ N.
Recall that exp ◦F = f ◦ exp. We deduce that exp ReFn+`(w) = |fn+`(z)| and
expMn(R,F ) = Mn(eR, f). The result follows.

2.6. Other results and definitions. In order to prove our result on meandering
endpoints we make use of the following [9, Lemma 2.8]. Recall that points a, b ∈ X
are separated in a metric space X if there is an open and closed set U ⊂ X that
contains a but not b.

Lemma 2.7. Suppose that X is a metric space, with x ∈ X, and that A := X \{x}
is totally separated. If, in addition, every point of A is separated from x in X, then
X is totally separated.

We also use the following definition.

Definition 2.8. If x, y ∈ Ĉ, we say that E ⊂ Ĉ separates x from y if x and y are
separated in (C \ E) ∪ {x, y}.

Finally we use the following, which is part of [19, Lemma 1].
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Lemma 2.9. Suppose that (En)n≥0 is a sequence of compact sets in C, and that
f : C→ C is a continuous function such that

f(En) ⊃ En+1, for n ≥ 0.

Then there exists ζ such that fn(ζ) ∈ En, for n ≥ 0.

3. Functions related by quasiconformal maps

In many of our proofs we need to transfer certain properties of one function to
a second function that is related to the first by some quasiconformal map. In this
section we give some results which are required to achieve this.

We say that two functions F,G ∈ Blog, with domains V and W , are quasiconfor-
mally equivalent if there are quasiconformal maps Φ,Ψ : C→ C with the following
four properties; here for R ∈ R we use the notation HR := {z : Re z > R}.

(i) The maps Φ and Ψ each commute with z 7→ z + 2πi.
(ii) We have that Re Φ(z)→ ±∞ as Re z → ±∞ (and the same holds for Ψ).

(iii) For sufficiently large R, Φ(F−1(HR)) ⊂W and Φ−1(G−1(HR)) ⊂ V .
(iv) Ψ ◦ F = G ◦ Φ, wherever both compositions are defined.

We need the following, which is part of [15, Theorem 3.1]. Note that the final
statement is not given in [15], but follows easily from the proof.

Theorem 3.1. Suppose that two disjoint-type functions in Blog
F : V → H, and G : Φ(V )→ Ψ(H),

are quasiconformally equivalent. Then there is a quasiconformal map Θ : C → C
such that Θ ◦ F = G ◦Θ on V ,

(3.1) Θ(z + 2πi) = Θ(z) + 2πi, for z ∈ C,

and Re Θ(z)→ −∞ as Re z → −∞.

We use Theorem 3.1 to deduce the following.

Proposition 3.2. Suppose that f, g ∈ B are of disjoint type. Suppose also that
F (resp. G) are logarithmic transforms of f (resp. g) that are quasiconformally
equivalent. Then there is a quasiconformal map ϑ : C → C and a domain U with
J(f) ⊂ U and J(g) ⊂ ϑ(U), such that ϑ ◦ f = g ◦ ϑ in U .

Proof. Let Θ be the quasiconformal map from Theorem 3.1. Set

ϑ(z) =

{
(exp ◦ Θ ◦ log)(z), for z 6= 0

0, for z = 0.

This is well-defined by (3.1). Set U = expV , where V is the domain of F . It can
be seen that ϑ has the necessary properties. �

It is useful for later in the paper to define another subset of the escaping set of a
transcendental entire function. For a transcendental entire function f , and R > 0,
we define

(3.2) X(f) := {z ∈ C : ∃ ` ∈ N such that |fn+`(z)| ≥ expn(R) for n ∈ N}.
It can be shown that this definition is independent of the choice of R > 0. A set
similar to X(f) (denoted by B(f)) was used in [4, Proof of Theorem 1.2]. For some
functions, including all functions of finite order, we have X(f) = A(f). This is not
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the case in general; unlike A(f), the set X(f) can be empty. It is not hard to see
that X(f) 6= ∅, for f ∈ B.

We require the following, which is slightly more general than is required, and
may be of independent interest.

Theorem 3.3. Suppose that f, g are transcendental entire functions, and that the
map ϑ : C → C is a homeomorphism. Suppose that ϑ ◦ f = g ◦ ϑ in a domain U
such that J(f) ∪ I(f) ⊂ U and J(g) ∪ I(g) ⊂ ϑ(U). Then

ϑ(J(f)) = J(g), ϑ(I(f)) = I(g), and ϑ(A(f)) = A(g).

If, in addition, ϑ is quasiconformal, then ϑ(X(f)) = X(g).

Remark. Even with U = C, this result does not appear to have been used in the
literature.

Proof of Theorem 3.3. First, suppose that ϑ is a homeomorphism. The facts that
ϑ(J(f)) = J(g) and ϑ(I(f)) = I(g) are easily shown.

To show that ϑ(A(f)) = A(g), we use the fact from [20, Corollary 2.7] that

(3.3) A(f) := {w ∈ C : ∃ ` ∈ N such that fn+`(w) /∈ T (fn(D)), for n ∈ N},

where D is a domain that meets J(f). Here, if V ⊂ C, we use T (V ) to denote the
union of V with all bounded components of the complement of V .

Because of the symmetry of the hypotheses, it is only necessary to prove that
ϑ(A(f)) ⊂ A(g). Choose w ∈ A(f), and let z = ϑ(w). Let D ⊂ U be a domain
that meets J(f). Since ϑ(J(f)) = J(g), it follows that D′ := ϑ(D) meets J(g).

Then, by (3.3), there exists ` ∈ N such that

fn+`(w) ∈ U \ T (fn(D)), for n ∈ N.

We deduce that

(3.4) ϑ−1(gn+`(z)) ∈ U \ T (ϑ−1(gn(D′))), for n ∈ N.

It can be seen that if ψ : C→ C is a homeomorphism, and V ⊂ C is a domain,
then ψ(T (V )) = T (ψ(V )); this follows immediately from the fact that ψ induces a
bijection between the set of bounded complementary components of V and the set
of bounded complementary components of ψ(V ).

It then follows from (3.4) that

gn+`(z) ∈ ϑ(U) \ T (gn(D′)), for n ∈ N.

We can deduce from this that z ∈ A(g) as required.
For the final part of the proposition, suppose that ϑ is quasiconformal. It follows

from the fact that ϑ is quasiconformal, and so Hölder continuous, that there exist
R0 > 0 and s > 0 such that

(3.5) |ϑ(z)| > |z|s, for |z| > R0.

Because of the symmetry of the hypotheses, it is only necessary to prove that
ϑ(X(f)) ⊂ X(g). Choose w ∈ X(f), and let z = ϑ(w). Choose R > R0, and also
R′ > R0 sufficiently large that (expn(R′))s ≥ expn(R), for n ∈ N.

Then, by definition, there exists ` ∈ N such that

(3.6) |fn+`(w)| ≥ expn(R′), for n ∈ N.



THE TOPOLOGY OF THE SET OF NON-ESCAPING ENDPOINTS 11

It then follows by (3.5) and (3.6) that

|gn+`(z)| = |ϑ(fn+`(w))|,

≥ |fn+`(w)|s,
≥ (expn(R′))s,

≥ expn(R).

It is easy to deduce from this that z ∈ X(g) as required. �

4. Proof of Theorem 1.1

In this section we prove Theorem 1.1. We only consider the case where f ∈ B
is of disjoint type and finite order. The proof in the case that f is a composition
of such functions uses techniques similar to those used in [16], and is omitted for
reasons of simplicity.

Suppose then that f ∈ B is of disjoint type and finite order. Let F be a loga-
rithmic transform of f . We begin by fixing a function in Bnlog which is quasicon-
formally equivalent to F . To do this, first choose L > 1 sufficiently large so that
g(z) := f(z)/L is of disjoint type, and also is such that

(4.1) S(g) ∪ {g(0)} ⊂ D ⊂ {z : |z| ≤ e2} ⊂ F (g).

Let G be the logarithmic transform of g which is a conformal map from each
component of T := G−1(H) to H. It follows from [7, Lemma 1] that there exists
R0 > 0 such that |G′(z)| ≥ 2, for all z ∈ T such that ReG(z) ≥ R0. Replacing
g with the function z → e−R0g(z) is equivalent to replacing G with the function
z → G(z)−R0. It follows that, by choosing a larger value of L if necessary, we can
assume both that (4.1) holds, and that G is normalised.

The following lemma is central to the proof of our theorem.

Lemma 4.1. Let G ∈ Bnlog be as above. Then every point in EM (G) can be sepa-

rated from infinity by a continuum γ ⊂ EM (G)c = A(G) ∪ J(G)c.

Remarks.

(a) Recall that the fact that γ ⊂ A(G) ∪ J(G)c separates a point z ∈ EM (G)
from infinity means that z and infinity are separated in EM (G) ∪ {∞} (see
Definition 2.8).

(b) In fact, the stronger conclusion that every point in C can be separated from
infinity by a continuum in AR(G) ∪ J(G)c can be proved, where AR(G) is a
so-called level set; see [20]. We do not require this additional detail.

Proof of Lemma 4.1. The fact that EM (G)c = A(G) ∪ J(G)c is a consequence of
the fact that G is of disjoint-type, together with Theorem A (applied to g).

Since the tracts of G have uniformly bounded slope, equation (2.1) holds, for
some α, β > 0 which depend only on G, whenever the points G(w) and G(z) lie in
the same tract of G. Let ε > 0 and M > 0 be the constants from Lemma 2.4 for
these values of α and β, and with K = 2. We also define the function

(4.2) τ(r) := exp(εr).

Let T0, T1, . . . be the tracts of G. Choose

R′ > max

{
log 10

9ε
, 4M

}
.
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Since G is of finite order, it is easy to see that there exist δ > 0 and r0 > 0 such
that

r < M(r,G) ≤ eδr, for r ≥ r0.
It then follows from [16, Lemma 3.4] that, increasing R′ if necessary, we can assume
that

(4.3) τn(R′) ≥Mn(r0, G), for n ∈ N.
For simplicity, set G(z) = 0, for z /∈ T , so that G(C \ T ) ⊂ C \ T . Define

B :=
⋂
k≥0

{z ∈ C : ReGk(z) ≥ τk(R′) or Gk(z) /∈ T }.

Note that B is closed, and that Bc ⊂ T .
We shall prove that all components of the complement of B are bounded. Sup-

pose, by way of contradiction, that Bc has an unbounded component, say Γ. Note
that Γ ⊂ T , and so there is a tract T0 of G such that Γ ⊂ T0.

Since Γ is unbounded and open, there exist points z′0, z
′′
0 , z
′′′
0 ∈ T0 and a curve

γ0 ⊂ Γ joining z′0, z
′′
0 and z′′′0 such that the following all hold.

• Re z′0 = a0 > R′.
• Re z′′0 = 3a0 +M .
• Re z′′′0 = 9a0 + 4M .
• γ0 ⊂ {z ∈ T0 : Re z ∈ [a0, 9a0 + 4M ]}.

We next use induction to prove that there is a sequence of curves (γk)k≥0 such
that the following all hold, for k ≥ 0.

(a) γk+1 ⊂ G(γk).
(b) γk joins points z′k, z

′′
k and z′′′k .

(c) Re z′k = ak > τk(R′).
(d) Re z′′k = 3ak +M .
(e) Re z′′′k = 9ak + 4M .
(f) There is a tract Tk such that γk ⊂ {z ∈ Tk : Re z ∈ [ak, 9ak + 4M ]}.

We need to prove that if this claim holds for all 0 ≤ j ≤ k, then it also holds
for j = k + 1. Assume that curves with properties (a)–(f) have been constructed
for 0 ≤ j ≤ k. Note that it follows from (a) and (c) that if γ′k is the component of
G−k(γk) contained in γ0, then ReGn(z) > τn(R′), for z ∈ γ′k and 0 ≤ n ≤ k. Since
γ0 ∩ B = ∅, it follows by (c) that G(γk) ⊂ T and so, in particular, there is a tract
Tk+1 such that G(γk) ⊂ Tk+1. By (4.1) we have ReG(z) > 2, for z ∈ γk.

It follows from Lemma 2.4, with K = 2 and z = z′k, that

ReG(w) > 2 exp(εRew) > τ(Rew), for w ∈ γk ∩ {z : Re z ≥ 3ak +M}.
A second application of Lemma 2.4, with K = 2, w = z′′′k , and z = z′′k , gives, by

(c) and the choice of R′, that

ReG(z′′′k ) > exp(ε(9ak + 4M)) ReG(z′′k )

> 10 ReG(z′′k )

> 9 ReG(z′′k ) + 4M.

Our claim then follows immediately.

By Lemma 2.9, there exists ζ ∈ γ0 such that ReGn(ζ) ≥ τn(R′), for n ∈ N.
This implies that ζ ∈ B, which is a contradiction. This completes the proof that
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all components of the complement of B are bounded.

We next claim that B ⊂ A(G) ∪ J(G)c. For, if z ∈ B ∩ J(G), then it follows
from (4.3), together with the definition of B, that

ReGn(z) ≥ τn(R′) ≥Mn(r0, G), for n ∈ N,

and so z ∈ A(G) as required.

Finally, suppose that z ∈ EM (G). Since EM (G) = J(G) \ A(G) ⊂ Bc, we can
let X be the component of Bc containing z. We know that this set is bounded.
Since B is closed, it follows that ∂X is a continuum in B ⊂ A(G) ∪ J(G)c which
separates z from infinity, as required. �

Proof of Theorem 1.1 in the case that f is a finite order function of disjoint type.
Let F be a logarithmic transform of f , and let G be as above. Then F and G are
both of disjoint type, and are clearly quasiconformally equivalent. Let ϑ be the
quasiconformal map that results from Proposition 3.2.

First we claim that every point in EM (f) can be separated from infinity by
a continuum γ ⊂ A(f) ∪ F (f). For, suppose that z ∈ EM (f). It follows from
Theorem 3.3 that ϑ(z) ∈ EM (g). Let w be such that expw = ϑ(z) (recall that
0 = ϑ(0) ∈ F (g)). Since G is of disjoint type, w lies in EM (G). It follows by
Lemma 4.1 that w can be separated from infinity by a continuum γ′ ⊂ A(G)∪J(G)c.
Then γ = ϑ−1(exp γ′) has the required properties. This completes the proof of the
claim.

It remains to prove that EM (f)∪{∞} is totally separated. Since, by Theorem A,
J(f) is Cantor bouquet, the set E(f) is totally separated. Moreover, it follows from
the above that each point of EM (f) is separated from infinity in EM (f) ∪ {∞}.
The result then follows by Lemma 2.7. �

5. Functions which may be of infinite order

This section concerns functions, which may be of infinite order, for which the
tracts of a logarithmic transform have certain geometric properties that allow us
to obtain similar results on the endpoints. We first show that the endpoints are
defined in the same way as before, by proving Theorem B.

Proof of Theorem B. Let F be a logarithmic transform of f . For some L > 0,
let g(z) := f(z)/L, and let G be a logarithmic transform of g. By choosing L
sufficiently large, we can assume that G is of disjoint type, is normalised, and its
tracts have uniformly bounded slope and uniformly bounded wiggling. It can then
be deduced from [2, Corollary 6.3] that J(G) is a Cantor bouquet.

Moreover, [22, Theorem 4.7] gives that each connected component of J(G) is a
closed arc to infinity all of whose points except possibly the finite endpoint lie in
the escaping set. Since g is of disjoint type these properties also hold for J(g). It
follows by Proposition 3.2 and Theorem 3.3 that the same is true of J(f).

We now assume that f has one tract and a logarithmic transform of f has tracts
of bounded slope, bounded wiggling and bounded gulfs, and so the same is true
for g. It follows by [16, Remark 3 after Theorem 5.2] that every point z ∈ I(G)
can be connected to infinity by a curve γ ∈ I(G) such that γ \ {z} ⊂ A(G). We
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can deduce that each curve in J(f), except possibly its endpoint, lies in the fast
escaping set. �

In order to prove the first part of Theorem 1.2 we need the following result.
Recall the definition of the set X(f) in (3.2)

X(f) := {z ∈ C : there exists ` ∈ N such that |fn+`(z)| ≥ expn(R) for n ∈ N}.
We have the following.

Lemma 5.1. Suppose that f is a disjoint-type function, and the tracts of a trans-
form of f have uniformly bounded slope and uniformly bounded wiggling. Then
(E(f) \X(f)) ∪ {∞} is totally separated.

Proof. This result is a consequence of the following observation. In the proofs
of [16, Theorem 1.2] and Theorem 1.1, the assumption of finite order is used in
two ways. The first is to deduce that the tracts of the function have uniformly
bounded slope and uniformly bounded wiggling, and then to argue from this that
certain points escape to infinity faster than an iterated exponential. The second is
to deduce from this that these points are, in fact, in the fast escaping set. If we
omit the assumption of finite order, and instead assume only that the tracts have
uniformly bounded slope and wiggling, we still obtain the first of these two facts.

In particular, it follows from Theorem B that J(f) is a Cantor bouquet. By
following the proof of [16, Theorem 1.2], we can deduce that

E(f) \X(f) = J(f) \X(f).

The rest of the proof is then very similar to the proof of Theorem 1.1, and is
omitted. �

Suppose now that f is of disjoint type and has only one tract. Suppose also that
the tracts of a transform F of f have bounded slope, bounded wiggling and bounded
gulfs. As in Section 4 we choose L > 1 sufficiently large so that g(z) := f(z)/L is
of disjoint type, and also equation (4.1) holds.

Let G be a logarithmic transform of g. As before, we can assume both that
(4.1) holds, and that G is normalised, i.e. G ∈ Bnlog. Note that since f has only one
tract, all the tracts of G are 2πi translates of each other. We can assume, then, that
the tracts of G have uniformly bounded slope with constants α, β > 0, uniformly
bounded wiggling with constants K ′ > 1 and µ > 0, and finally uniformly bounded
gulfs with constant C > 1. Let ε,M be the constants from Lemma 2.4, for these
values of α and β, and with K = 2. Note also that

(5.1) M(r,G) = max
w∈Tn,Rew=r

ReG(w), for r > 0, n ≥ 0.

The following lemma is somewhat familiar.

Lemma 5.2. Every point in EM (G) can be separated from infinity by a continuum
γ ⊂ A(G) ∪ J(G)c.

Proof. Let T0, T1, . . . be the tracts of G, and let T denote the union of the tracts.
Again we fix G(z) = 0, for z /∈ T .

We let pn be the point of ∂Tn such that G(pn) = 0, and note that these points
are 2πi translates of each other. Set p = Re pn, for some n ∈ N. Let p′ = max{p, 1}.
Let D > 1 be the constant from Lemma 2.5, and set ε′ = (4DK ′)−1 < 1.

For simplicity we first prove the following.
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Proposition 5.3. Suppose that T is a tract of G, x2 > max{2µK ′, 2DK ′p′}, and
x1 ∈ (p′, x2

2DK′ ). If γ ⊂ T is a curve which includes a point of real part x1 and a
point of real part x2, then

γ ∩ Lp,t 6= ∅, for t ∈
[
Dx1,

x2
2K ′

]
.

Proof. Suppose that γ ⊂ T is a curve which includes a point w of real part x1 and
a point w′ of real part x2. Fix a value of t ∈

[
Dx1,

x2

2K′

]
.

By Lemma 2.5 (a) we have that Lp,t = Lw,t. Thus w lies in a bounded component
of T \ Lp,t. By way of contradiction, suppose that γ does not meet Lp,t. Then w′

also lies in the same bounded component of T \ Lp,t. Thus the geodesic joining w′

to ∞ in T contains a point w′′ with Re w′′ = t ≤ x2/2K ′. On the other hand, the
hypothesis of bounded wiggling implies that t > x2/K

′−µ. This is in contradiction
to the choice of x2. �

Choose

α1 > max
{

8π, 2Dp′,
(
−4 log(ε′(4(α+ 2))−1) + 16π

)}
,

and

α2 > max{3α1, 2DK
′p′, µK ′},

and finally

R′ > max

{
p′,

1

ε
,M, 2Dp′

}
.

Increasing R′ if necessary, we assume that M(ε′r,G) > ε′r, for r ≥ R′.
Define

B :=
⋂
k≥0

{z ∈ C : ReGk(z) ≥ 1

ε′
Mk(ε′R′, G) or Gk(z) /∈ T }.

Once again, B is closed, and Bc ⊂ T .
We shall prove that all components of the complement of B are bounded. Sup-

pose, by way of contradiction, that Bc has an unbounded component, say Γ. It
follows that there is a tract T0 of G such that Γ ⊂ T0.

Since Γ is unbounded and open, there exist points z′0, z
′′
0 , z
′′′
0 ∈ T0 and a curve

γ0 ⊂ Γ joining z′0, z
′′
0 and z′′′0 such that the following all hold.

• Re z′0 = a0 > R′.
• Re z′′0 = α1a0 and, in fact, z′′0 ∈ Lp0,α1a0 .
• Re z′′′0 = α2a0.
• γ0 ⊂ {z ∈ T0 : Re z ∈ [a0, α2a0]}.

Note that the condition that z′′0 ∈ Lp0,α1a0 follows by Lemma 2.5 (a), with z = z′0
and a = Re z′′0 , since Γ is unbounded.

We next use induction to prove that there is a sequence of curves (γk)k≥0 such
that the following all hold for k ≥ 0.

(a) γk+1 ⊂ G(γk).
(b) γk joins points z′k, z

′′
k and z′′′k .

(c) Re z′k = ak satisfies ak >
1
ε′M(ε′ak−1, G) for k ≥ 1.

(d) Re z′′k = α1ak and, in fact, z′′k ∈ Lpk,α1ak .
(e) Re z′′′k = α2ak.
(f) There is a tract Tk such that γk ⊂ {z ∈ Tk : Re z ∈ [ak, α2ak]}.
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Figure 2. The curves γk and G(γk)

We need to prove that if this claim holds for all 0 ≤ j ≤ k, then it also holds for
j = k+ 1. Assume, then, that curves with properties (a)–(f) have been constructed
for 0 ≤ j ≤ k. Note that it follows from (a) and (c) that if γ′k is the component of
G−k(γk) contained in γ0, then

ReGn(z) ≥ 1

ε′
Mk(ε′R′, G), for z ∈ γ′k and 0 ≤ n ≤ k.

Note that there is a tract Tk+1 such that G(γk) ⊂ Tk+1.
By an application of Lemma 2.4, we obtain that

ReG(z′′′k ) > exp(α2εak) ReG(z′′k ) > α2 ReG(z′′k ).

We let z′k+1 be a point of G(γk) of real part ak+1 = ReG(z′′k ), and we let z′′′k+1 be
a point of G(γk) of real part α2ak+1 < ReG(z′′′k ) (see Figure 2). We now apply
Proposition 5.3 with x1 = ak+1, x2 = α2ak+1 and t = α1ak+1 to deduce that there
is a point

z′′k+1 ∈ Lpk+1,α1ak+1
∩G(γk).

It remains to show that (c) is satisfied.

The argument is very similar to [16, proof of Theorem 5.2], but we include some
details for the reader’s convenience. Set

ck =
1

2
α1ak =

1

2
Re z′′k .

Choose wk ∈ γk ∩ Lpk,ck . Once again this is possible because of Proposition 5.3.
Let c = (4(α + 2))−1. It follows from the choice of R′, from Lemma 2.6, and

using an argument exactly as in [16, p.756] that

ReG(z′′k ) > c|G(z′′k )|.
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By the choice of constants, we have that ck/D > p′. It follows by Lemma 2.5 (b),
together with (5.1), that there is a point w′k ∈ Lpk,ck such that

ReG(w′k) ≥M(ck/D,G).

We apply Lemma 2.6 again to obtain that

|G(z′′k )|
M(ck/D,G)

≥ |G(z′′k )|
|G(w′k)|

≥ exp

(
1

4
α1ak − 4π

)
.

Hence

ReG(z′′k ) > c |G(z′′k )| ≥ c exp

(
1

4
α1ak − 4π

)
M(ck/D,G).

It then follows from our choice of α1 that

(5.2) ak+1 = ReG(z′′k ) >
1

ε′
M(ε′ak, G),

which completes the construction.

By Lemma 2.9, there is a point ζ ∈ γ0 such that

ReGn(ζ) ≥ 1

ε′
Mn(ε′R′, G), for n ∈ N.

This implies that ζ ∈ B, which is a contradiction. This completes the proof that
all components of the complement of B are bounded.

We next claim that B ⊂ A(G) ∪ J(G)c. For, if z ∈ B ∩ J(G), then it follows
from the choice of R′, together with the definition of B, that

ReGn(z) ≥ 1

ε′
Mn(ε′R′, G) ≥Mn(ε′R′, G), for n ∈ N,

and so z ∈ A(G) as required.

To complete the proof of the lemma, suppose that z ∈ J(G)\A(G). Then z ∈ Bc,
and so we can let X be the component of Bc containing z. We know that this set is
bounded. Since B is closed, it follows that ∂X is a continuum in B ⊂ A(G)∪J(G)c

which separates z from infinity, as required. �

We are now able to prove Theorem 1.2.

Proof of Theorem 1.2. The first part of the theorem follows easily from Lemma 5.1
together with the fact that X(f) ⊂ I(f).

The proof of the second part is very similar to the proof of Theorem 1.1. First
we use Theorem B, Theorem 3.3 and Proposition 5.3 to show that every point in
EM (f) can be separated from infinity by a continuum γ ⊂ A(f) ∪ F (f).

Finally, since J(f) is a Cantor bouquet we have that EM (f) ⊂ E(f) is totally
separated. We can then use the argument from the proof of Theorem 1.1 to show
that EM (f) ∪ {∞} is totally separated. �
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6. Proof of Theorem 1.3

It follows from [6, Theorem 2] that J(g) = π(J(f)), and so π is a local home-
omorphism from J(f) to J(g). In particular, E(g) = π(E(f)). Note also that
A(g) ⊂ π(A(f)) [6, Theorem 5]. It follows by Theorem A and Theorem C that
EM (g) ⊃ π(EM (f)).

Suppose that z ∈ EM (f). We claim that there is a bounded continuum in
A(f) ∪ F (f) which separates z from infinity.

Let w = π(z). Then, by the above, w ∈ EM (g). Hence, by the construction in
the proof of Theorem 1.1, there exists a continuum γ ⊂ A(g)∪F (g) that separates
w from infinity. Since 0 ∈ F (g), we can assume that 0 /∈ γ. Let X be the bounded
complementary component of γ which contains w.

We now have two cases. On one hand, suppose that 0 /∈ X. Then the component,
X ′ say, of π−1(X) that contains z is bounded. We let γ′ = ∂X ′, so that γ′ is a
continuum in A(f) ∪ F (f) that separates z from infinity, as required.

On the other hand, suppose that 0 ∈ X. The preimage under π of ∂X is an
unbounded continuum, which separates the preimage, Y , of X (which includes z)
from the rest of the plane. Note that Y contains a half-plane which is compactly
contained in F (f) (since 0 is an attracting fixed point of g). Call this half-plane
Y ′. Note that the Fatou set of f consists of one completely invariant Baker domain
(see [16, Remark 2 after Theorem 4.1]).

Now, ∂X cannot lie in A(g), because, if so, then ∂X lies in J(g), and F (g) is an
unbounded domain that contains the origin. Hence ∂X contains a point in F (g),
say t′. It follows that ∂Y contains infinitely many (periodic) preimages of t′, say
tn, n ∈ Z, each of which lies in F (f).

Since F (f) is connected, we can join t0 to ∂Y ′ by a simple curve ω0 ⊂ Y ∩F (f).
The periodic copies of ω0 give a collection of curves in Y ∩ F (f), (ωn)n∈Z, each of
which joins ∂Y ′ to tn.

Set

Γ′ := ∂Y ∪ ∂Y ′ ∪
⋃
j∈Z

ωj .

Then z lies in a bounded component, say K, of the complement of Γ′. Then ∂K
is the required bounded continuum in A(f)∪F (f) which separates z from infinity.
This completes the proof of the claim.

Since J(f) is a Cantor bouquet, we have that E(f) is totally separated. Hence
the result follows by Lemma 2.7.

7. Hyperbolic functions

To prove Theorem 1.4, we require the following, which is part of [15, Theo-
rem 5.2]. This establishes a semiconjugacy between the Julia set of a hyperbolic
function and the Julia set of a certain disjoint-type function.

Theorem 7.1. Suppose that f ∈ B is hyperbolic. Then there exists L > 0 such
that the following holds. Set g(z) = f(z/L). Then g is of disjoint type, and there
exists a continuous surjection ϑ : J(g)→ J(f) such that f ◦ ϑ = ϑ ◦ g. Moreover ϑ
is a homeomorphism from I(g) to I(f), and ϑ(z)→∞ as z →∞.

Remark. The fact that ϑ(z) → ∞ as z → ∞ is not stated in [15, Theorem 5.2],
but is an immediate consequence of [15, Equation 5.2].
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We require the following additional property of the map ϑ in Theorem 7.1.

Proposition 7.2. Suppose that the maps f, g and ϑ are as in the statement of
Theorem 7.1. Then ϑ is a homeomorphism from A(g) to A(f).

Remark. It does not seem possible to use Theorem 3.3 here, since the function ϑ
is only defined on the Julia set.

Proof of Proposition 7.2. We show that ϑ(A(g)) ⊂ A(f). The proof of the reverse
inclusion A(f) ⊂ ϑ(A(g)) is very similar, and is omitted.

We note first, by [15, equation (5.2)], that there is a constant C > 0 and a
domain W , which contains a neighbourhood of infinity, such that

(7.1) distW (w, ϑ−1(w)) ≤ C, for w ∈ J(f).

Here distW (w, z) denotes the hyperbolic distance in W between points w and z.
It can be shown, using for example [14, Theorem 4], that there are constants

C ′, R0 > 0 such that the hyperbolic density in W , denoted by ρW , satisfies

(7.2) ρW (w) ≥ C ′

|w| log |w|
, for |w| > R0.

Without loss of generality, we can assume that R0 is chosen sufficiently large that
|w| > R0 implies that |ϑ−1(w)| > 1. We claim that there is a constant C ′′ ∈ (0, 1]
such that

(7.3) |w| ≥ |ϑ−1(w)|C
′′
, for w ∈ J(f) such that |w| > R0.

To prove this claim, suppose that w ∈ J(f) and that |w| > R0. We can assume
that |w| < |ϑ−1(w)|, as otherwise there is nothing to prove. By (7.1) and (7.2), we
have

C ≥ distW (w, ϑ−1(w)) ≥
∫ |ϑ−1(w)|

|w|

C ′

t log t
dt = C ′ log

log |ϑ−1(w)|
log |w|

.

The claim then follows with C ′′ = exp(−C/C ′).
We also have that M(RL, g) = M(R, f), for R > 0. Hence if R > R0 is

sufficiently large that M(R, f) > R, then we can choose R′ > 0 such that

(7.4) Mn(R′, g) > Mn(R, f), for n ∈ N.

Now, suppose that z ∈ A(g), and set w = ϑ(z). Note that z ∈ I(g), and so
w ∈ I(f) because ϑ is a homeomorphism from I(g) to I(f). Without significant
loss of generality, we can suppose that all iterates of z under g, and all iterates of
w under f , are of modulus greater than R. Since z ∈ A(g), there is an ` ∈ N such
that

|gn+`(z)| ≥Mn(R′, g), for n ∈ N.
Hence, by (7.4), together with the fact that f, g are conjugate,

|ϑ−1(fn+`(w))| ≥Mn(R′, g) > Mn(R, f), for n ∈ N.

It then follows by (7.3) that

|fn+`(w)| > (Mn(R, f))C
′′
, for n ∈ N.

By well-known properties of the maximum modulus function, we can deduce
from this that w ∈ A(f), as required. �
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Proof of Theorem 1.4. Let g be as in the statement of Theorem 7.1. It follows from
Theorem A and Theorem 1.1 that

EM (g) ∪ {∞} = J(g) \A(g) ∪ {∞}
is totally separated. In particular (I(g) \ A(g)) ∪ {∞} is totally separated, since,
as is well-known, I(g) ⊂ J(g).

The map ϑ of Theorem 7.1 is a homeomorphism from I(g) to I(f) and, by
Proposition 7.2, is also a homeomorphism from A(g) to A(f). Set ϑ(∞) = ∞, so
that ϑ is a homeomorphism

ϑ : (I(g) \A(g)) ∪ {∞} → (I(f) \A(f)) ∪ {∞}.
We can deduce, for example by [1, Observation 2.2], that (I(f) \ A(f)) ∪ {∞}

is totally separated. The result then follows, since [16, Theorem 1.2] implies that
EQ(f) = I(f) \A(f). �

Remark. It is well-known that f ∈ B is hyperbolic if and only if the postsingular
set P (f) is compactly contained in the Fatou set. A larger class of functions are
those f ∈ B such that P (f) ∩ F (f) is compact and P (f) ∩ J(f) is finite; these
are known as subhyperbolic. Mihaljević-Brandt [12, Theorem 5.1] showed that the
semiconjugacy of [15, Theorem 5.2] can be constructed in this larger class. She
also showed [12, Corollary 1.3] that if f is strongly subhyperbolic, then J(f) is
a pinched Cantor bouquet. It can then be deduced that the hypothesis that f
is hyperbolic in Theorem 1.4 can be replaced by the weaker assumption that f
is strongly subhyperbolic. We refer to [12] for precise definitions of terms in this
remark.

8. Spiders’ webs

Before proving Theorem 1.5, we first prove the following.

Theorem 8.1. Suppose that f is a transcendental entire function, and that X ⊂ C
has no bounded components, and is such that f(X) ⊂ X. If there is a bounded
domain G such that G ∩ J(f) 6= ∅ and ∂G ⊂ X, then X is a spider’s web.

Proof. For each n ∈ N, let Gn = T (fn(G)). We show that there exists a subse-
quence (nk)k∈N such that

(8.1) Gnk
⊂ Gnk+1

and ∂Gnk
⊂ X, for k ∈ N, and

⋃
k∈N

Gnk
= C.

To achieve this, let (Rn)n∈N be a sequence of positive real numbers tending to
infinity. We define the sequence (nk)k∈N inductively as follows. First we choose n1
sufficiently large that {z ∈ C : |z| < R1} ⊂ Gn1

; this is possible because G meets
J(f), and by the well-known “blowing-up” property of the Julia set. Next, if nk is
defined, then we choose nk+1 sufficiently large that

{z ∈ C : |z| < Rk+1} ∪Gnk
⊂ Gnk+1

;

this is possible for the same reason.
Now, for each n ∈ N, ∂Gn ⊂ ∂fn(G) ⊂ fn(∂G), since G is a bounded domain.

Also, as ∂G ⊂ X and f(X) ⊂ X, we have that

∂Gn ⊂ fn(∂G) ⊂ X, for n ∈ N.
We can then deduce that (8.1) holds.
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The fact that X is a spider’s web can quickly be deduced from (8.1), together
with the fact that X has no bounded components. �

Proof of Theorem 1.5. In the proof of Theorem 1.1 we showed that every point of
EM (f) can be separated from infinity by a continuum γ ∈ A(f) ∪ F (f). Choose
any point in z ∈ EM (f), and let G to be the component of the complement of γ
containing z. Then z ∈ J(f) and ∂G ⊂ (A(f) ∪ F (f)).

It is well-known that f(A(f)) ⊂ A(f) and f(F (f)) ⊂ F (f). All components of
A(f) are unbounded, by [18, Theorem 1]. Since f is of disjoint-type, F (f) has one
component which is unbounded.

It follows by Theorem 8.1 that A(f) ∪ F (f) is a spider’s web. �

9. An example

In this section we briefly discuss the dynamics of maps in the family gλ. Recall
that this family was defined in (1.1) by

gλ(z) := λz2 exp(z − z2), for λ > 0.

It is easy to see that these functions have finite order.
It can be shown by a calculation that if λ ∈ (0, 1), then the function gλ is a

disjoint type function, and so the hypotheses of Theorem 1.1 are satisfied; see the
top image of Figure 3.

Suppose next that λ is close to, but greater than, one. In this case gλ has
one asymptotic value, at the origin, and three critical values; zero, pλ > 1, and
qλ ∈ (0, 1). There is a superattracting fixed point at the origin, and qλ lies in the
(unbounded) immediate attracting basin of this point. There is also an attracting
fixed point slightly greater than one, and pλ lies in the immediate attracting basin,
U , of this point. It follows that gλ is hyperbolic. It also follows, by [5, Theorem
1.10], that U is a bounded Jordan domain (in fact a quasidisc). Hence the conclusion
of Theorem 1.1 does not hold, since ∂U ⊂ EM (gλ); see the lower image of Figure 3.

Finally, in the case that λ = 1, there is a parabolic fixed point at 1, and p1 lies in
the immediate parabolic basin of 1, V say. It follows that g1 is not hyperbolic. We
note that this function lies in a class of functions called parabolic in forthcoming
work by Alhamd. Combining her work with techniques in the proof of [5, Theorem
1.10], it seems likely that it can be shown that V is bounded. Hence the conclusion
of Theorem 1.1 does not hold; see the middle image of Figure 3.

Acknowledgment: The authors are grateful to Dan Nicks and Lasse Rempe-Gillen
for many useful discussions, and to Simon Albrecht for a detailed reading of a draft.
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(a) J(g0.995)

(b) J(g1)

(c) J(g1.1)

Figure 3. These figures show Julia sets, in black, for functions
in the family gλ defined in (1.1). In each the top left corner is at
−0.35 + 1.2i and the bottom right corner is at 2.23− 1.2i.
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[2] Barański, K., Jarque, X., and Rempe, L. Brushing the hairs of transcendental entire

functions. Topology Appl. 159, 8 (2012), 2102–2114.
[3] Bergweiler, W. Iteration of meromorphic functions. Bull. Amer. Math. Soc. 29, 2 (1993),

151–188.

[4] Bergweiler, W. Lebesgue measure of julia sets and escaping sets of certain entire functions.
Preprint, arXiv:1708.02819 (2017).

[5] Bergweiler, W., Fagella, N., and Rempe-Gillen, L. Hyperbolic entire functions with
bounded Fatou components. Comment. Math. Helv. 90, 4 (2015), 799–829.

[6] Bergweiler, W., and Hinkkanen, A. On semiconjugation of entire functions. Math. Proc.

Cambridge Philos. Soc. 126, 3 (1999), 565–574.
[7] Eremenko, A. E., and Lyubich, M. Y. Dynamical properties of some classes of entire

functions. Ann. Inst. Fourier (Grenoble) 42, 4 (1992), 989–1020.

[8] Evdoridou, V. Fatou’s web. Proc. Amer. Math. Soc. 144, 12 (2016), 5227–5240.
[9] Evdoridou, V., and Rempe-Gillen, L. Non-escaping endpoints do not explode. Preprint,

arXiv:1707.01843v1 (2017).

[10] Mart́ı-Pete, D. Escaping points and semiconjugation of holomorphic functions. In prepara-
tion (2018).

[11] Mayer, J. An explosion point for the set of endpoints of the Julia set of λ exp(z). Ergodic

Theory Dynam. Systems 10, 1 (1990), 177–183.
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