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Abstract—Phasor measurement units represent the most ad-
vanced measurement devices in ac power systems. Their most
important feature is permitting to estimate synchrophasor, fre-
quency and rate of change of frequency of voltages and currents
in a shared, synchronized timescale. Most of the estimation
algorithms have been designed to operate with a unique signal;
however, ac power systems are inherently three-phase and weakly
unbalanced during regular operation. Therefore, these three-
phase signals benefit from peculiar properties than can be
leveraged by specifically suited measurement algorithms. For
this reason, space vector based techniques have been proposed.
Usually, the reference frame is supposed to be stationary or
rotating at the rated angular frequency. This work proposes
to exploit measurements performed in a previous reporting
instant in order to generate the instantaneous angular position
of the reference frame, so that it tracks the phase evolution of
the positive sequence synchrophasor. A P class implementation
is reported, and the results highlight excellent performance.
Accuracy is remarkable even under conditions going well beyond
those required by compliance tests.

Keywords—phasor measurement units, synchrophasor estima-
tion, frequency measurement, voltage measurement, current mea-
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I. INTRODUCTION

Phasor Measurement Units (PMUs) are being installed
in the power transmission networks all around the world
since they allow measuring synchronized phasors, frequency
and Rate of Change of Frequency (ROCOF) and thus they
are considered as fundamental blocks of modern wide area
monitoring architectures [1]. The peculiar features of PMUs
permit designing innovative network management applications,
and this has stimulated, in perspective, the interest towards
their employment also in distribution grids.
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The synchrophasor standard (IEEE C37.118.1 [2] and its
amendement [3]) defines the signals, the accuracy indexes
and the corresponding limits for evaluating the performances
of PMU algotirhms both under steady-state and dynamic
conditions. The underlying idea is to translate requirements
that allow covering different application fields in terms of
simple tests. On the one hand, PMU designs have to cope
with the wide range of operating scenarios that may occur
in power systems; on the other hand, fast dynamics and
robustenss to disturbances are conflicting requirements that
have to be carefully balanced according to the purpose. For
this reason, [2] introduces two performance classes. P class is
devoted to relaying applications, thus requiring fast response
and low latency. M class, favoring high accuracy, is intended
for measurement applications.

The importance of PMUs in power systems has trig-
gered the research towards different aspects of their design,
and in particular on the implemented algorithms that play
a fundamental role in performance. In this respect, many
proposals have emerged in the last decade (see [4] for a review)
as far as synchrophasor, frequency and ROCOF estimation
techniques are concerned. Different approaches have been
employed: discrete fourier transform (DFT) [2], interpolated
DFT (IpDFT) [5], iterative IpDFT [6], compressive sensing
on DFT [7], cascade boxcar filtering [8], dual channel design
for simultaneous class P and M compliance [9].

Recently, techniques that leverage the three-phase char-
acteristics of electrical signals to improve the effectiveness
of estimation algorithms have been proposed by the authors
of this work [10]. In [11], positive sequence synchrophasor,
frequency and ROCOF measurements are obtained by com-
puting the space vector (SV) in a reference frame that rotates
at the rated angular frequency and by filtering its magnitude
and phase angle with FIR filters (including first and second
order differentiators). In [12], the SV is used as a complex
input to the IpDFT algorithm. Estimation is improved thanks
to the considerably lower amplitude of the image component.



Similarly [13] proposes to use Taylor-Fourier filters on the
SV computed in a stationary reference frame, with remarkable
advantages in terms of computational burden.

SV based techniques have been proposed also by other
researchers; for example, in [14] the SV transformation on
a stationary reference frame is used to compute the posi-
tive sequence synchrophasor. In [15] the positive sequence
synchrophasor is instead measured by means of three-phase
demodulation in a rotating reference frame.

Another significant approach used to deal with off-nominal
frequency conditions and slow phase modulations is repre-
sented by frequency-tracking [8], [9], where feedback allows
a continuous tuning of the procedure by following frequency
variations. Phase locked loops (PLLs) can be used to measure
synchrophasor [16], frequency [17] or to increase the perfor-
mance of PMU algorithms based on Taylor-Fourier filters [18].

In this paper, a digital PLL is employed in order to
enhance the accuracy of SV-based estimation algorithms [11].
The basic idea is to employ measurements in the preceding
reporting instant to construct the instantaneous position of a
rotating reference frame. The SV transormation is performed
on this reference frame while positive sequence synchrophasor,
freqeuncy and ROCOF estimates are obtained by filtering its
magnitude and phase. Continuous phase tracking allows using
filters having narrower passband without suffering from signif-
icant scalloping loss. In turns, this results in a more effective
compromise between disturbance rejection and measurement
bandwith. Two different P-class compliant implementations are
presented and their performances are evaluated by applying
test signals going beyond the requirements of the IEEE syn-
chrophasor standard.

II. DYNAMIC SYNCHROPHASOR AND SV APPROACH

Dynamic performance tests for PMUs were firstly in-
troduced by the 2011 revision of the IEEE synchrophasor
standard [2]. The underlying concept is that a typical electrical
signal z(t) in an ac power system can be modeled as a sine
wave at the rated frequency fy modulated both in magnitude
and phase; an unwanted term d(¢) containing harmonic and
non-harmonic disturbances may be present. In terms of equa-
tions:

2(t) = V2X(t) cos(wot + (1)) + d(t) (1)

where wy = 27 fo. The target of PMU techniques is to estimate
X (t) and o(t) as well as its first and second order deriva-
tives (thus allowing frequency and ROCOF measurements)
referred to to the coordinated universal time scale (UTC).
Xg(t) = X(t)e?*® is the dynamic synchrophasor associated
with the signal z(¢). The challenge that estimation techniques
have to face is ensuring extended measurement bandwidth
together with high disturbance rejection; several proposals can
be found in the literature. Considering sinusoidal steady-state
operation at the frequency f (and rated angular frequency w)
characterized by the phasor X, the time-domain signal can be
written as:

1 _ . _ .
z(t) = ﬁ [Xej(w—wo)) + X*e_J(W+W0)):| )

where * denotes the complex conjugate operator. Recall-
ing the signal model (1), the synchrophasor is Xg(t) =

X (t)e?(@=o)t Tt should be noticed that if the synchrophasor is
obtained by filtering, the negative frequency image component
acts as a large disturbance which has to be suppressed.

Many applications only require estimating the positive
sequence synchrophasor, as well as frequency and its rate
of change. In this case, SV based techniques are extremely
attractive, since they exploit the three-phase peculiarities of
electrical quantities. Furthermore, the computation of per-
phase synchrophasors is avoided, with clear advantages in
terms of computational burden. A generic three-phase signal
can be written using a compact vector form as follows:

mabc(t) == [ xb(t) (3)

Ze(t)

where z,(t) (p € {a,b,c}) is the phase p signal that can be
decomposed as in (1).

SV-based techniques require applying the SV transforma-
tion to the three-phase samples. A UTC synchronized rotating
reference frame is considered, and the complex-valued SV
signal gy is obtained:

Tsyv(t) =

=/2[1 a a® |@a.(t) e I8 4)

where @ = e727/3 while B(t) represents the instantaneous
angular position of the rotating reference frame. In [10] and
[11] B(t) = wot was considered. Remembering that power
systems are weakly unbalanced, the SV signal can be written
as:

Ty (t) = Xy s(t) + dsv (t) (5)

X, s is the positive sequence synchrophasor, while dgy-(t)
is a complex disturbance due to harmonic, non-harmonic
components and unbalance. It is particularly interesting to
obtain the expression of the SV under sinusoidal steady-
state conditions characterized by the symmetrical components
X, X_, X, and the frequency f (or the corresponding angu-
lar frequency w). Under these assumptions:

Fov(t) = Xyed@—wolt | gx p=ilwtwo)t ©)

In this case, the positive sequence synchrophasor results
X,s = X, e/@ @)t The zero sequence term does not
affect the synchrophasor estimate, while the negative sequence
component plays the role of disturbance.

It should be noticed that (6) is similar to (2), but the
negative frequency component is considerably smaller in this
case thanks to the quasi three-phase symmetry. This makes the
synchrophasor estimation considerably easier.

The SV algorithm presented in [11] exploits the demod-
ulation effect of the rotating reference frame. The positive
sequence term results in slowly changing real and imaginary
parts (thus also magnitude and phase), therefore it can be
extracted by proper filters as shown in Fig. 1; estimated
quantities are denoted with the subscript e.

A first filter H is applied to the real and imaginary parts of
the SV signal; it allows removing most part of disturbances.
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Fig. 1. Block diagram of SV-based PMU algorithms

Then, two FIR filters (M and P) are applied to the magnitude
and phase of the resulting signal. First and second order
limited-band FIR differentiators are used to extract frequency
and ROCOF from the phase angle. For improved accuracy,
the frequency estimate is used to compensate for scalloping
loss due to the input filter H; group delay produced by digital
filters has also to be properly managed. Details about filters,
design equations and achievable performance can be found in
[11].

III. PROPOSED ALGORITHM

The vast majority of PMU techniques are based on FIR
filtering: therefore, for each reporting instant they estimate syn-
chrophasor, frequency and ROCOF starting from N samples
of an elecrical signal. Group delay due to the algorithms is
considered during time stamping. In many cases, as in the
reference algorithms reported in [2], [3], the first operation to
be carried out is quadrature demodulation of the NV acquired
samples by means of sinewaves at the rated frequency fy. The
sampling frequency fs (and the corresponding period T5) is
typically chosen as an integer multiple of the rated frequency,
thus fs = M fy, M € N. In this way, the two quadrature
sinewaves can be stored in M-row lookup tables instead of
continuously computing trigonometric functions.

As far as SV-based algorithm, the minimum length of the
observation window that allows performing a measurement
depends on N, namely the number of taps of filter H, and
Ninaz, Which is the number of taps of the longest filter between
M, P, F' and R; in particular, N = Ng + N;q — 1. Let us
suppose that N is an odd number and that filters are designed
to introduce a constant group delay corresponding to an integer
number of samples L = (N — 1)/2.

A reference frame rotating at the rated angular speed is gen-
erally employed in SV-based algorithms, since, as explained
before, it results in lower computational burden. It should
be noticed that measurements in a reporting instant can be
exploited to forecast the synchrophasor phase during the N-
sample observation window required for the next estimation.
Under typical operating conditions, this prediction is fairly
good: the evolution of the phase angle is smooth and fur-
thermore, when a small reporting period Trr is employed,
the observation windows of consecutive measurements are
largely overlapped, being NTs considerably higher than Tgrg.
In turns, this phase forecast can be used to generate the

instantaneous position of the rotating reference frame, thus
enabling a more effective baseband demodulation.

A first possibility is to obtain 5 by exploiting the preceding
phase, frequency and ROCOF estimates. In this case, for k,n €
N, -L<n<L:

B(kTrr +nTs) = ¢4 ,5.((k — 1)Trr) +
+27nfe((k — 1)TrRr) (Trr + nTs)+

+ mROCOF, ((k — 1)TgrR) (Trg + nT;)?
(N

where o gc((k—1)Tgg), fe((k—1)Trr) (Trr +nT;) and
ROCOF, ((k—1)Tgrr) (Trr+nTs)? are, respectively, the esti-
mations of the positive sequence synchrophasor phase angle, of
the frequency and of the ROCOF in the last reporting instant.
It is also useful to write the expression of the corresponding
angular speed:

B(kTrr +nTs) =2nf.((k— 1)TrRr) +
+ 27ROCOF, ((k — 1)Trr) (Trr + nTs)
(®

ROCOF estimation is known to be particularly sensitive to
measurement noise and disturbances. Therefore, it is worth
investigating the employment of a first order expansion to
compute /[3:

B(kTrr +nTs) = ¢t 5.((k —1)Trr) +
+2m fe((k — 1)TrR) (Trr +nTs)  (9)

After having obtained the instantaneous position of the
reference frame, the SV signal can be computed as in (4);
filters H, M, P, ' and R can be used as before. Thanks
to phase tracking, scalloping loss is expected to be negligible,
thus there is no need to compensate for it. For the same reason,
filters with narrower bandwidths can be favourably employed,
since they permit better disturbance rejection without sacrific-
ing accuracy.

It should be noticed that, as from the synchrophasor
standard, phase should be measured with respect to a reference
frame rotating at the rated angular frequency wg. On the
contrary, frequency is defined in a stationary reference frame,
while ROCOF has to be evaluated in a reference frame having
constant angular speed. Therefore, assuming that £ is com-
puted with a second order expansion, introducing Ayy g,
Af. and AROCOF, as the outputs of filter P, F' and R,
respectively, positive sequence synchrophasor phase, frequency
and ROCOF can be obtained as follows:

¢y.5.¢(kTrRR) = Apy 5.0(KTrRR) + B(KTRR)
— kaTRR — 90 (10)

FolkTrr) = Af.(KTwm) + 5-B(kTrr) (1)

ROCOF, (kTrr) = AROCOF, (kTrr)
+ ROCOF,((k — 1)Trr) (12)

0o depends on the reference frame which has been em-
ployed to measure phase angles. The corresponding expres-
sions to be used when [ is obtained with a first order expansion
can be derived straightforwardly.
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IV. ALGORITHM IMPLEMENTATION

The proposed SV-based phase-tracking technique is partic-
ularly interesting as far as class P compliance has to be met.
If constant group delay FIR filters are employed, their overall
length has to be lower than four nominal power cycles because
of latency constraints [3]. Phase modulation tests have to be
carried out with modulation frequencies up to 2 Hz (50 Hz
rated frequency and 50 phasors/s reporting rate are assumed).
This means that the phase evolution has to be followed over
a time window which is shorter than 4/25 of a modulation
period. Furthermore, measurements in the previous reporting
instant are employed to forecast the phase for no more than
1/25 of a modulation period.

A class P compliant PMU algorithm has been implemented
by exploiting the previously presented approach; as in the pre-
vious paragraph, fy=50 Hz rated frequency and 50 phasors/s
reporting rate are assumed. 10 kHz sampling frequency has
been employed, while a target latency of L=300 samples (thus
corresponding to 1.5 nominal cycles) has been considered. As
an additional constraint, the algorithm is required to comply
with P class limits for harmonic disturbances even when
frequency deviates up to 1 Hz with respect to its rated value.
Both first and second order frequency tracking have been
considered and compared.

Designing the filters represents the trickiest task, since
their responses heavily affect overall performance. Constant
group delay FIR filters are assumed, thus the maximum latency
translates in 601 coefficients for the cascade between the input
filter H and those employed for magnitude, phase, frequency
and ROCOF estimations. This means that the sum between the
number of coefficients of the input filter and the highest among
the others has to be equal to 602. Since ROCOF estimation is
particularly sensitive to harmonic disturbance, 401 coefficients
have been allocated for the design of the second order, partial
band differentiator R. In this way, an equiripple filter having
zeros in the multiples of fy has been obtained; its magnitude
response is shown in Fig. 2.

Coefficients are scaled in order to provide zero error
when estimating the second derivative of a parabolic input,
thus corresponding to a linearly increasing deviation between
frequency and rotational speed of the reference frame. It should
be noticed that the derivative of the magnitude response is zero

at multiples of fo; this allows achieving good harmonic distur-
bance rejection even under off-nominal frequency conditions.

Filter F' has been designed as a 401-tap equiripple partial-
band differentiator; since a very narrow bandwidth is required,
it is possible to obtain good stopband attenuation. Coefficients
are scaled so that zero error is achieved when estimating the
slope of a ramp, which occurs in case of constant slip between
space vector and reference frame. Filters M and P, used
for magnitude and phase estimations, share the same design
parameters, being them equiripple low-pass filters having 2-
Hz passband edge, 50-Hz stopband edge and 10~ passband

ripple.

Thanks to frequency tracking, bandwidth of filter H is
not critical; in order to further improve harmonic disturbance
rejection, a 201 coefficient boxcar filter has been chosen.

V. TESTS AND RESULTS

The test signals prescribed by the synchrophasor standard
[2] for P-class compliance verification have been considered
for the simulation tests together with additional test condi-
tions. The performance of the proposed algorithms have been
assessed using total vector error (TVE), absolute frequency
error (FE) and absolute ROCOF error (RFE) as indicators. In
the following, fy = 50 Hz, the initial phase-angle of phase a
is zero and the positive-sequence amplitude is X = 1p.u;
test duration is 1s.

The first set of tests has been performed under off-
nominal frequency conditions (f € [48,52]Hz). Thanks to
the frequency-locked reference frame, TVE and FE values
are negligible and due to numerical noise (< 107! % and
< 10719mHz, respectively). There is no noticeable difference
when [ is obtained with first and second order expansions;
since ROCOF is constant, no disturbances are present and
so its estimate is virtually error-free. When additive white
gaussian noise (AWGN) is superimposed with signal-to-noise
ratio (SNR) of 60 dB, performance degrades but errors are still
fairly low. TVE is below 1.2-1072 % for both phase tracking
strategies, while maximum FE is about 1 mHz. The difference
between the two approaches is very small, since RFE always
remains below 0.1 Hz/s.

A second set of tests in presence of harmonic disturbances
has been performed. A single harmonic having amplitude
equal to 1% of the fundamental has been added; different
harmonic orders (up to the 50th) have been considered. Under
nominal frequency operation, errors are very small (TVE <
1.7-107*%, FE < 0.073mHz and FE < 0.0014Hz/s) and
almost identical for first and second order implementations.
Like previous tests, the presence of additional noise leads to
higher errors (e.g. maximum TVE of about 1072 % for all
the considered harmonic orders), which are mostly due to the
equivalent noise bandwidths of the filters.

When fundamental frequency is changed to 51 Hz, (not
required by compliance tests) different aspects emerge. Fig.
3 shows the maximum RFE as a function of the order of the
harmonic disturbance (dotted line represents the P class limit).
It is clear that, when off-nominal condition occurs, the zeros of
filters H and R no longer result in perfect cancellation of the
harmonics. Then, RFE value strictly depends on the shape of
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the filters and, thus, on the harmonic order of the disturbance,
as reported in the figure. First and second order ROCOF
estimations are almost the same, resulting in maximum RFE
values slightly above 0.17Hz/s. Similar considerations hold
also for FE which, as shown in Fig. 4, remains below 0.36 Hz.
Nonzero RFE values suggest that the two PLL implementations
should achieve different results in terms of TVE. This is
confirmed by Fig. 5, where differences between the two
approaches are evident for harmonic orders corresponding
to higher RFEs. In this case, TVE is reduced by almost
an order of magnitude, even though it is not immediately
evident because of the logarithmic scale. However, it should be
noticed that when AWGN at 60 dB SNR is added, TVE values
become almost the same as previously evaluated during off-
nominal tests; this denotes that the effect of noise is largely
prevailing. It is important to recall that the adopted SNR is
fairly conservative and chosen in order to stress the algorithms:
higher SNRs can be easily achieved with proper acquisition
stages.

Finally, tests under phase-angle modulation (PM) have
been performed. PM signals with sinusoidal modulation have

Harmonic disturbance test, f=51 Hz
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the following expression:

zp(nTs) = X, cos (2w fonTs + ¢, + kg cos (2w fr,nTs — m))

(13)
where p € {a,b,c}, and ¥, is 0,—§7r,+%7r depending on
the considered phase; f,, represents the modulation frequency.
These signals are useful to test the tracking capabilities of the
algorithms, since frequency and ROCOF are time-dependent
quantities (cosinusoidal functions of time). Figures 6, 7 and 8
report, respectively, the maximum TVE, FE and RFE obtained
by varying f,, € (0,2]. Fig. 6 shows that first and second
order PLL strategies have different accuracies. Estimation
errors are due to the passband characteristics of the filters
and to the accuracy of baseband demodulation. As expected,
the worst TVE values are achieved at the highest f,,. Figure
8 shows that the largest RFE 0.019 Hz/s corresponds to the
highest difference between synchrophasor estimations obtained
with first and second order approaches in Fig. 6 (maximum
difference 0.0349 % with f,, = 2Hz'). In the presence of
AWGN, the TVEs are higher but similar differences between
first and second order implementations can be found. PM
tests have also been performed by changing the fundamental
frequency and the performances are virtually the same as in the
nominal frequency case thanks to the phase locking capabilities
of the algorithms.

VI. CONCLUSIONS

The paper discusses the employment of digital PLL tech-
niques to enhance SV-based algorithms for estimating syn-
chrophasor, frequency and ROCOF in PMU applications.
Simulation tests, performed under different conditions, show
that PLL allows remarkable estimation accuracy when off-
nominal frequency conditions occur. Results denote the lowest
errors of the second order PLL implementation under PM
conditions, but they also highlight how a first order PLL is
usually sufficient to cope with the typical dynamics of electric
signals.

Ithis TVE difference is comparable with the contribution due to the typical
synchronization error of a PMU.
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