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Abstract

This thesis considers one of the most active topics in actuarial mathematics literature,

deriving the probability of ruin for the enlarged risk models. In this thesis, the classi-

cal Cramér-Lundberg risk process will be extended by several dependent risk processes,

including the time dependent risk process, the claim dependent risk process and the

surplus dependent risk process. Under these dependent model settings, we investigated

the changes in the probabilities of ruin, which provides us with an approach of how to

adapt classical risk theory to the contemporary complex financial market. In particular,

for claim dependent model, we focused on the discrete binomial risk process and mixed

over the parameter of the probability of successful claims. In addition, the inhomoge-

neous type of Seal’s formulae are derived to obtain the finite time ruin probability under

the time dependent risk process, which is referred as the inhomogeneous Poisson process

model and a number of specific Cox processes. Furthermore, we analyzed the surplus

dependent reinsurance contracts and applied ruin probability as the risk measure, which

is evaluated by the idea of two barriers model.
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Chapter 1

Introduction

Ruin theory has been one of the most active research topics in actuarial science for more

than a hundred years. Considering the arrival time of the claims and their amounts over

the insurer’s income, we aim to measure the risk as the event/probability the surplus level

of an insurer for insurance portfolios falls below 0, which is known as ruin probability.

In order to mathematically formulate the behaviour of such a risk process, the classical

insurance risk model describes the surplus of an insurance company, assuming that the

insurer starts with a non-negative amount of initial capital, collects premiums and pays

claims. Therefore, initial surplus, premiums received and claims paid, determine the

classical risk model of an insurance surplus process. If the surplus level falls below zero,

we say that ruin has occurred.

Due to the complicated nature of the financial market, risk models have been adapted

to the real financial market with extreme challenges. Although they have developed and

extended since the beginning of the 20th century, they still need further improvements.

In this thesis, the main work focuses on modelling and investigating the surplus process

under time dependent, claim dependent and surplus dependent models and measuring

the risk by their ruin probabilities. The main contributions in this thesis are summerized

as below.

• The application of mixing distributions with the more convenient set up of the pa-
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1. Introduction

rameter of success probability over Gamma and Lévy (heavy-tailed) distributions

under the setting of discrete binomial risk process. The ultimate probabilities of

ruin are given in Corollaries 3.2.1 and 3.2.3 for Gamma and Lévy mixing distribu-

tions, respectively, by applying the method given in Proposition 3.2.1,

• The classical Seal’s formulae are extended to fit the setting of the inhomogeneous

Poisson process (Theorem 4.2.3) by applying the backward martingale (Theorem

4.2.2). In addition, using the fact in Theorem 4.2.5, the infinite time ruin proba-

bility for the inhomogeneous Poisson process is derived,

• Ultimate ruin probabilities for the Markov jump process and two states model

are derived by applying the backward recursions (4.3.2) on the integro-differential

equations and the total probability theorem,

• A number of surplus dependent partial injection models and reinsurance contracts

are used to envaluate the risk by measuring their ruin probabilities by applying

the idea of two barriers model (Chapter 5).

Literature reviews in the next two sections are organized by risk models and mathemat-

ical methods which are closely related to the main contributions in this thesis.

1.1 Literature review of risk models

The foundation of the risk process is the classical compound Poisson model with a

constant intensity parameter. It has been described by the summation of initial capital

and premium collected with the negative aggregate claim process. According to the

assumptions of independence of claim occurrence times and sizes, the inter-arrival time

is not related to the amount of the claim.

2



1.1. Literature review of risk models

Figure 1.1: Surplus process for classical Cramér-Lundberg risk process

A basic ”net profit condition” has to be satisfied, saying that on average the incoming

premium rate is greater than the average paid claim rate. The most fundamental risk

model was initially introduced in 1903 by Filip Lundberg and his work was republished by

Cramér (1930) as the Cramér-Lundberg model, which considers the risk reserve process

Ut with an initial capital U0 = u and a constant premium rate c, such that

Ut = u+ ct− St, (1.1)

where St, the aggregate claim process, represents the cumulative amount of claims up

to time t. In particular, it is presented as

St =
Nt∑
i=1

Xi, (1.2)

where Nt follows a Poisson point process with an intensity (defined as a constant inten-

sity λ or a functional intensity λ(t) or a stochastic process λt under the homogeneous,

inhomogeneous or Cox Poisson process, respectively) and the Xi for i = 1, 2, ... rep-

resent the claims, which are independent and identically distributed random variables

independent of Nt, with density function fX(x), cumulative distribution function FX(x)

and mean µ = E[Xi] =
∫∞

0
xdFX(x).

At the beginning, the primary investigation of risk theory was on the specific claim size

distributions (Cramér, 1930). For instance, in the case of sub-exponentially distributed

claim sizes, the ruin is asymptotically determined by a single extreme claim (Embrechts

3



1. Introduction

et al., 1993), it can be seen as the result of the heavy-tailed distributed claims (Asmussen

and Albrecher, 2010). Thorin and Wikstad (1977) analysed the ruin problem when

claims are log-normally distributed. Gerber et al. (1987) obtained the ruin probability

for mixture Erlang-distributed claim by studying the severity of ruin, as well as the

probability of ruin. In addition, Klüppelberg and Stadtmueller (1998) considered the

large claims case, where the claim size distribution has a regularly varying tail and their

results applied for instance to Pareto, log-gamma, certain Benktander and stable claim

size distributions.

Later, Andersen (1957) developed the classical risk model into a more general frame-

work. In the Sparre Andersen model, it is assumed that the inter-arrival times are

independent and identically distributed random variables, in other words, the model

permits non-exponential inter-arrival times but retains the Cramér-Lundberg assump-

tions on the claim sizes. For instance, it was shown that for any inter-arrival time

distribution, the probability of ruin still has an exponential type of bound (Andersen,

1957). In addition, for particular distributions of the inter-arrival time, the literature of

Dickson and Hipp (1998), Borovkov and Dickson (2008), Li and Garrido (2004) and Ger-

ber and Shiu (2005) analysed either the asymptotic behaviours of the probability of ruin

or moments of the time of ruin. Furthermore, the first investigation of the ruin problem

when the occurrence of claims is described by a Cox process was due to (Ammeter,

1948). Cox (1955) provided a more general stochastic process, which was a generaliza-

tion of a Poisson process where the intensity of claim frequency is a stochastic process.

In order to let the parameter of the intensity process represent the dependency with

respect to time, Jesper (2002) provided an application of the shot-noise Cox process,

which considers the intensity process as a stochastic process which varies with external

events and their occurring times,

λt = λ0 +

Nρ(t)∑
n=1

h(t− Tn, Yn),

and is introduced in Section 4.3.1. Grandell (1991b) introduced the Cox process with

Markov intensity process, this model described the intensity process in different stages,

4



1.1. Literature review of risk models

where the stage changes by independent identically distributed exponential times. Ac-

cording to the time dependent properties of the Cox process, finite time problems became

key questions to evaluate the probability of ruin under the setting of the Cox process.

In summary, the properties of different types of point processes are given in the next

table,

Homogeneous Inhomogeneous Cox
Parameter λ: Constant λ(t): Function λt: Random process

P[N(t) = n] (λt)n

n!
e−λt

(
∫ t
0 λ(s)ds)n

n!
e−

∫ t
0 λ(s)ds Depends on the case

E[N(t)] λt E[
∫ t

0
λ(s)ds] Depends on the case

Table 1.1: Features of the homogeneous, inhomogeneous and Cox Poisson process

Cox Process HTI GBM DJP MJP
Position Ex. 4.3.1 Ex. 4.3.2 Ex. 4.3.3 Ex 4.3.4

P[N(t) = n] unknown unknown known known
E[N(t)] λ0e

−δteρt(MY (α)−1) λ0e
µt λ0 + e−δteρt(E(Y )−1) λ0 + n

ω
as t→ 0

Table 1.2: Some Cox process properties

where HTI = Heavy tailed intensity, GBM = Geometric Brownian motion intensity, DJP =

Discounted jump process and MJP = Markov jump process can be found in Chapter 4.

Chapter 4 is based on previous results from Willmot (2015) and inspired by Takács

(1977). The inhomogeneous Poisson process and the Cox process are fully investigated.

Using a different setting of the surplus process in comparison to (1.1), the modified

surplus process considers the initial age. Theorem 4.2.2 provides a backward martingale

with respect to the surplus level and the intensity function, which is the key to evaluating

the probability of ruin and deriving the inhomogeneous type of Seal’s formulae. In

addition, a number of examples for the Cox process are given in Section 4.3. In particular,

under the setting of the Markov jump process, Theorem 4.3.2 shows integro-differential

equations which can be used to calculate the ultimate ruin probability by applying
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1. Introduction

backward recursions. Two states model is a special case of the Markov jump process

and its ruin probability is derived in Example 4.3.4.

Independence assumptions of claim size and a claim’s occurring time can be too re-

strictive in practical applications and it is natural to look for explicit formulae for the

ruin probability and related quantities in the presence of dependence among the risks.

Over recent decades a number of dependence structures have been identified that allow

for analytical formulae (see e.g. Bühlmann (1970), Asmussen and Albrecher (2010)).

Albrecher et al. (2011) provided an additional class of continuous dependent risk models

for which explicit expressions for ruin probability can be obtained. In this thesis, Chap-

ter 3 is from our article Constantinescu et al. (2018), which presents basic properties and

discusses potential insurance applications of a new class of probability distributions on

positive integers with power law tails under the discrete binomial risk process. In partic-

ular, the probability of ruin in the compound binomial risk model is obtained where the

claims are zero-inflated discrete Pareto and Weibull distributed with correlation induced

by mixing distributions. Equation (3.1) shows the relationship between the probability

mass function of claims by mixing over ρ and the Laplace transform of Θ. In addition,

Proposition 3.2.1 provides the equation to derive the ruin probability. Under the claim’s

setting of a zero-modified Pareto and Weibull distribution, the explicit ruin probabilities

are derived in Corollary 3.2.1 and 3.2.3.

Apart from special claim and time dependent risk processes, Nie et al. (2011) and

Nie et al. (2015) calculated the ruin probability under the classical capital injection

environment with infinite and finite time horizon. They considered the question of

”whether the insurer can reduce the ultimate ruin probability by allocating part of

the initial funds to the purchase of a reinsurance contract” (Nie et al., 2011). This

reinsurance contract would restore the insurer’s surplus to a positive level k every time

the surplus level falls between 0 and k. The insurer’s objective is to decide if they should

raise more capital or purchase the reinsurance agreements to minimize the ultimate ruin

probability.

6



1.1. Literature review of risk models

Figure 1.2: Surplus process with capital injection

More examples of the capital injection model can be found in Dickson and Qazvini

(2016). The model is represented in Figure 1.2. Dividend strategies for insurance risk

models were firstly proposed by De Finetti (1957) to more realistically reflect the surplus

cash flows in an insurance portfolio. Barrier strategies for the compound Poisson risk

model have been studied in a number of papers and books, such as Albrecher et al.

(2005), Gerber (1979), Lin et al. (2003) and Segerdahl (1970).

Chapter 5 provides a number of examples of partial injection models and reinsurance

contracts by extending the findings in Lin and Pavlova (2006), Nie et al. (2011) and

Dickson and Qazvini (2016). The ruin probability is derived by applying the idea of

two barriers model and the joint probability of ruin and deficit, which are introduced

in Sections 2.6 and 2.7, probabilities for the barrier model are given in (2.23). The

partial injection model is extended from the capital injection model in Chapter 5. Its

injection is related to the part of amount/deficit by which the surplus process falls below

a fixed compensation level 0 ≤ k ≤ u. More precisely, suppose that on the ith occasion

that the surplus falls between 0 and k, the insurer’s surplus falls to a level k − yi (such

that 0 < yi < k), the reinsurer makes an instant payment of the part of the deficit pyi

(p ∈ (0, 1)) to the insurer. If any claim leads the insurer’s surplus to drop to a level

below 0 (or the lower level, e.g. Sections 5.1.2 and 5.1.3), the reinsurer does not make

a payment and ruin for the portfolio occurs at the time of this claim. In addition, the

7



1. Introduction

relationship between the ruin and the injection is defined and investigated in Section

5.2, which leads ruin probabilities to behave in different ways under the different models’

settings. The optimal setting of initial investment is derived by considering the cost

of reinsurance contracts in Section 5.4. Furthemore, the premium calculation will be

derived in order to construct the capital injection and partial discrete capital injection

model as a reinsurance contract.

1.2 Literature review of the mathematical methods

The simplest case of a classical risk model assumes that claim size is exponentially dis-

tributed. Cramér (1930) applied a differential argument to derive an expression for the

non-ruin probability and solved it by assuming the claim size follows an exponential

distribution, resulting in an exponential solution. Since then, many actuarial mathe-

maticians have started to analyse the problem of ruin. One direction is to estimate

the ruin probability for some particular claims’ distributions by approximations (Beek-

man, 1969; Kingman, 1962; Bloomfield and Cox, 1972; De Vylder, 1978; Willmot and

Lin, 2001) and asymptotic analyses (Klüppelberg et al., 2004; Palmowski and Pistorius,

2009; Albrecher et al., 2012), especially for heavy-tailed claims (Ramsay, 2003). In ad-

dition, discrete heavy-tailed distributions are an important and active topic in non-life

insurance research and practice (see, e.g., Castanér et al. (2013), Cheng and Shiu (2000),

Li and Garrido (2009)).

Ever since the explicit solution of ruin probabilities for exponential claim sizes was

established (Cramér, 1930), investigation into the explicit ruin probability for the light-

tailed distributions has become an active direction of research, particular in the last 50

years. The literature for deriving explicit expressions for the ultimate ruin probability

of the classical Cramér-Lundberg risk model (1.1) with various light-tailed claim distri-

butions is abundant in both methods and results. Cramér (1955) and Feller (1968) both

derived the solution of the non-ruin probability by applying a differential argument (2.4),

under some conditions, the probability can be solved analytically when the claims are

8



1.2. Literature review of the mathematical methods

exponentially distributed by either differentiating both sides of the integro-differential

equation (the method of solving an ordinary differential equation) or taking the Laplace

transform and its inversion. Pakes (1975) derived the relationship between ruin prob-

ability and the tail distribution of the claim severity by considering limiting waiting

distributions of GI/G/1 queue. The maximum of the waiting times is also obtained in

a limited theorem.

There exist a number of results for various special risk models and processes. Ger-

ber (1973) analysed the risk process with independent and stationary increments by

applying the martingale theorem. Thorin (1973) derived an integral expression for the

ruin probability for the classical risk model with special Gamma distributed claims (can

also be found in Constantinescu et al. (2017)). Furthermore, Ramsay (2003) applied

the inverse Laplace transform over the complex domain to derive a solution of the ruin

probability when the claim size follows a special Pareto distribution. For heavy-tailed

distributed claims, only asymptotic results were derived in the literature. Embrechts

et al. (2017) and Rolski et al. (1999) particularly studied subexponential claim cases. In

addition, asymptotic results on ruin probabilities for Lévy insurance risk processes can

be found in Klüppelberg et al. (2004).

There is very little literature for explicit finite time ruin probability. For the classical

risk model, Asmussen (1984) provided the result of explicit finite time ruin probability

with exponential claims. Dickson and Willmot (2005) derived an expression for the

density of the time to ruin in the classical risk model by inverting its Laplace transform.

Gani and Prabhu (1959) introduced another method which is based on the queueing

theory, applying the Laplace transform and its inversion with respect to the initial

capital u to derive the formulae for ruin probability. In queuing theory, the Pollaczeck-

Khinchine formula is one of the most fundamental tools, which was first introduced

by Pollaczek (1930). This formula was applied to risk theory to get the expression for

ruin probability (Asmussen and Albrecher, 2010). In addition, Willmot (2015) found a

solution for the finite time ruin probability with mixture Erlang claim distribution by

9



1. Introduction

applying Seal’s type integro-differential equations (also see Klausügman et al. (2013))

and Michna (2011) derived a new version of Seal’s formulae for the spectrally positive

Lévy process.

Furthermore, Takács (1955) applied the double Laplace transformation on the integro-

differential equation for joint waiting time distribution with respect to initial capital and

time variable. Borovkov and Dickson (2008) extended the result for the classical case to

the Sparre Andersen model with exponential claims by using alternative approaches. In

order to generate the explicit probability, Dassios et al. (2015) provided an infinitesimal

generator Af(u, λ, x, t) where f(u, λ, x, t) denotes a function of the surplus level, value

of intensity parameter, time elapsed and time variable. This generator can be applied

to obtain the ruin probability by the theorem provided by Paulsen and Gjessing (1997).

By this theorem, one could simply let the function f(·) become the ruin probability.

However, under some Cox processes with a non-Markovian intensity process (e.g. the

shot-noise Cox process), the function f(·) has to combine a new random variable: time

elapsed, therefore the explicit ruin probability under this process becomes very difficult

to obtain.

The problem of risk processes with the upper barrier under the dividend or reinsurance

agreements has been investigated very well. The ruin probability of the two barriers can

be found in Dickson and Gray (1986). The optimal calculation for dividend strategy was

initially proposed by De Finetti (1957) for a general binomial model. In the classical

risk model, literature for dividend strategy problems and more general barrier strategies

can be found in Borch (1969), Bühlmann (1970), Segerdahl (1970) and Gerber (1973).

Furthermore, Dickson and Drekic (2006) studied the optimal dividend problem under a

ruin probability constraint. Albrecher et al. (2005) investigated a barrier strategy with

generalized Erlang(n) claim inter-arrival times, e.g. in the Sparre Andersen model.

Bühlmann (1972) started with simple models for which explicit solutions are available

and subsequently mixed over involved parameters. The changes made lead the marginal

10



1.3. Summary of the thesis

distributions and risks to be measured dependently. ”One can then balance the marginal

distribution of the risks with their dependent structure in such a way that properties

like level crossing probabilities can be studied without direct treatment of the dynamics

of the process” (Albrecher et al., 2011). In other words, the mixing of the parameters

can be carried over to the mixing of the final quantities under study. This results in a

new set of dependent models for which explicit results can be obtained and may serve

as a new structure for a larger model class (see Asmussen and Albrecher (2010)).

The theory and applications of such zero-modified discrete distributions is an impor-

tant area in distribution theory, with applications in manufacturing (Lambert, 1992),

econometrics (Mullahy, 1997), economics (Aryal, 2011; Iwunor, 1995; Sharma, 1985),

and accident analysis (Miaou, 1994; Shankar et al., 1994), among others. Such modifica-

tions, also known as zero-adjusted, zero-altered, or zero-inflated discrete distributions,

have been developed for many standard discrete distributions to account for dispropor-

tionally large (or small) frequencies of zeroes observed in empirical data, compared with

the standard models (Johnson and Kemp, 1994). Popular models of this type include

those based upon the Poisson distribution (Goralski, 1977; Greene, 2000; Heilbron, 1994;

Min and Agresti, 2005), generalized Poisson distribution (Gupta et al., 1996)), bino-

mial distribution (Greene, 2000), geometric and negative binomial distributions (Greene,

2000; Iwunor, 1995; Min and Agresti, 2005; Sharma, 1985), and logarithmic distribution

(Khatri, 1961; Patil, 1964).

1.3 Summary of the thesis

The second chapter introduces preliminaries and models. Definitions, properties and

results in the literature are fully provided and the main methodologies for solving the

three dependent models are introduced. For the claim dependent model, we suggest the

mixing procedures as a general tool for dependent modelling in collective risk theory.

For the time dependent model, the point process is modelled by the inhomogeneous

11



1. Introduction

Poisson or the Cox process. In addition, for the surplus dependent model, the approach

for solving the two barriers model will be discussed.

Chapter three investigates the claim dependent model. By applying the simple mixing

approach, we manage to extend the class of the claim size distributions and aim to derive

the ultimate probability of ruin under the discrete binomial risk process. In particular,

we introduce the more convenient way of mixing the parameter of the probability of

success in the zero-modified claim distribution, resulting in the more tractable claim

distributions and explicit expressions for ruin probabilities.

The fourth chapter is dedicated to the time dependent model. A new type of Seal’s

formulae are derived and applied in order to compute the finite time ruin probability

under the inhomogeneous Poisson process risk model. Analyses under some specific Cox

process models with a number of statistical properties are introduced and the possibility

of deriving the explicit ruin probability under the Cox process is discussed.

Chapter five discusses the surplus dependent model. In fact, the idea of an upper

barrier model provides the main inspiration for this model, in which instead of intro-

ducing an upper barrier, we bring a compensation level into the original risk process

and investigate the behaviour of the surplus process. Furthermore, we provide some

reinsurance agreements and measure the risk by the ultimate ruin probability. We aim

to answer the following key risk management questions:

• Should a company buy reinsurance or raise more capital?

• What is the optimal initial capital setting?

• How can risk theory help decisions regarding reinsurance?

The last chapter concludes the current findings and proposes further research.

12



Chapter 2

Preliminaries

This chapter provides the foundation of the concepts to be presented in this thesis. As

our goal is to investigate the claim dependent risk model, time dependent risk model

and surplus dependent risk model, the basic concepts and preliminaries of the upcom-

ing problems will be introduced. Firstly, Ni (2015) summarized some basic insurance

mathematics concepts, which can be seen throughout this thesis.

• An insurance premium is referred to as the premium rate in risk theory, denoted by

c (if there are no other declarations), which is an amount of money that insurance

company collects from policyholders per unit time.

• Claims are the amount of losses an insurer needs to pay for an insured product.

The value of a claim is referred to as the claim size and it is considered as a

non-negative random variable, denoted by X, with common distribution function

FX(x).

• The number of claims that occur in a certain period is a non-negative integer-

valued random variable. The claim counting process is often denoted by {Nt, t > 0}

where Nt is the number of claims up to time t.

• An epoch of a claim, or sometimes called a claim arrival time is the time at which

a claim happens. We denote the epochs by t1, t2, . . . and the inter-arrival times

or waiting times by Ti = ti − ti−1, with common distribution function FT .

13



2. Preliminaries

• A risk surplus denoted here by Ut is the amount of capital an insurance company

has at time t. It increases by collecting premiums and drops by the payment of

claims.

• The net profit condition for a risk model is

c · E(Ti) = (1 + η)E(Xi), (2.1)

where η > 0 is called the safety loading. It describes the situation where the insur-

ance company can avoid certain ruin. If the net profit condition is not satisfied,

i.e., c · E(Ti) < E(Xi), then the ruin occurs almost surely irrespective of the large

value of the initial surplus.

2.1 Ruin probabilities

We start with the definition of the probability of ruin. Let (Ω,F ,P, {Ft}t≥0) be a com-

plete probability space containing insurance mathematics concepts previously discussed

for the model (1.1), where {Ft}t≥0 denotes a nature filtration. This model describes the

amount of surplus Ut of an insurance portfolio at time t. Conditioning on the initial

capital u, the finite time ruin probability ψ(u, T ) is expressed by the probability of the

smallest surplus level being below 0 in the time interval (0, T ),

ψ(u, T ) = P
(

inf
0≤t<T

Ut < 0

∣∣∣∣U0 = u

)
= P (τu < T ) , u > 0, T > 0, (2.2)

where τu is the first hitting time or the time of ruin

τu = inf {t ≥ 0 : Ut < 0} . (2.3)

Furthermore, we are able to obtain the ultimate ruin probability when taking T →∞,

lim
T→∞

ψ(u, T ) = ψ(u), u > 0

and the non-ruin, or survival probability, is denoted by

φ(u) = 1− ψ(u), u > 0.
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2.1. Ruin probabilities

Recall that the risk process Ut in (1.1) is referred to as the classical Cramér -Lundberg

risk process if the point process Nt is a homogeneous Poisson process with constant

intensity parameter λ. Cramér (1930) used the properties of a Poisson process (can be

found in the third definition in 2.2.1) to derive an integro-differential equation for the

non-ruin probability by applying differential arguments. In addition, Grandell (1991a)

considered Ut in a sufficiently small time interval (0,∆] and separated the four possible

cases:

1. No claim occurs in (0,∆];

2. One claim occurs in (0,∆], but ruin does not happen;

3. One claim occurs in (0,∆], and ruin happens;

4. More than one claim occurs in (0,∆].

Then the non-ruin probability satisfies

φ(u) = (1− λ∆)φ(u+ c∆) + λ∆

∫ u+c∆

0

φ(u+ c∆− x)dFX(x) + o(∆), u > 0.

Letting ∆→ 0, one obtains the integro-differential equation with respect to the non-ruin

probability and the cumulative distribution function of the claim size

d

du
φ(u) =

λ

c
φ(u)− λ

c

∫ u

0

φ(u− x)dFX(x), u > 0. (2.4)

The proof can be found in Gerber (1979), Grandell (1991a) and Panjer and Willmot

(1992). The idea to solve equation (2.4) is to use the Laplace transformation.

Definition 2.1.1. The Laplace transform of a function f(t), defined for any real number

t > 0, is the function f(s), defined by

f̂(s) = Ls{f(t)} =

∫ ∞
0

e−stf(t)dt.

Properties of the Laplace transform required in this thesis are given by the following

proposition.
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2. Preliminaries

Proposition 2.1.1. The Laplace transform of a differential function d
dt
f(t) is given by

Ls{
d

dt
f(t)} = sf̂(s)− f(0).

The Laplace transform of a convolution with f(t) and g(t),

(f ∗ g)(t) =

∫ t

0

f(τ)g(t− τ)dτ =

∫ t

0

f(t− τ)g(τ)dτ

is given by

Ls{(f ∗ g)(t)} = f̂(s)ĝ(s).

The Laplace transform of a time shifting function f(t− a) is given by

Ls{f(t− a)} = e−asf̂(s).

Then applying a Laplace transform on the integro-differential equation (2.4) leads to

φ̂(s) =
cφ(0)

cs− λ+ λf̂X(s)
. (2.5)

When the claim sizes are exponentially distributed with parameter β, the Laplace trans-

form of the claim size density equals

f̂X(s) =
β

s+ β
, <(s) > −α.

By applying the fractional decomposition and inverse Laplace transformation, the non-

ruin probability can be obtained from equation(2.5)

φ(u) = 1− λ

βc
e−(β−λc )u, u > 0. (2.6)

When the claim sizes are Erlang distributed with parameter α and scale n, the Laplace

transform of the claim size density equals

f̂X(s) =

(
α

s+ α

)n
, <(s) > −α,

the expression on the right hand side of (2.5) can be derived by the ratio of two poly-

nomial functions with respect to s. For the Erlang distributed claim case, one can then

use the partial fraction decomposition and invert (2.5) to obtain a linear combination

of exponential functions (Grandell, 1991a; He et al., 2003; Constantinescu et al., 2017).
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2.2. Inhomogeneous Poisson point process and Cox process

Notice that for a rational shape parameter r = m/n ∈ Q where m and n are both

positive integers, with <(s) > α, one could shift the argument s to obtain

φ̂(s− α) =
cφ(0)

c(s− α)− λ+ λ(α
s
)m/n

=
cφ(0)sm/n

c(s− α)sm/n − λ+ λαm/n
,

which is a ratio of polynomials of orders m and (m + 1) in t = s1/n. In this case, an

explicit expression and model settings can be found in Zhu (2013) and Constantinescu

et al. (2017), using the two parameter (m,n) Mittag-Leffler function

φ(u) = e−αuu
1
n
−1

m+n−1∑
k=0

mkE 1
n
, 1
n

(
sku

1
n

)
, u > 0 (2.7)

with sk and mk real constants, determined on a case-by-case basis.

As mentioned, the non-ruin probability can be derived by the inversion of the Laplace

transformation. For some particular cases, the inversion results on the Laplace transfor-

mation are explicit and ready to use. For other general scenarios, a numerical inversion

technique might be required. Some references can be found with respect to numerical

inversion of Laplace transforms, e.g. Ahn et al. (2000) and Abate and Whitt (1995).

2.2 Inhomogeneous Poisson point process and Cox

process

The point process has always been a core research direction in risk theory. For the

classical homogeneous Poisson process, the intensity of the claim frequency is defined as

a constant, since, it is independent of the time variable. When we consider the aggregate

claims size combined with an inhomogeneous Poisson process or Cox process, then the

intensity of the point process will be correlated with the time dependent model and is

referred to as a function λ(t) or a stochastic process λt (Parzen, 1962; Cox and Isham,

1980) Then, an inhomogeneous Poisson process is defined in the following way.

Definition 2.2.1. A stochastic point process Nt is called an inhomogeneous Poisson

process with intensity function λ(t) for all t ≥ 0 and the integrated process is called the
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2. Preliminaries

mean value function

Λ(t) = E[Nt] =

∫ t

0

λ(s)ds,

which has the following key properties:

1. P[Nt = n] = Λ(t)n

n!
e−Λ(t), for t > 0,

2. E[St] = µΛ(t), V ar[St] = µ2Λ(t),

3. limh→0
1−P[Nt+h−Nt=0]

h
= λ(t), limh→0

P[Nt+h−Nt=1]

h
= λ(t).

Then the probability mass function of an inhomogeneous Poisson process is given by

P[Nt+s −Nt = k] = e−[Λ(t+s)−Λ(t)] [Λ(t+ s)− Λ(t)]k

k!
, for k ≥ 0, t ≥ 0.

Now, if we consider the mean value function to be the time Λ(t), an inhomogeneous

Poisson process with time t can be constructed by a homogeneous Poisson process with

time Λ(t).

Proposition 2.2.1. (Time shifting) The inhomogeneous Poisson process Nt with

intensity function λ(t) at time t can be considered as a homogeneous Poisson process N̂t

with constant intensity 1 at time Λ(t), where

P[Nt = n] =
[Λ(t)]n

n!
e−Λ(t) = P[N̂Λ(t) = n].

Proposition 2.2.2. Assume that Nt follows the inhomogeneous Poisson process with

mean value function Λ(t) =
∫ t

0
λ(s)ds and any θ 6= 0 and t2 ≥ t1 ≥ 0 s.t.

E[θNt2−Nt1 ] = E[e(θ−1)(Λ(t2)−Λ(t1))].

Proof. Start with the definition of the inhomogeneous Poisson process,

E[θNt2−Nt1 ] = E[E[θNt2−Nt1 |t2 ≥ t1 ≥ 0]]

= E[e−(Λ(t2)−Λ(t1))

∞∑
k=0

θk
(Λ(t2)− Λ(t1))k

k!
]

= E[e−(Λ(t2)−Λ(t1))

∞∑
k=0

[θ(Λ(t2)− Λ(t1))]k

k!
]

= E[e−(Λ(t2)−Λ(t1))eθ(Λ(t2)−Λ(t1))] = E[e(θ−1)(Λ(t2)−Λ(t1))];
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2.3. The idea of mixing distribution

See, for example, Dassios and Jang (2005).

Definition 2.2.2. The stochastic point process Nt is called a Ft-Cox (doubly stochastic)

Poisson process with intensity λt if we assume Nt to be adapted to a history Ft, λt to

be Ft-measurable, t ≥ 0 and that

Λt =

∫ t

0

λsds <∞.

For all 0 ≤ t1 ≤ t2,

E[eα(Nt2−Nt1 )|Ft1 ] = exp

(
(eα − 1)

∫ t2

t1

λsds

)
,

and the distribution of the point process is defined by a conditional probability.

P[N(t) = n|Ft] =
(
∫ t

0
λsds)

n

n!
e−

∫ t
0 λsds.

However, under the setting of Cox process, we cannot easily generate the distribution

of the point process because it has to be conditioned on the path of history. The reason

we investigate the inhomogeneous Poisson process is to construct a stochastic intensity

process: the Cox process (specifically for the shot-noise Cox process, see Albrecher and

Asmussen (2006)). By applying the total probability theorem, we aim to derive the

unconditional probabilities from the distribution of the point process, conditioning on

the history Ft, which is also referred to as the conditional distribution of the intensity

process. Therefore, the key problem of deriving the distribution of the Cox process can

be replaced by generating the unconditional distribution for the intensity process.

2.3 The idea of mixing distribution

According to Bühlmann (1970), one can use ruin probability formulae of the Cramer-

Lundberg risk model (which are explicit for certain classes of claim size distributions,

see e.g. Asmussen and Albrecher (2010), Albrecher et al. (2011)) and mix over an

involved parameter Θ, which can be considered as the Poisson parameter Λ or claim size

parameter β̂. The resulting ruin probability for the new dependent model is given by

ψ(u) =

∫ ∞
0

ψθ(u)dFΘ(θ). (2.8)
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Note that this formula was initially given by Bühlmann (1972), where the mixing proce-

dure was used in the context of dynamic credibility-based premiums for the risk process

(Dubey, 1977; Bühlmann and Gerber, 1978; Gerber, 1979). If mixing over the Pois-

son parameter Λ (which is a random variable, representing the intensity of the claims

frequency) with the mixing cumulative distribution function FΛ(x), the net profit con-

dition will be violated whenever the realisation of Λ is larger than the threshold value

λc = c/E(X1). Hence, a refined version of (2.8) is

ψ(u) =

∫ λc

0

ψλ(u)dFΛ(λ) + F̄Λ(λc). (2.9)

Correspondingly,

lim
u→∞

ψ(u) = F̄Λ(λc).

If one considers the model with exponentially distributed claim size and constant Poisson

parameter λ, then clearly the conditional non-ruin probability is given by (2.6).

Example 2.3.1. Pareto Inter-arrival Times

If one considers Λ as a Gamma(α, θ) distributed random variable, the resulting mixing

distribution for the marginal inter-occurrence time Tk is Pareto distributed with tail

F̄T (t) =

∫ ∞
0

e−λtfΛ(λ)dλ =

(
1 +

t

θ

)−α
.

If one considers the case of (2.6) with λc = cβ, then the explicit formula for the ruin

probability is

ψ(u) =
θαe−βu

λc

(
θ − u

c

)−1−α
(
α− Γ(α + 1, λcθ − βu)

Γ(α)

)
+

Γ(α, λcθ)

Γ(α)
.

In particular, we have

ψ(0) =
1

λcθ

(
α− Γ(α + 1, λcθ)

Γ(α)

)
+

Γ(α, λcθ)

Γ(α)

and

lim
u→∞

ψ(u) =
Γ(α, λcθ)

Γ(α)
.
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2.3. The idea of mixing distribution

Example 2.3.2. Weibull Inter-arrival Times

If Λ is stable (1/2) distributed, the resulting mixing distribution for the marginal inter-

occurrence times Tk is Pareto distributed with tail

F̄T (t) =

∫ ∞
0

e−λtfΛ(λ)dλ = e−α
√
t.

Therefore, if inter-arrival times are Weibull distributed with shape parameter 1/2 then

the explicit formula for the ruin probability is given by

ψ(u) =
αie−iα

√
u/c−uβ

4β
√
cu

[
− 1 + Erf

(
α

2
√
λc
− i
√
uβ

)
+ e2iα

√
u/cErfc

(
α

2
√
λc

+ i
√
uβ

)]
+ Erfc(

α

2
√
λc

),

where Erfc and Erf are the error functions, denoted by Erfc(x) = 1−Erf(x) = 2√
π

∫∞
x
e−y

2
dy,.

In particular, we have

ψ(0) = (1− α2

2λc
)Erfc(

α

2
√
λc

) +
α√
λcπ

e−
α2

4λc

and

lim
u→∞

ψ(u) = Erfc(
α

2
√
λc

).

Furthermore, let β̂ be a positive random variable with distribution Fβ̂(x) and consider

the classical compound Poisson risk model (1.1) with exponential claim sizes that fulfil,

given β̂ = β,

P(X1 > x1, X2 > x2, ..., Xn > xn| β̂ = β) =
n∏
i=1

e−βxi , (2.10)

for each n, where the Xi for i ≥ 1 are conditionally independent and exponentially

distributed. However, in general, the resulting marginal distributions of the Xi will no

longer be exponential and the claim sizes will be dependent. Let ψβ(u) denote the ruin

probability of the classical compound Poisson risk model with independent exponential

claim amounts, given by (2.6). Then for the dependent model (2.10), since the net profit

condition is violated (for β ≤ βc = λ
c
) and consequently ψβ(u) = 1 for all u ≥ 0, the

ruin probability can be obtained by applying the total probability theorem,

ψ(u) =

∫ ∞
0

ψβ(u)dFβ̂(β) = Fβ̂(βc) +

∫ ∞
βc

ψβ(u)dFβ̂(β) (2.11)
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with the limit

lim
u→∞

ψ(u) = Fβ̂(βc),

which is positive whenever the random variable β̂ has probability mass at or below

βc = λ
c
. Albrecher et al. (2011) provide the following proposition,

Proposition 2.3.1. The joint distribution of the dependent model characterized by

(2.10) FX1,...,Xn can equivalently be described by the Laplace transformation of fβ̂ with

respect to the random variable β̂.

Proof. For each n, the joint distribution of the tail of (X1, ..., Xn) can be denoted as

F̄X1,...,Xn(x1, ..., xn) = P[X1 > x1, ..., Xn > xn] =

∫ ∞
0

e−β(x1+···+xn)dFβ̂(β) = f̂β̂(x1 + · · ·+ xn)

and for each of the marginal distribution of Xi, we have

FXi(xi) =

∫ ∞
0

e−βxidFβ̂(β) = f̂β̂(xi).

Now let us look at some particular examples.

Example 2.3.3. (Pareto claims)

If β̂ is a Gamma(α, θ) random variable with density function

fβ̂(x) =
θα

Γ(α)
xα−1e−θx, θ > 0,

the resulting mixing distribution for the marginal claim size Xi is

F̄X(x) =

∫ ∞
0

e−βxfβ̂(β)dβ =
(

1 +
x

θ

)−α
, x > 0.

It shows Xi is Pareto(α, θ) distributed (Klausügman et al., 2013). From equations (2.6)

and (2.11), the ruin probability for this model satisfies

ψ(u) = 1− Γ(α, θβc)

Γ(α)
+ θβce

βc
(

1 +
u

θ

)−(α−1) Γ (α− 1, (θ + u)βc)

Γ(α)
,

where Γ(α, x) =
∫∞
x
yα−1e−ydy is the incomplete Gamma function and βc = λ

c
. For the

extreme case, using the facts limx→∞
Γ(s,x)
xs−1e−x

= 1 and e0 = 1, we have

lim
u→∞

ψ(u) = 1− Γ(α, θβc)

Γ(α)
, ψ(0) = 1− Γ(α, θβc)

Γ(α)
+ θβc

Γ(α− 1, (θ + u)βc)

Γ(α)
.
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Example 2.3.4. (Weibull claims)

If the random variable β̂ is stable (1/2) distributed (also called Lévy distributed) with

density function

fβ̂(x) =
α

2
√
πx3

e−
α2

4x ,

then the resulting mixing distribution tail of the claim size random variable Xi is

F̄X(x) =

∫ ∞
0

e−βxfβ̂(β)dβ = e−α
√
x, x > 0,

so that the claim size follows a Weibull distribution with shape parameter 1/2. From

equation (2.11) we can obtain the expression for the ruin probability in terms of the

error function.

ψ(u) = Erfc(
α

2
√
βc

) +
βc
α2
e−

α2

4βc

[
− 2α

2
√
βcπ

+ e
(cα−2

√
λu)2

4cλ (1 + α
√
u)Erfc(

√
βcu−

α

2
√
βc

)

+ e
(cα−2

√
λu)2

4cλ (−1 + α
√
u)Erfc(

√
βcu+

α

2
√
βc

)

]
.

For the extreme case, by using the facts of limx→∞ Erfc(x) = 0 and e0 = 1, we have

lim
u→∞

ψ(u) = Erfc(
α

2
√
βc

), ψ(0) = Erfc(
α

2
√
βc

)− 2
√
βc

α
√
π
e−

u2

4βc +
2βc
α2

Erf(
α

2
√
βc

).

Furthermore, the mixing idea can be developed further in many directions (Albrecher

et al., 2011).

Example 2.3.5. (Independent parallel mixing). One can mix both inter-arrival times

and claim sizes independently at the same time. Then the ruin probability can be

calculated by

ψ(u) =

∫ ∞
0

∫ ∞
0

ψβ,λ(u)dFβ̂(β)dFΛ(λ),

where ψβ,λ(u) is the conditional probability of ruin given that β̂ = β and Λ = λ.

Whenever there is an explicit expression for ψβ,λ(u), this leads to an explicit expression

for ψ(u) in renewal models with both dependent inter-occurrence times and dependent

claim sizes.

Example 2.3.6. (Comonotonic mixing). One can also consider mixing dependence

between inter-occurrence times and claim sizes and at the same time dependence among
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2. Preliminaries

claim sizes and among inter-occurrence times. One way to do this is comonotonic mixing,

where the realization λ of Λ is a deterministic function of the realisation β of β̂ in the

form

λ(β) = F−1
Λ (Fβ̂(β)).

The ruin probability under this model is given by

ψ(u) =

∫ ∞
0

ψβ,λ(β)(u)dFβ̂(β),

where ψβ,λ(u) is the conditional probability of ruin given that β̂ = β and Λ = λ.

2.4 Discrete compound binomial risk model

As we know, discrete heavy-tailed distributions are an important and active area in

non-life insurance research and practice (Castanér et al., 2013; Cheng and Shiu, 2000; Li

and Garrido, 2009). It is well-known that Pareto and Weibull distributions are used in

insurance practice for modelling claim sizes. However, their theoretical implementation

in collective risk models is non-trivial. We consider the compound binomial risk model

Ut = u+ t−
t∑
i=1

Xi, t ∈ N0 = {0, 1, . . .}, (2.12)

introduced in Gerber (1988). The ruin probability is defined by

ψ(u) = P[Ut < 0 for some t ≥ 0|U0 = u].

Sundt and dos Reis (2007) claimed that the ruin probability ψ(u) admits an explicit

form when the claim amounts {Xi} have zero-modified geometric (ZMG) distribution

ZMG(q, ρ). The latter is given by the probability mass function (PMF) P(Xi = k) =

g(k), where

g(k) = qδk0 + (1− δk0)(1− q)ρ(1− ρ)k−1, k ∈ N0 (2.13)

and δkj is the Kronecker delta function, which satisfies

δkj =

1, k = j,

0, k 6= j.

24



2.4. Discrete compound binomial risk model

In this case we have

ψ(u) = min

{
1− q
ρ

(
1− ρ
q

)u+1

, 1

}
, (2.14)

Dutang et al. (2013) extend the formula (2.14) by using a mixing approach (Albrecher

et al., 2011), assuming that given Θ1 = θ1, where Θ1 is a mixing random variable on

R+, the claim amounts {Xi} are independent and identically distributed zero-modified

geometric ZMG(q, ρ1) with the success probability

ρ = e−θ1 . (2.15)

The mixing variable Θ1 is considered as a random variable, just as in Dutang et al.

(2013), however, with this choice of Θ1, the resulting distribution of the claim amounts

will have a very different distribution as follows:

(i) For Θ1 having exponential distribution with parameter β, given by the probability

density function (PDF)

f(x) = βe−βx, x ∈ R+,

the claim amounts have a zero-modified Yule distribution with the PMF

P(X = k) = qδk + (1− δk)(1− q)
k−1∑
j=0

(
k − 1

j

)
(−1)jβ

β + j
, k ∈ N0,

(ii) For Θ1 having gamma distribution with shape parameter α > 0 and scale parameter

β > 0, given by the probability density function

f(x) =
βα

Γ(α)
xα−1e−βx, x ∈ R+, (2.16)

In this case the claim amounts have the PMF

P(X = k) = qδk + (1− δk)(1− q)
k−1∑
j=0

(
k − 1

j

)
(−1)jλα

(λ+ j)α
, k ∈ N0,

and the probability of ruin can be expressed in terms of incomplete gamma function.

(iii) For Θ1 having a Lévy stable distribution (stable subordinator with exponent 1/2

and α), given by the probability density function

f(x) =
α

2
√
πx3

e−
α2

4x , x ∈ R+. (2.17)
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2. Preliminaries

In this case the claim amounts have the PMF

P(X = k) = (1− q)
k−1∑
j=0

(
k − 1

j

)
(−1)je−τ

√
j, k ∈ N0,

and the ruin probability can be expressed in terms of complementary error special func-

tion.

In this thesis, we use a more convenient set up

ρ = 1− e−θ (2.18)

rather than (2.15) as in Dutang et al. (2013). Thus, while in the set-up above the

geometric probability of success is taken as e−θ1 , we use this to express the probability

of failure. Let us note that a geometric distribution with the probability of success given

by (2.18) is a discrete version of an exponential one, since the geometric PMF can be

derived by the difference of two consecutive exponential tails with parameter θ

P(X = k) = e−(k−1)θ − e−kθ =
(
1− e−θ

) (
e−θ
)k−1

, k ∈ N = {1, 2, . . .}.

Throughout the ruin theory literature, the binomial risk model has developed in different

directions (Willmot, 1993; Dickson, 1994). These new, zero-modified discrete Pareto and

Weibull distributions may provide a useful addition to an actuary’s statistical toolbox,

going beyond modelling claim amounts of discrete type. In fact, the zero-modified

discrete Pareto model may also be a useful heavy-tailed model for the frequency of

claim, as it can be extended to a continuous-time, discrete-valued stochastic process in

the spirit of the classical Poisson process due to its fundamental property of infinite

divisibility.

2.5 Integrated and differential stochastic process

In this section, the method for integrating a stochastic process is discussed, the example

of compound Poisson process is displayed in Figure 2.1. Assume the compound Poisson
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2.5. Integrated and differential stochastic process

process to be St =
∑Nt

i=0Xi, with jumps Xi and corresponding jump occurrence times

Ti.

Figure 2.1: Compound Poisson process

The integrated stochastic process is denoted by Yt =
∫ t

0
Szdz, which can be calculated

as the area of the graphic. We denote Ai, for i = 1...NT , as the areas and ti = Ti+1 −

Ti, i = 1...NT , T0 = 0, as the inter-arrival times, then we have YT =
∑NT

i=0Ai. Therefore,



A1 = X1t2,

A2 = (X1 +X2)t3,

A3 = (X1 +X2 +X3)t4,

...

ANt =
Nt∑
i=1

Xi(t−
Nt∑

m=2+i

tm).

It is clear to see there are Nt terms of X1, Nt − 1 terms of X2... and 1 term of XNt .

Therefore, the summation of the area can be denoted by the following theorem.
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Theorem 2.5.1. The integrated compound Poisson process is given by

Yt =

∫ t

0

Szdz =
Nt∑
i=0

Ai =
Nt∑
i=0

Xi(t− Ti). (2.19)

Respectively, if the model has exponential increments i.e. St =
∏Nt

i=0 e
Xi = e

∑Nt
i=0Xi .

If we assume the model to be a compound Poisson process with discounted rate δ, say

St =
∑Nt

i=0Xie
−δt,

Figure 2.2: Discounted compound Poisson process

then we have the following equations with the fact of an integral f(t) =
∫ t

0
e−δsds =
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2.5. Integrated and differential stochastic process

1
δ
(1− e−δt),

A1 = f(t2)X1 =
1

δ
X1

(
1− e−δt2

)
,

A2 = f(t3)
(
X1e

−δt2 +X2

)
=

1

δ

(
X1e

−δt2 +X2

) (
1− e−δt3

)
,

A3 = f(t4)
(
X1e

−δ(t2+t3) +X2e
−δt3 +X3

)
=

1

δ

(
X1e

−δ(t2+t3) +X2e
−δt3 +X3

) (
1− e−δt4

)
,

...

ANt−1 = f(tNt−1)
(
X1e

−δ(t2+t3+...+tNt−1) +X2e
−δ(t3+...+tN(t)−1) + ...+XNt−1

)
=
(
X1e

−δ(t2+t3+...+tNt−1) +X2e
−δ(t3+...+tNt−1) + ...+XNt−1

) (
1− e−δtNt

)
,

ANt = f(tN(t))
(
X1e

−δ(t2+t3+...+tNt ) +X2e
−δ(t3+...+tNt ) + ...+XNt

)
=
(
X1e

−δ(t2+t3+...+tNt ) +X2e
−δ(t3+...+tNt ) + ...+XNt

) (
1− e−δ(t−TNt )

)
.

In ANt , we have t2 + t3 + ... + tNt = TNt − T1, the summation will remove the majority

of the terms . Therefore, we have the following theorem

Theorem 2.5.2. The integrated discounted compound Poisson process is given by

Yt =

∫ t

0

Szdz =
Nt∑
i=0

Ai =
1

δ

Nt∑
i=0

Xi

(
1− e−δ(t−Ti)

)
. (2.20)

In order to generate the derivative of a compound Poisson process, the derivative of

a Poisson point process is required which is denoted by an instantaneous vector rate in

Cox and Isham (1980),

dNt

dt
=
∑
j

∆(t− Tj), (2.21)

where ∆(x) is a Dirac delta function which can be loosely thought of as a function on

the real line which is zero everywhere except at the origin, at which it is infinite

∆(x) =

+∞, x = 0,

0, x 6= 0,

and which is also constrained to satisfy the identity∫ +∞

−∞
∆(x)dx = 1.
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In the classical compound Poisson process model,

dSt = d
Nt∑
i=0

Xi = XNtdNt = XNt

dNt

dt
dt =

∑
i

XNt∆(t− Ti)dt.

Thus, the derivative of a compound Poisson process can be denoted by

yt =
dSt
dt

=
∑
i

XNt∆(t− Ti)

and for the discounted compound Poisson process, we have

dSt = de−δt
Nt∑
i=0

Xn = e−δt
∑
i

XNt∆(t− Ti)dt− δe−δt
Nt∑
i=0

Xidt.

Therefore, the derivative of a discounted compound Poisson process can be derived by

yt =
dSt
dt

= e−δt
∑
i

XNt∆(t− Ti)− δe−δt
Nt∑
n=0

Xn.

2.6 The deficit at ruin and joint probabilities

Here are some basic deficit concepts which will be seen throughout the thesis. In this

section, we will look at the amount of the insurer’s deficit at the time of ruin. The first

time the surplus process falls below zero is referred to as τu in (2.3), then we denote Yu to

be the deficit at ruin from initial surplus u. Gerber et al. (1987) proposed a quantitative

measure

G(u, y, t) = P[τu ≤ t, Yu ≤ y],

defined as the joint probability of ruin by time t with a deficit of at most y at ruin.

Letting t→∞, this becomes

G(u, y) = lim
t→∞

G(u, y, t),

which is the joint probability of ultimate ruin and the deficit of at most y at ruin, with

the defective density g(u, y) = d
dy
G(u, y) (Gerber, 1988). Note that

lim
y→∞

G(u, y) = P[τu ≤ ∞, Yu ≤ ∞] = ψ(u).
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2.6. The deficit at ruin and joint probabilities

Bowers et al. (1997) provided an expression for g(0, y) under the classical risk model

given by (1.1),

g(0, y) =
λ

c
F̄ (y), (2.22)

where F̄ (y) is the tail distribution of the claim., s.t. F̄ (y) = 1 − F (y). Using this

expression and conditioning on the amount of surplus immediately after the first time

the surplus falls below its initial level, we have the following results,

Theorem 2.6.1. (Defective renewal equation for g(u, y)) The defective density

function g(u, y) satisfies the defective renewal equation under the classical risk process

given by (1.1),

g(u, y) =
λ

c

∫ u

0

g(u− x, y)F̄ (x)dx+
λ

c
F̄ (u+ y);

see, for example, Gerber et al. (1987).

Applying the Laplace transform on g(u, y) with respect to u, we have the following

corollary.

Corollary 2.6.1. The Laplace transformation of the function g(u, y) with respect to u

is given by

ĝ(s, y) =
λ
c
[1
s
− esyF̂ (s)]

1− λ
c
[1
s
− F̂ (s)]

;

see, for example, Gerber et al. (1987).

Hence, if the Laplace transformation of the function g(u, y) can be found, the remain-

ing work in order to obtain the explicit solution of G(u, y) is to invert the transformation.

The explicit solutions for G(u, y) have been found for individual claim amount distribu-

tions that follow a combination of exponential distributions or a combination of gamma

distributions (Gerber et al., 1987).
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2.7 The barrier model

Barrier problems originated from the classical risk process, where we seek variations of

the surplus process to reflect some real-life scenario of the insurance and reinsurance

portfolio. De Finetti (1957) defined the maximum surplus level prior to ruin as

Mu = max(Ut : 0 < t < τu)

and the ruin time for the two barriers model,

τ bu = inf{t ≥ 0 : Ut = b|U0 = u}, u ≤ b

to be the first hitting time of a barrier b from initial surplus u. Let

ξ(u, b) = P [Mu < b, τu <∞] = P [τu < τ bu], 0 ≤ u < b.

It is clear that ξ(u, b) is the probability that ruin occurs without the surplus level reaching

b and ξ̄(u, b) = 1 − ξ(u, b) denotes the probability of attaining the level b from initial

capital u, without ruin occurring. The following figure illustrates the two situations

described.

Figure 2.3: The sample path of the barrier process
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Dickson and Gray (1986) showed that ξ and ξ̄ can be expressed in terms of the

ultimate ruin probability ψ(u),

ξ̄(u, b) =
1− ψ(u)

1− ψ(b)
, ξ(u, b) =

ψ(u)− ψ(b)

1− ψ(b)
. (2.23)

In fact, the results of the absorbing barrier problem are usually referred to as a dividend

problem. Whenever the surplus attains the level b, the premium income is paid to share-

holders continuously as dividends until the next claim occurs, so that in this modified

surplus process, the surplus never attains a level greater than b. In other words, it can

be considered as an absorbing barrier with dividend payments.

Asmussen and Taksar (1997) investigated the optimal dividend strategies under a

controlled diffusion model, where the dividend is paid at a unfixed rate, depending on the

surplus level. Paulsen and Gjessing (1997) extended the claim process with a Brownian

motion and defined a stochastic interest rate on reserves by an another independent

Brownian motion. In recent years, the dividend strategy problem has been considered

in a wide variety of risk models. Lin et al. (2003) investigated the Gerber-Shiu function

in the presence of the dividend barrier. In addition, Gerber and Shiu (2004) provided a

general recursive formula to obtain moments of the present value of shareholders’ income

when the surplus process is modelled by a Brownian motion with positive drift.

33



Chapter 3

Claim Dependent Risk Process

The purpose of the mixing distribution is to provide an additional class of dependence

models for which explicit expressions for ruin probability can be obtained (Bühlmann,

1972; Albrecher et al., 2011). To that end, we start with some specific models for which

explicit expressions of the ruin probability are available and then mix over involved pa-

rameters of claim size. In this chapter, we will introduce the claim dependent model

under the discrete compound binomial risk process (2.12) by applying the mixing idea

over values of involved parameter. Recall that the claim amounts {Xi} are identically,

independent distributed zero-modified geometric ZMG(q, ρ) with the new convenient

setting of the success probability ρ = 1−e−Θ, where the mixing variable Θ is considered

as a random variable. Equation (3.1) investigates the relationship between the proba-

bility mass function of claims by mixing over ρ and the Laplace transform with respect

to Θ. In addition, Proposition 3.2.1 provides the equation to derive the ruin probability.

Under the claim’s setting of a zero-modified Pareto and Weibull distribution, the explicit

ruin probabilities are given in Corollary 3.2.1 and 3.2.3.

3.1 Mixing claim distribution

Consider again the compound binomial risk model (2.12) were, given Θ = θ, the {Xi}

have ZMG distribution given by the PMF (2.13) with the success probability as in (2.18).
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3.1. Mixing claim distribution

To see why the latter condition is more convenient than the one given by (2.15), we first

derive the probability mass function of the claim amount X under the new setting (2.18).

Let FΘ be the cumulative distribution function of the mixing variable Θ and let fΘ be

the corresponding density function. Clearly, P(X = 0) = q, while for k > 1, we have

P(X = k) =

∫ ∞
0

P(X = k|Θ = θ)dFΘ(θ) =

∫ ∞
0

(1− q)(1− e−θ)(e−θ)k−1dFΘ(θ)

= (1− q)
{∫ ∞

0

e−θ(k−1)dFΘ(θ)−
∫ ∞

0

e−θkdFΘ(θ)

}
= (1− q)

{
f̂Θ(k − 1)− f̂Θ(k)

}
,

where f̂Θ is the Laplace transform of the variable Θ. This leads to a convenient, general

formula for the PMF of X:

P(X = k) = qδk0 + (1− δk0)(1− q)
{
f̂Θ(k − 1)− f̂Θ(k)

}
, k ∈ N. (3.1)

With this choice of Θ, the resulting distributions of the claim amounts can be calculated

by (3.1):

1. For Θ having gamma distribution with shape parameter α > 0 and scale parameter

β > 0, with the density function (2.16), its Laplace transformation f̂Θ(k) = ( β
β+k

)α,

the PMF of the claim amountX turns into that of the zero-modified discrete Pareto

(ZMP) distribution:

P(X = k) = qδk0 + (1− δk0)(1− q)
{(

β

β + k − 1

)α
−
(

β

β + k

)α}
k ∈ N. (3.2)

2. For Θ having a Lévy stable distribution (stable subordinator with exponent 1/2)

with the density function (2.17), its Laplace transformation is given as f̂Θ(k) =

e−αk
1/2

and the PMF of the claim amount X turns into that of the zero-modified

discrete Weibull (ZMW) distribution:

P(X = k) = qδk0 + (1− δk0)(1− q)
{
e−α(k−1)1/2 − e−αk1/2

}
, k ∈ N. (3.3)

When comparing the ZMG, ZMP and ZMW models (see in Figures 3.1 and 3.2), we

notice that for the same expectation of claims and the same value of q when the zero

claims occured, the PMF displays the heavier tail of the ZMW and ZMP distributions.
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Figure 3.1: The CDFs under ZMG, ZMP and ZMW models

Figure 3.2: The PMFs under ZMG, ZMP and ZMW models

Similar calculations show that the CDF of the claim distribution in our set-up is

given by

P(X ≤ x) = 1− (1− q)f̂Θ(bxc), x ∈ R+,
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3.2. The probability of ruin

while the survival probability becomes

P(X > x) = (1− q)f̂Θ(bxc), x ∈ R+,

where bxc denotes the integer part of x (the floor function). When Θ is either gamma

distributed with the PDF (2.16) or is positive stable with the PDF (2.17), then the tail

probabilities take on particularly simple forms, given by

P(X > x) = (1− q)
(

1

1 + bxc/λ

)α
and P(X > x) = (1− q)e−τ(bxc)α ,

respectively. The above formulae should be contrasted with the rather inconvenient

integral that appears in the first paragraph of Section 4.2 in Dutang et al. (2013).

3.2 The probability of ruin

Let us now derive the probability of ruin under our set-up. First, let us note that the

probability of ruin in (2.14) becomes

ψ(u) =
1− q
ρ

(
1− ρ
q

)u+1

if and only if ρ ≥ 1 − q (the net profit condition). To see this, observe that the above

holds if and only if
1− q
ρ

(
1− ρ
q

)u+1

≤ 1,

which is equivalent to
(1− ρ)u+1

ρ
≤ qu+1

1− q
. (3.4)

Consider the function h(ρ) = (1− ρ)u+1/ρ, ρ ∈ (0, 1). Since

dh(ρ)

dρ
= −(1− ρ)u

(u+ 1)ρ+ 1− ρ
ρ2

< 0,

the function h is decreasing on the interval (0, 1), and so (3.4) is equivalent to ρ ≥ 1− q

as desired. Now, if we set 1 − ρ = e−θ, the net profit condition becomes θ > θ∗, where

θ∗ = − log q ∈ (0,∞). Then, analogously to (10) in Dutang et al. (2013), the probability

of ruin can be written as

ψ(u) = FΘ(θ∗) + J(u, θ∗), (3.5)
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where

J(u, θ∗) =
1− q
qu+1

∫ ∞
θ∗

e−θ(1+u)

1− e−θ
dFΘ(θ). (3.6)

One can obtain a compact formula for the above probability, in terms of a geometric

random variable N ∼ Geo(p), given by the PMF

P(N = k) = p(1− p)k−1, k ∈ N, (3.7)

the probability generating function (PGF)

E
(
sN
)

=
sp

1− s(1− p)
, s ∈ (0, 1), (3.8)

and the excess random variable

Θ∗
d
= Θ− θ∗|Θ ≥ θ∗. (3.9)

If Θ is absolutely continuous, then the PDF of the latter is

fΘ∗(θ) =
fΘ(θ + θ∗)

1− FΘ(θ∗)
, θ ∈ R+. (3.10)

The following result provides relevant details.

Proposition 3.2.1. Let Θ have an absolutely continuous distribution on R+ with the

CDF and the PDF denoted by FΘ and fΘ, respectively, and suppose that, given Θ = θ,

the variables {Xi} of the discrete time risk model (2.12) are independent and identically

distributed modified geometric ZMG(q, ρ) with the PMF (2.13) and ρ = 1− e−θ. Then,

the probability of ruin is given by

ψ(u) = FΘ(θ∗) + [1− FΘ(θ∗)]E
{
e−(u+N )Θ∗

}
, (3.11)

where θ∗ = − log q, Θ∗ is the excess random variable given by the PDF (3.10), and N

is a geometric random variable (3.7) with parameter p = 1− q, independent of Θ∗.

Proof. Let us work with the quantity J(u, θ∗) given by (3.6). We have

J(u, θ∗) = [1− FΘ(θ∗)]
1− q
q

∫ ∞
θ∗

e−θue−θq−u

1− e−θ
fΘ(θ)

[1− FΘ(θ∗)]
dθ. (3.12)
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3.2. The probability of ruin

Note that

q−u = e−u log q = eθ
∗u,

so that

J(u, θ∗) = [1− FΘ(θ∗)]
1− q
q

∫ ∞
θ∗

e−u(θ−θ∗)e−θ

1− e−θ
fΘ(θ)

[1− FΘ(θ∗)]
dθ.

Upon the substitution of x = θ − θ∗ into (3.12) we obtain

J(u, θ∗) = [1− FΘ(θ∗)]

∫ ∞
0

e−ux
(1− q)e−x

1− qe−x
fΘ∗(x)dx. (3.13)

We now recognize the term
(1− q)e−x

1− qe−x

under the integral in (3.13) as the PGF of geometric variable N with the PMF (3.7)

and p = 1− q, evaluated at s = e−x (so this is actually the Laplace transform of N ), so

that we can write the above integral as

E
{
e−uΘ∗E

(
e−Θ∗N |Θ∗

)}
= E

{
E
(
e−uΘ∗e−Θ∗N |Θ∗

)}
= E

{
e−(u+N )Θ∗

}
,

as desired. This completes the proof.

Routine calculations lead to the following result, describing the special case with

gamma-distributed Θ and zero-modified discrete Pareto (3.2) correlated claim amounts.

Note that the probability of ruin given below involves the (upper) incomplete gamma

function,

Γ(s, x) =

∫ ∞
x

ts−1e−tdt

as it does in an analogous problem considered by Dutang et al. (2013)).

Corollary 3.2.1. Let Θ have a gamma distribution with the PDF (2.16) and suppose

that, given Θ = θ, the variables {Xi} in (2.12) are independent and identically dis-

tributed modified geometric ZMG(q, ρ) with the PMF (2.13) and ρ = 1 − e−θ. Then,

the probability of ruin ψ(u) is given by

ψ(u) = 1− Γ(α,−β log q)

Γ(α)
+

βα

Γ(α)

1− q
qu+1

∞∑
k=1

Γ (α,−(k + u+ β) log q)

(k + u+ β)α
.
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3. Claim Dependent Risk Process

Below we present a special case with exponential mixing distribution, where the

probability of ruin may take on an explicit form.

Corollary 3.2.2. Let Θ have an exponential distribution with parameter β > 0 and

suppose that, given Θ = θ, the variables {Xi} in (2.12) are independent and identically

distributed modified geometric ZMG(q, ρ) with the PMF (2.13) and ρ = 1− e−θ. Then,

if β ∈ N, the probability of ruin is given by

ψ(u) = (1− q)

{
1− β

qu+1

[
log(1− q) +

u+β∑
k=1

qk

k

]}
.

Remark 3.2.1. As can be seen from the ruin probability formula in the ZMP case,

the probability of ruin converges to a non-zero level as u→∞, which is due to the net

profit condition being violated. Therefore, in the ZMP model the ruin probability is more

stable for large u compared with its behaviours under the ZMG model. Furthermore,

the rate of convergence can vary with the parameters, as can be seen in the example

given in Table 3.2, by the parameters 1-4 provided in Table 3.1 below. When comparing

Set 1 with Set 2, and Set 2 with Set 3, one can notice that larger β and smaller α lead

to a larger probability of ruin and faster convergence (the difference in ruin probabilities

between u = n and u = n+1 is smaller than 10−8). In other words, larger β and lower α

flatten the ruin probability. According to Set 4, one can see that as the probability q of

no claims increases, the ruin probability decreases. Moreover, starting with u = 53, the

probability is already convergent to the level where the net profit condition is violated.

We also notice that the decrease is of 9.719% (from ψ(0) = 54.1% to ψ(53) = 44.39%).

This decrease is larger than the one in the case of Set 1, which was only 0.028% (from

ψ(0) = 86.6% to ψ(20) = 86.36%). Thus, the larger the q, the lower the ruin probability,

the steeper the decrease, and the slower the convergence.

Set 1 2 3 4
α 2 2 4 2
β 5 10 5 5
q 0.2 0.2 0.2 0.5

Table 3.1: Parameters’ coefficients
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3.2. The probability of ruin

Set 1 2 3 4
ψ(0) 0.86584 0.99264 0.49289 0.54108
ψ(∞) 0.86356 0.99263 0.46225 0.44389

convergent after u = 20 15 24 53

Table 3.2: Results for the speed of convergence

The result below provides the ruin probability for the special case where Θ is Lévy

stable with index 1/2 and PDF (2.17), in which case we have conditionally independent

zero-modified discrete Weibull (ZMW) claim amounts, with the PMF (3.3) and 1/2. As

in the analogous problem considered by Dutang et al. (2013), the probability of ruin can

be expressed in terms of the complementary error special function

Erfc(z) = 1− Erf(z) =
2√
π

∫ ∞
x

e−t
2

dt. (3.14)

Corollary 3.2.3. Let Θ be a stable (1/2) distributed random variable (also called Lévy

distributed), the variables {Xi} in (2.12) are independent and identically distributed

modified geometric ZMG(q, ρ) with the PMF (3.3) and ρ = 1−e−θ. Then the probability

of ruin is given by

ψ(u) = Erfc(
α

2
√
− log q

) +
1− q
qu+1

∞∑
k=1

[qu+kErf(
α

2
√
− log q

)

−
∞∑
n=0

(−1)nα2n+1(u+ k)n+ 1
2

n!
√
π(2n+ 1)4n

Γ(−2n− 1

2
,−(u+ k) log q)],

where Γ(·, ·) and Erfc(·) are given by (3.2) and (3.14), respectively.

Proof. Let θ∗ = − log q as before. Then, by taking into account the PDF of Θ given by

(2.17) and Proposition 3.2.1, we obtain

ψ(u) = FΘ(θ∗) + (1− FΘ(θ∗))E
{
e−(u+N)Θ∗

}
,

Erfc

(
α

2
√
θ∗

)
+ (1− FΘ(θ∗))

∞∑
k=1

∫ ∞
0

fΘ(θ + θ∗)

1− FΘ(θ∗)
e−(u+k)θ(1− q)qk−1dθ

= Erfc

(
α

2
√
θ∗

)
+
∞∑
k=1

∫ ∞
0

fΘ(θ + θ∗)e−(u+k)θ(1− q)qk−1dθ
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3. Claim Dependent Risk Process

= Erfc

(
α

2
√
θ∗

)
+
∞∑
k=1

(1− q)qk−1e(u+k)θ∗
∫ ∞
θ∗

fΘ(t)e−(u+k)tdt

= Erfc

(
α

2
√
θ∗

)
+
∞∑
k=1

(1− q)qk−1q−(u+k)

∫ ∞
θ∗

fΘ(t)e−(u+k)tdt

= Erfc

(
α

2
√
θ∗

)
+

1− q
qu+1

∞∑
k=1

∫ ∞
θ∗

fΘ(t)e−(u+k)tdt,

Where in the last equality we used∫ ∞
θ∗

fΘ(t)e−(u+k)tdt =

∫ ∞
θ∗

e−(u+k)θdErfc(
α

2
√
θ

)

= e−(u+k)θ∗Erfc(
α

2
√
θ∗

) + (u+ k)

∫ ∞
θ∗

e−(u+k)θErfc(
α

2
√
θ

)dθ.

Finally, the substitution

Erfc

(
α

2
√
θ

)
= 1− 2√

π

∞∑
n=0

(−1)n(α
2
)2n+1

n!(2n+ 1)
θ−n−

1
2

leads to ∫ ∞
θ∗

fΘ(t)e−(u+k)tdt =

e−(u+k)θ∗Erfc

(
α

2
√
θ∗

)
+ (u+ k)

∫ ∞
θ∗

e−(u+k)θ

(
1− 2√

π

∞∑
n=0

(−1)n(α
2
)2n+1

n!(2n+ 1)
θ−n−

1
2

)
dθ

= e−(u+k)θ∗Erfc

(
α

2
√
θ∗

)
−
∞∑
n=0

(−1)nα2n+1(u+ k)n+ 1
2

n!
√
π(2n+ 1)4n

Γ

(
−2n− 1

2
, (u+ k)θ∗

)
,

and the result follows.

Figure 3.3: Ruin probabilities under the ZMP and ZMW models with a same level of limu→∞ ψ(u)
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3.2. The probability of ruin

Remark 3.2.2. Let L = FΘ(θ∗) be the level at which the net profit condition is violated.

In Figure 3.3, one can set up the same level L of ψ(u) as u→∞ for both, zero modified

Pareto and Weibull models (denoted, respectively, by ZMP and ZMW). From Figure

3.3, one can see that the ruin probability curve is steeper under the ZMP model and it

starts from a higher initial ruin probability ψ(0).

Remark 3.2.3. Figure 3.4 and Table 3.3 below show that, when we increase the valure of

τ (the parameter in the ZMW model) from 1 to 1.1, the ruin probability curve decreases

by 3% at given level L. This can be observed by increasing the expectation of the claims.

Additionally, a smaller α corresponds to a larger ruin probability and faster convergence

to level L.

Figure 3.4: Ruin probabilities under the ZMW model with different value of α

Set α = 1 α = 1.1
ψ(0) 0.60338 0.57028
ψ(∞) 0.57776 0.54037

convergent after u = 50 70

Table 3.3: Results for the speed of convergence under the ZMW model
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3. Claim Dependent Risk Process

3.3 Illustrative data example

As an illustration, here we fit the three zero-modified models, ZMG, ZMP and ZMW, to

a real reinsurance data from a large UK company. The data was skewed and scaled for

confidentiality reasons. Claims data span the time period of 11 years. The zero and the

non-zero frequencies are shown in Table 3.4 given below. Zero claims refer to accidents

that the company paid nothing for, due to deductibles on other contracts considerations.

Zero claims Non-zero claims Total claims
Number 97 348 445

Table 3.4: The structure of the analyzed reinsurance data set

The model frequency q of zero claims is estimated by the corresponding sample

frequency, q̂, resulting in q̂ = 0.218. Figure 3.5 illustrates the ruin probabilities under

the three models.

Figure 3.5: Ruin probabilities for the three considered models

Remark 3.3.1. Note that while fitting the data, we will keep the same net profit

condition, meaning the same θ∗ in (3.11). In the Figure (3.5), the levels of convergence

F (θ∗) are different due to different distributions F.

44



3.3. Illustrative data example

u ψ(u)ZMG ψ(u)ZMP ψ(u)ZMW

0 0.954 0.818 0.650
1 0.919 0.772 0.625
2 0.885 0.749 0.614
3 0.852 0.736 0.608
4 0.821 0.727 0.603
5 0.791 0.720 0.601
10 0.656 0.704 0.593
15 0.544 0.698 0.590
25 0.374 0.692 0.588
30 0.311 0.690 0.587
40 0.214 0.688 0.586
50 0.147 0.687 0.585
51-100 0.146-0.005 0.687-0.685 0.585-0.584

Table 3.5: Ruin probabilities for three considered models

To measure the goodness-of-fit, we use P-P plots and the sum of the squared errors

(SSE), shown in Figure 3.6 and Table 3.6, respectively.

ZMG ZMP ZMW
q̂ 0.218 0.218 0.218
ρ̂ 0.79 N/A N/A

α̂ZMP N/A 1.289 N/A
α̂ZMW N/A N/A 0.958

β̂ N/A 0.986 N/A
SSE 1.026 0.023 0.035

Table 3.6: Estimated parameters of the three considered models

Figure 3.6: PP-plots for the three considered models
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3. Claim Dependent Risk Process

It is aparent that the heavy-tailed ZMP model provides the best fit for the data

among three fitted models. Furthermore, our data analysis leads to the same conclusion

as that provided by our theoretical results. Namely, while the ZMG model has the

largest ruin probability when u = 0, it decays very quickest as the initial investment

increases. As far as the ZMP and ZMW models, the ruin probability under the ZMP

model is always larger than that under the ZMW model.
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Chapter 4

Time Dependent Risk Process

The main results in this chapter are based on Willmot (2015) and ideas given by Takács

(1977). We aim to derive the Seal’s formulae for the general inhomogeneous Poisson

process and explicit expressions of the finite time and infinite time ruin probability. In

particular, we derive the infinite time ruin probability by applying the idea of Usabel

(1998), who considered the ruin probability as the summation of the probability of

ruin before and after a certain time. Using a different setting of the surplus process

in comparison to (1.1), the initial age of the surplus process is considered as in (4.1).

Theorem 4.2.2 provides a backward martingale with respect to the surplus level and the

intensity function, which is the key to evaluating the probability of ruin and deriving

the inhomogeneous type of Seal’s formulae. In addition, a number of examples for the

Cox process are given in Section 4.3. In particular, under the setting of the Markov

jump process, Theorem 4.3.2 shows integro-differential equations which can be used to

calculate the ultimate ruin probability by applying backward recursions. Two states

model is a special case of the Markov jump process and its ruin probability is derived

in Example 4.3.4.
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4. Time Dependent Risk Process

4.1 Model setting

In this chapter, we define a modified stochastic process from (1.1) with initial capital u

and duration from initial age a+ s to time a+ t,

Ra+t
a+s(u) = u+ Ca+t

a+s − Sa+t
a+s, Ra+t

a+s(0) = Ra+t
a+s, t ≥ s (4.1)

with

Sa+t
a+s =

Na+t∑
n=Na+s

Xn, t ≥ s,

where F a+t
a+s = F (a+ t)− F (a+ s) for any process F and Nt follows the inhomogeneous

Poisson process with intensity function λ(t). For the net profit condition, a suitable

premium C(t) should first exceed the average paid claims s.t. C(t) = (1 + θ)Λ(t)E[X].

In particular, we assume that

Ca+t
a+s

Ca+v
a+s

=
Λa+t
a+s

Λa+v
a+s

and Λa+t
a > 0 for any t ≥ v ≥ s ≥ 0. (4.2)

Furthermore, the distribution of the aggregate claims size process is given by

Ka+t
a+s(x) = P[Sa+t

a+s ≤ x] = P[

Na+t∑
n=Na+s

Xn ≤ x]

=
∞∑
m=0

[Λ(a+ t)− Λ(a+ s)]m

m!
e−[Λ(a+t)−Λ(a+s)]F ∗mX (x).

When a = s = 0, we denote Kt
0(x) = K(x, t) and Ka

a(x) = 1 and k(y, t) as the density

of the aggregate claims size proces, s.t.
∫ x

0
k(y, t)dy = K(x, t). Now compared to (2.3)

and (2.2), the time of ruin is denoted by

τa+s(u) = inf{0 ≤ v ≤ ∞;Ra+s+v
a+s (u) < 0}

and the finite time ruin probability from initial age a+ s to time a+ t is defined as

ψa+t
a+s(u) = 1− φa+t

a+s(u) = P[a+ s < τa+s(u) ≤ a+ t]

= P[Ra+s+v
a+s (u) < 0, for some v ∈ (0, t− s)].
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4.1. Model setting

When a = s = 0, we denote

ψt0(u) = 1− φt0(u) = ψ(u, t) = 1− φ(u, t)

and when t goes to infinity, we have the infinite time ruin probability

lim
t→∞

ψa+t
a+s(u) = P [a+ s < τa+s(u) <∞] = ψa+s(u).

Seal (1974) provided the classical Seal’s formulae in order to derive the general solution

for the finite time non-ruin probability under the classical case (1.1).

Theorem 4.1.1. The finite time non-ruin probability for the homogeneous Poisson

process is given by

φ(0, t) =
1

ct

∫ ct

0

P[St < x]dx =
1

ct

∫ ct

0

K(x, t)dx,

φ(u, t) = P[St < u+ ct]−
∫ t

0

φ(0, t− s)P[Ss ∈ (u, u+ ds)]

= K(u+ ct, t)−
∫ t

0

φ(0, t− s)k(u+ sc, s)ds,

Example 4.1.1. Now construct the model with constant intensity λ, premium rate

p and exponentially distributed claims X ∼ Exp(β), thus the density function of the

aggregate claims size is given by

k(x, t) =
(λt)ne−λt

n!
P∗n(x) =

1

λ
ηλ,n+1(t)ηβ,n+1(x),

then

K(y, t) =

∫ y

0

k(x, t)dx

and the ruin probability can be simply expressed by

φ(u, t) =
∞∑
n=1

∞∑
m=n

m∑
i=0

cn,iηβ,m−i+1(u)ηλ+pβ,n+i+1(t)

− p
∞∑
n=0

∞∑
m=n+1

∞∑
i=1

i∑
j=1

an,mbi,jηβ,i−j+1(u)ηλ+pβ,n+m+i+j(t),

where an,m, bi,j and cn,i are all constants.
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4. Time Dependent Risk Process

4.2 Seal’s formulae for the inhomogeneous Poisson

process model

In this section, we are going to derive the Seal’s formulae for the inhomogeneous Poisson

process model. According to the lecture notes given by Schmidli (2017), firstly, we

construct a conditional expectation.

Theorem 4.2.1. Given by the setting of surplus process (4.1) and (4.2), we have for

any s ≤ t,

E[Sa+s
a |Sa+t

a = y] =
Λa+s
a

Λa+t
a

y.

Proof. Denote the permutations of {1, 2, ..., n} by σ, we have

E[Sa+s
a |Sa+t

a = y,Na+t −Na = n,Na+s −Na = m]

= E[
m∑
i=0

xi|Sa+t
a = y,Na+t −Na = n,Na+s −Na = m]

=
1

n!
E[
∑
σ

m∑
i=0

xσ(i)|Sa+t
a = y,Na+t −Na = n,Na+s −Na = m]

=
m(n− 1)!

n!
E[

n∑
i=0

xi|Sa+t
a = y,Na+t −Na = n,Na+s −Na = m] =

my

n
,

because of the independent increment property of the inhomogeneous Poisson process,

for 0 < s < t, we have

P[Na+s −Na = m|Na+t −Na = n] =
P[Na+s −Na = m,Na+t −Na = n]

P[Na+t −Na = n]

=
P[Na+s −Na = m,Na+t −Na+s = n−m]

P[Na+t −Na = n]
=

P[Na+s −Na = m]P[Na+t −Na+s = n−m]

P[Na+t −Na = n]

=

(
n

m

)
(
Λa+s
a

Λa+t
a

)m(
Λa+t
a+s

Λa+t
a

)n−m =

(
n

m

)
(
Λa+s
a

Λa+t
a

)m(1− Λa+s
a

Λa+t
a

)n−m.

Then we have

E[Sa+s
a |Sa+t

a = y,Na+t −Na = n] =
n∑

m=0

my

n

(
n

m

)
(
Λa+s
a

Λa+t
a

)m(1− Λa+s
a

Λa+t
a

)n−m

=
n∑

m=1

(
n− 1

m− 1

)
(
Λa+s
a

Λa+t
a

)m(1− Λa+s
a

Λa+t
a

)n−my =
Λa+s
a

Λa+t
a

y,
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4.2. Seal’s formulae for the inhomogeneous Poisson process model

which is independent of n, thus

E[Sa+s
a |Sa+t

a = y] =
Λa+s
a

Λa+t
a

y.

Now we consider backward martingales,

Theorem 4.2.2. Given by the setting of surplus process (4.1) and (4.2) and Theorem

4.2.1, for 0 < s ≤ t, the processes

M t
s(a) =

y − Sa+s
a

Λa+t
a+s

,

N t
s(a) =

y −Ra+s
a

Λa+t
a+s

are backward martingales with limits of

lim
s→t

M t
s(a) = 0, lim

s→t
N t
s(a) = c.

Proof. According to Theorem 4.2.1, we obtain

E[Ra+s
a |Ra+t

a = y] = E[Ca+s
a − Sa+s

a |Sa+t
a = Ca+t

a − y] = Ca+s
a +

Λa+s
a

Λa+t
a

(y − Ca+t
a )

=E[Sa+s
a |Sa+t

a = y] + Ca+s
a − Λa+s

a

Λa+t
a

Ca+t
a .

Due to the assumption given by (4.2), we then have

E[Ra+s
a |Ra+t

a = y] = E[Sa+s
a |Sa+t

a = y] =
Λa+s
a

Λa+t
a

y,

therefore,

E[
y − Sa+s

a

Λa+t
a+s

|Sa+v
a , Sa+t

a = y] =
y − Sa+v

a − E[Sa+s
a − Sa+v

a |Sa+v
a , Sa+t

a = y]

Λa+t
a+s

=
y − Sa+v

a − Λa+s
a+v

Λa+t
a+v

(y − Sa+v
a )

Λa+t
a+s

=

Λa+t
a+s

Λa+t
a+v

(y − Sa+v
a )

Λa+t
a+s

=
y − Sa+v

a

Λa+t
a+v

= M t
v(a)

and

E[
y −Ra+s

a

Λa+t
a+s

|Ra+v
a , Ra+t

a = y] =
y −Ra+v

a

Λa+t
a+v

= N t
v(a).
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4. Time Dependent Risk Process

Thus M t
v(a) and N t

v(a) are backward martingales. Furthermore, the second equivalence

can be proved by assuming lims→t
Ca+t
a+s

Λa+t
a+s

= c,

lim
s→t

M t
s(a) = 0, lim

s→t
N t
s(a) = lim

s→t

Ca+t
a+s − Sa+t

a+s

Λa+t
a+s

= c.

Now we aim to find the conditional finite non-ruin probability given the terminal

Ra+t
a or Ra+t

a (u) for some fixed t with the following proposition,

Proposition 4.2.1. Let t be fixed, u = 0 and 0 < y ≤ ct. According to assumption

given by (4.2), we have

P[Ra+s
a ≥ 0, 0 < s < t|Ra+t

a = y] =
y

cΛa+t
a

.

Proof. Now let T (y) = inf{t ≥ s ≥ 0 : Ra+s
a = y}, according to theorem 4.2.2, we have

lim
s→t

E[N t
s(a)1{T (y)<s}|Ra+t

a = y] = cP[T (y) = t|Ra+t
a = y].

Note that {N t
T (y)∧0(a)} is a bounded martingale, according to N t

T (y)(a) = 0 on {T (y) <

t}, we have

N t
0(a) =

y

Λa+t
a

= cP[T (y) = t|Ra+t
a = y],

where P[T (y) = 0|Ra+t
a = y] = P[Ra+s

a ≥ 0, 0 < s < t|Ra+t
a = y].

Now we obtain the following theorem for Seal’s formulae under the general inhomo-

geneous Poisson process model.

Theorem 4.2.3. Given by the setting of surplus process (4.1) and (4.2) and Theorem

4.2.1, we have the inhomogeneous type of Seal’s formulae from initial age a+ s to time

a+ t. For initial capital u = 0,

φa+t
a+s(0) =

1

cΛa+t
a+s

∫ Ca+t
a+s

0

Ka+t
a+s(y)dy.
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4.2. Seal’s formulae for the inhomogeneous Poisson process model

For u > 0,

φa+t
a+s(u) = Ka+t

a+s(u+ Ca+t
a+s)− c

∫ t

s

φa+t
a+v(0)dvK

a+v
a+s (u+ Ca+v

a+s )

and when t→∞

ψa(u) = lim
t→∞

c

∫ t

0

φa+t
a+s(0)dKa+s

a (u+ Ca+s
a ).

Proof. For u = 0,

φa+t
a+s(0) = E[Ra+t

a+s ∨ 0]
1

cΛa+t
a+s

= E[Ca+t
a+s − Sa+t

a+s) ∨ 0]
1

cΛa+t
a+s

=
1

cΛa+t
a+s

∫ Ca+t
a+s

0

Ca+t
a+s − xdKa+t

a+s(x) =
1

cΛa+t
a+s

∫ Ca+t
a+s

0

∫ Ca+t
a+s

x

dydKa+t
a+s(x)

=
1

cΛa+t
a+s

∫ Ca+t
a+s

0

∫ y

0

dKa+t
a+s(x)dy =

1

cΛa+t
a+s

∫ Ca+t
a+s

0

Ka+t
a+s(y)dy.

For u > 0,

φa+t
a+s(u) = P[Ra+t

a+s(u) > 0]− P[∃s ≤ v < t : Ra+v
a+s(u) = 0, Ra+z

a+s(u) > 0 for v < z ≤ t].

Now let τa,s(t) = inf{s ≤ v ≤ t : Ra+v
a+s(u) = 0}, set τa,s(t) = ∞ if Ra+v

a+s(u) > 0 for all

v ∈ [s, t], then we have

P
[
τa,s(t) ∈ [a+ s, a+ v + dv)

]
= P

[
Ra+v
a+s(u) ∈ (−Ca+v+dv

a+s , 0], Ra+z
a+s(u) > 0 for z ∈ [v + dv, t− s]

]
=
[
Ka+v
a+s (u+ Ca+v+dv

a+s )−Ka+v
a+s (u+ Ca+v

a+s )
]
φa+t
a+v+dv(0)

= c

∫ t

s

φa+t
a+v(0)λ(a+ v)dvK

a+v
a+s (u+ Ca+v

a+s ).

Thus

φa+t
a+s(u) = Ka+t

a+s(u+ Ca+t
a+s)− c

∫ t

s

φa+t
a+v(0)λ(a+ v)dvK

a+v
a+s (u+ Ca+v

a+s ).

Besides, we have limt→∞K
a+t
a (u+ Ca+t

a ) = 1, thus

ψa(u) = lim
t→∞

c

∫ t

0

φa+t
a+s(0)λ(a+ s)dsK

a+s
a (u+ Ca+s

a ).
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4. Time Dependent Risk Process

Remark 4.2.1. In fact, we could apply the idea of the time shifting property from

proposition 2.2.1 to obtain the inhomogeneous type of Seal’s formulae under this setting

4.1.

Proposition 4.2.2. For the classical homogeneous Poisson process with constant inten-

sity λ, theorem 4.2.3 is able to fit the classical Seal’s formulae given by theorem 4.1.1.

For u = 0,

φa+t
a+s(0) =

1

(1 + θ)µλ(t− s)

∫ (1+θ)µλ(t−s)

0

Ka+t
a+s(y)dy

=
1

p(t− s)

∫ p(t−s)

0

Ka+t
a+s(y)dy = φ(0, t− s),

where p = (1 + θ)µλ. Then for the non-ruin probability with initial capital u,

φa+t
a (u) = Ka+t

a (u+ (1 + θ)µλt)− p
∫ t

0

φ(0, t− s)dsKa+s
a (u+ (1 + θ)µλs])

= K(u+ pt, t)− p
∫ t

0

φ(0, t− s)dK(u+ ps, s)

are all independent of the initial age a, due to the renewal property.

Proof. Under the homogeneous Poisson process condition, we have Λ(t) = λt and λ(·) =

λ, then the distribution of the aggregate claims is defined by

Ka+s
a (x) = P[Sa+s

a < x] =
∞∑
m=0

(λs)m

m!
e−λsF ∗mX (x) = K(x, s),

which is independent of a. Then for u = 0,

φa+t
a+s(0) =

1

(1 + θ)µλ(t− s)

∫ (1+θ)µλ(t−s)

0

Ka+t
a+s(y)dy

=
1

p(t− s)

∫ p(t−s)

0

Ka+t
a+s(y)dy = φ(0, t− s),

where p = (1 + θ)µλ. For the non-ruin probability with initial capital u, according to

the renewal property, we have

φa+t
a (u) = P[Ra+t

a (u) > 0]− P
[
∃0 ≤ s ≤ t : Ra+s

a (u) = 0, Ra+v
a (u) > 0 for 0 ≤ v < s

]
= Ka+t

a (u+ (1 + θ)µλt)− p
∫ t

0

φ(0, t− s)dsdKa+s
a (u+ (1 + θ)µλs])

= K(u+ pt, t)− p
∫ t

0

φ(0, t− s)dK(u+ ps, s).
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4.2. Seal’s formulae for the inhomogeneous Poisson process model

Example 4.2.1. Assume the claim follows an exponential distribution X ∼ exp(β).

Then the aggregate claims follow an Erlang distribution. The density function of an

Erlang random variable with parameter β and n is defined by

ηβ,n+1(x) =
βn+1xn

n!
e−βx.

Then the distribution of the aggregate claims size is

Ka+s
a (x) =

∞∑
n=0

∞∑
m=n+1

[
Λ(a+ s)− Λ(a)

]n
βn!

e−
[

Λ(a+s)−Λ(a)
]
ηβ,m+1(x).

The non-ruin probability with zero initial can be calculated by theorem (4.2.3),

φa+t
a+s(0) =

1

c
[
Λ(a+ t)− Λ(a+ s)

] ∫ Ca+t
a+s

0

Ka+t
a+s(y)dy

=
∞∑
n=0

∞∑
m=n+1

∞∑
k=m+1

[
Λ(a+ t)− Λ(a+ s)

]n−1

n!cβ2
e−
[

Λ(a+t)−Λ(a+s)
]
ηβ,k+1(Ca+t

a+s).

Now we derive the decomposition derivative,

ds
[
Ka+s
a (u+ cΛa+s

a )
]

=

∞∑
n=0

∞∑
m=n+1

m∑
k=0

λ(a+ s)ηβ,k+1(u)ds
k!(m− k)!

[
Λ(a+ s)− Λ(a)

]n
β2n!

e−
[
Λ(a+s)−Λ(a)

]
ηβ,m−k+1(Ca+s

a ),

then we define

Ha(t, n,m, k) =

∫ t

0
φa+t
a+s(0)λ(a+ s)ds

k!(m− k)!
[
Λ(a+ s)− Λ(a)

]n
β2n!

e−
[
Λ(a+s)−Λ(a)

]
ηβ,m−k+1(Ca+s

a )

and

Ka+t
a (u+ ct) =

∞∑
n=0

∞∑
m=n+1

[
Λ(a+ t)− Λ(a)

]n
n!

e−
[

Λ(a+t)−Λ(a)
]
ηβ,m+1(u+ Ca+t

a )

=
∞∑
n=0

∞∑
m=n+1

m∑
k=0

ha(t, n,m, k)ηβ,k+1(u).

Therefore, the non-ruin probability can be derived as

φa+t
a (u) =

∞∑
n=0

∞∑
m=n+1

m∑
k=0

[
ha(t, n,m, k)−Ha(t, n,m, k)

]
ηβ,k+1(u). (4.3)
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4. Time Dependent Risk Process

We now consider the infinite time probability. Referring to Garrido et al. (1996), an

analogous Volterra integral equation in terms of ψa(u) for the model (4.1) is given by

the following theorem,

Theorem 4.2.4. The infinite time probability of ruin beginning with initial reserve u,

from initial age a to time a+ t, satisfies the integral equation:

ψa(u) =

∫ ∞
0

λ(a+ s)e−Λa+s
a

∫ u+cs

0

ψa+t
a+s(u+ cs− x)dFX(x)ds

+

∫ ∞
0

λ(a+ s)e−Λa+s
a F̄X(u+ cs)ds.

According to the previous results, we aim to figure out the connection between the

infinite time and finite time ruin probability. We now introduce the following theorem,

Theorem 4.2.5. For any h ≥ 0,

ψa(u) = ψa+t
a (u) +

∞∑
i=0

t+hi|ψa+t+h(i+1)
a (u)

and

t|ψa(u) +t |φa(u) = Ka+t
a (u+ Ca+t

a ).

Therefore, the ultimate ruin probability can be derived by the infinite sum

ψa(u) = ψa+t
a (u) +

∞∑
i=0

∫ u+cΛ
a+ti
a

0

ψ
a+ti+1

a+ti (u+ Ca+ti
a − y)ka+ti

a (y)dy, (4.4)

where ti = t+hi, ti |ψ
a+ti+1
a (u) = P[a+ti < τa(u) < a+ti+1] and ti |φ

a+ti+1
a (u) = P[τa(u) 6∈

(a+ ti, a+ ti+1)].

Proof. According to Usabel (1998), we have

ψa(u) = ψa+t
a (u) +t |ψa(u),
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4.2. Seal’s formulae for the inhomogeneous Poisson process model

by applying the total probability theorem,

t|ψa(u) = P[a+ t < τa(u) <∞]

=

∫ u+Ca+t
a

0

P
[
a+ t < τa+t(R

a+t
a (u)) <∞|Ra+t

a (u) = y
]
P[Ra+t

a (u) = y]dy

=

∫ u+Ca+t
a

0

P[a+ t < τa+t(y) <∞]P[Ra+t
a (u) = y]dy

=

∫ u+Ca+t
a

0

ψa+t(y)P[Ra+t
a (u) = y]dy =

∫ u+Ca+t
a

0

ψa+t(u+ Ca+t
a − y)ka+t

a (y)dy

=

∫ u+Ca+t
a

0

1− φa+t(u+ cΛa+t0
a − y)ka+t

a (y)dy

=Ka+t
a (u+ Ca+t

a )−t |φa(u).

Therefore, the infinite time ruin probability can be denoted as

ψa(u) = ψa+t
a (u) +

∫ u+Ca+t
a

0

ψa+t(u+ Ca+t
a − y)ka+t

a (y)dy.

In addition, for any h ≥ 0, t|ψa(u) can be expressed as

t|ψa(u) = P[a+ t < τa(u) <∞] =
∞∑
i=0

P[a+ t+ hi < τa(u) < a+ t+ h(i+ 1)]

=
∞∑
i=0

∫ u+Ca+t+hi
a

0

P
[
a+ t+ hi < τa+t+hi(y) < a+ t+ h(i+ 1)

]
P[Ra+t+hi

a (u) = y]dy

=
∞∑
i=0

∫ u+Ca+t+hi
a

0

ψ
a+t+h(i+1)
a+t+hi (u+ Ca+t+hi

a − y)ka+t+hi
a (y)dy

=
∞∑
i=0

t+hi|ψa+t+h(i+1)
a (u).

Now we let ti = t+ hi, therefore

t|ψa(u) =
∞∑
i=0

ti |ψa+ti+h
a (u).

Example 4.2.2. The model satisfies example 4.2.1, according to (4.3) and (4.4), we

have

φ
a+ti+1

a+ti (u) =
∞∑
n=0

∞∑
m=n+1

m∑
k=0

[
ha+ti(h, n,m, k)−Ha+ti(h, n,m, k)

]
ηβ,k+1(u),
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4. Time Dependent Risk Process

then∫ u+cΛa+t+hi
a

0

ηβ,k+1(u+ cΛa+ti
a − y)ka+ti

a (y)dy

=
∞∑
j=0

[Λa+ti
a ]j

j!
e−Λ

a+ti
a

∫ u+cΛ
a+ti
a

0

ηβ,k+1(u+ cΛa+ti
a − y)ηβ,j(y)dy

=
∞∑
j=0

k∑
p=0

[Λa+ti
a ]j

j!
e−Λ

a+ti
a

βk+j+1(−1)p

(k − p)!p!(j − 1)!
(u+ cΛa+ti

a )k−pe−β(u+cΛ
a+ti
a )

∫ u+cΛ
a+ti
a

0

yp+j−1dy

=
∞∑
j=0

k∑
p=0

Ga+ti
a (k, j, p)ηβ,k+j+1(u+ cΛa+ti

a ),

where Ga+ti
a (k, j, p) = [Λ

a+ti
a ]j

j!
e−Λ

a+ti
a (−1)k(k+j)!

(k−p)!p!(j−1)!(p+j)
. Therefore, we have the ultimate

ruin probability expression,

ψa(u) =ψa+t
a (u) +

∞∑
n=0

∞∑
m=n+1

m∑
k=0

∞∑
i=0

∞∑
j=0

k∑
p=0

[ha+ti(h, n,m, k)−Ha+ti(h, n,m, k)]

Ga+ti
a (k, j, p)ηβ,k+j+1(u+ cΛa+ti

a ).

4.3 Cox process model

In this section, we are going to construct the Cox process by letting the intensity pa-

rameter be a stochastic process which is defined in particular as the shot-noise Cox

process or the other specific processes. The reason why we need the Cox process is

that the homogeneous and inhomogeneous Poisson processes do not adequately explain

the phenomena of catastrophes (Dassios and Jang, 2003). In addition, Cox process can

provide a more stochastic setting of the occurrence of claims (Ammeter, 1948). In order

to investigate the properties of the cox process and ruin probabilities, we start with

the investigation of the claim occurrence process and the distribution of the aggregate

claims size.
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4.3. Cox process model

4.3.1 Shot-noise Cox process

Recall that St =
∑Nt

i=1Xi denotes the aggregate claims process up to time t. In the

classical risk model, St represents the compound Poisson process with constant intensity

λ. In this section, Nt becomes a Cox process with a Poisson shot-noise intensity which

can be found in Albrecher and Asmussen (2006),

λt = λ0 +

Nρ(t)∑
n=1

h(t− Tn, Yn), (4.5)

where {Tn}n∈N is the sequence of occurrences of a homogeneous Poisson process with

rate ρ and it represents the occurring times of external events. {Yn}n∈N is a sequence

of positive independent and identically distributed random variables (with distribution

function FY ) which are independent of the Poisson process Nρ(t). In addition, the

function h(t, x) represents the non-negative response function (shot function) in the

shot-noise Cox process.

The shot-noise process has also been investigated in a more general form. If the

function (4.5) is simplified to a multiplicative shot function by splitting h(t − Ti, Yi) =

Yig(t− Ti), then we obtain

λt = λ0 +

Nρ(t)∑
n=1

Yng(t− Tn), (4.6)

where g(t) is a non-negative function with following properties:

1. g(t) ≥ 0 for all t ≥ 0 and g(t) = 0 for t < 0,

2. G(t) =
∫ t

0
g(s)ds, g(∞) = 0, H(Y, t) =

∫ t
0
h(Y, s)ds,

3. The mean value function is defined as an integrated stochastic process E[N(t)] =

E[Λt|Ft] = E[
∫ t

0
λsds|Ft],

4. There exists θ < min{1, α} such that
∫∞

0
g(t)θdt <∞.
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4. Time Dependent Risk Process

Generalisations of the shot-noise Cox process which allow the intensity of the claim

frequency to depend on time are given by Dassios and Jang (2003). Furthermore, from

Campbell’s formula, the expectation of the random process λt can be denoted as

E(λt) = λ0 + ρ

∫ t

0

E[g(t− s)Y1]ds = λ0 + ρ

∫ t

0

E[g(s)Y1]ds = λ0 + ρG(t)E[Y1].

Then limt→∞ E(λt) = λ0 + ρE[G(∞)Y1] = ω which is assumed to be finite. Also, we

need to assume the net profit condition c > µ and µ = ωµX (µX = E(X)). Assuming

that h(y, t) = ye−δt, Cox and Isham (1980) have shown the Laplace transformation of

Zt =
∑Nρ(t)

n=1 Yng(t− Tn) is given by

LZt(s) = e−ρ
∫ t
0 (1−LY (se−δz))dz.

Assume that all moments of Xt exist, then

E[Zi
t ] = (−1)i

diLZt(s)
dsi

∣∣
s=0

,

therefore, we could have

E[Zt] =
ρE[Y ]

δ
(1− e−δt), V ar[Zt] =

ρE[Y 2]

2δ
(1− e−2δt).

Corollary 4.3.1. The stochastic integrated process Λt =
∫ t

0
λsds can be written as

Λt = λ0t+

Nρ(t)∑
n=0

YnG(t− Tn).

Proof. We have

Λt =

∫ t

0

λsds = λ0t+

∫ t

0

∫ t1

0

YNρ(s)g(t1 − s)dNρ(s)dt1,

after changing the order of the integral by applying Fubini’s theorem,

= λ0t+

∫ t

0

∫ t

s

YNρ(s)g(t1 − s)dt1dNρ(s) = λ0t+

∫ t

0

YNρ(s)G(t− s)dNρ(s)

= λ0t+

Nρ(t)∑
n=0

YnG(t− Tn).
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4.3. Cox process model

From Albrecher and Asmussen (2006), by assuming g(t) = e−δt andG(t) =
∫ t

0
g(s)ds =

1
δ

(
1− e−δt

)
, the stochastic integrated process can be rearranged as

Λt =

∫ t

0

λsds = λ0t+

Nρ(t)∑
i=0

YiG(t− Ti) = λ0t+
1

δ

Nρ(t)∑
i=0

Yi
(
1− e−δ(t−Ti)

)
.

by applying Taylor expansion,

Λt = λ0t+
1

δ

Nρ(t)∑
i=0

Yi
(
1− e−δ(t−Ti)

)
= λ0t+

Nρ(t)∑
i=0

Yi
[
t− Ti − (t− Ti)2 + (t− Ti)3...

]
.

Then we have

E[Λt] = λ0t+
ρE[Y ]

δ

[
t− 1

δ
(1− e−δt)

]
, Var[Λt] = λ0t+

ρE[Y 2]

2δ

[
t− 1

2δ
(1− e−2δt)

]
.

Dassios et al. (2015) introduced some doubts on the application of the shot-noise Cox

process: In the case of small ρ (the rate of shot event arrival), they use the shot-

noise process as an intensity function for catastrophic events. However, if the parameter

becomes large, it means that the shot events are no longer considered to be catastrophes.

Therefore, we can consider the shot-noise process to be an intensity function to generate

the number of claims due to common events of high frequency, such as car accidents or

accidents from a large collective insurance portfolio.

According to the following corollary, we are able to find the moment generating func-

tion of the intensity of the shot-noise Cox process.

Corollary 4.3.2. Let Nρ(t) be a Poisson process with parameter ρ > 0 and Zt =∑Nρ(t)
n=1 Yng(t− Tn). Then for any s > 0, the moment generating function of Zt is given

by

MZt(s) = E[esZt ] = eρ
∫ t
0 [MY (sg(t−v))−1]dv. (4.7)

We then have the following theorem,

Theorem 4.3.1. Let λt be a shot-noise Cox process with exponential(ω) events Yi and

decay function g(t) = e−δt, the moment generating function of λt is given by

Mλt(s) = eλ0s

[
ω − se−δt

ω − s

] ρ
δ

.
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4. Time Dependent Risk Process

Let t→∞, it is clear to see

lim
t→∞

MZt(s) =

(
ω

ω − s

) ρ
δ

=
(

1− s

ω

)− ρ
δ
,

where limt→∞ Zt ∼ Γ(ρ
δ
, 1
ω

) (Dassios et al., 2015).

Proof. Assuming Yi ∼ Exp(ω) (its moment generating function is ω
ω+s

) and g(t) = e−δt,

then we have

Mλt(s) = eλ0se
ρ
∫ t
0

[
ω

se−δ(t−v)
−1

]
dv

= eλ0se
ρ
δ

ln w−se−δt
ω−s

= eλ0s

[
w − se−δt

ω − s

] ρ
δ

= Mλ0(s)MZt(s).

Let t → ∞ we have limt→∞MZt(s) =
(
1− s

ω

)− ρ
δ s.t. limt→∞ Zt ∼ Γ(ρ

δ
, ω). Therefore,

P (λ∞ ≤ λ0 + a) = FΛ(λ0 + a) =
γ( ρ
δ
, a
ω

)

Γ( ρ
δ

)
, where a ∈ (0,+∞) and we use λ∞ to denote

limt→∞ λt.

4.3.2 Other Cox processes

In this section, we aim to construct some special Cox processes and provide their sta-

tistical properties, in addition to providing the brief expression of the ruin probability

if it is possible. We are going to provide some examples of the Cox process in order to

cover the following fields: heavy-tailed intensity (compound Poisson process with Pareto

distributed jumps), correlation with stock price (geometric Brownian motion, applica-

tions can be found in Asmussen and Albrecher (2010)), discounted jump process and

the Markov jump process.

Example 4.3.1. (Heavy-tailed intensity)

In probability theory, heavy-tailed distributions are probability distributions whose tails

are not exponentially bounded (Albrecher and Boxma, 2004). The definition can be

given as the distribution of a random variable X with distribution function FX is said

to have a heavy right tail if

lim
x→∞

eλxP[X > x] =∞ for all λ > 0
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4.3. Cox process model

This is also written in terms of the tail distribution function

F̄X(x) ≡ P[X > x],

as

lim
x→∞

eλxF̄X(x) =∞ for all λ > 0.

This is equivalent to the statement that the moment generating function of FX(x),

MX(t), is infinite for all t > 0.

Here, the heavy-tailed intensity process is given by

λt = λ0

N(t)∏
n=0

eαYne−δt, (4.8)

where Yn ∼ Exp(ω) and N(t) is a homogeneous process with parameter ρ.

Figure 4.1: Intensity of λt with different levels of decay functions under heavy-tailed intensity

Its distribution can be derived by

P[λt ≤ x] =
∞∑
n=0

P
[
λ0e

∑n
i=0 αYie−δt ≤ x

]
P[N(t) = n]

=
∞∑
n=0

P

[
n∑
i=0

αYi ≤ log
x

λ0

+ δt

]
P[N(t) = n]

=
∞∑
n=0

FZn

(
log

x

λ0

+ δt

)
P[N(t) = n],
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4. Time Dependent Risk Process

where
∑n

i=0 αYi = Zn ∼ Erlang(ω/α, n) and P[N(t) = n] = (ρt)n

n!
eρt. Then its density

function is given by fλt(x) =
∑∞

n=0

fZn (log x
λ0

+δt)

λ0x
(ρt)n

n!
eρt. The statistical properties can

also be given by

E[λt] = λ0e
−δt

∞∑
n=0

E[e
∑n
i=0 αYi ]P[N(t) = n]

= λ0e
−δt

∞∑
n=0

[MY (α)]nP[N(t) = n] = λ0e
−δteρt(MY (α)−1),

Var[λt] = λ0e
−δt

∞∑
n=0

Var[e
∑n
i=0 αYi ]P[N(t) = n]

= λ0e
−δt

∞∑
n=0

{
E[(e

∑n
i=0 αYi)2]− E[e

∑n
i=0 αYi ]2

}
P[N(t) = n]

= λ0e
−δt

∞∑
n=0

P[N(t) = n]
[
MY (2α)n −MY (α)2n

]
.

If we assume the jump Y ∼ N(0, 1), it is possible to generate the log-normal intensity

process (two directions jump process).

Figure 4.2: Intensity of λt with different levels of decay functions under log-normal intensity

Example 4.3.2. Geometric Brownian motion

A geometric Brownian motion (GBM) (also known as exponential Brownian motion) is

a continuous-time stochastic process in which the logarithm of the randomly varying

quantity follows a Brownian motion (also called a Wiener process) with drift (Gerber
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4.3. Cox process model

and Shiu, 2004). The intensity process is defined by

λt = λ0Yt, (4.9)

where Yt = e(µ−σ
2

2
)t+σWt and Wt is a Wiener process.

Figure 4.3: Intensity of λt under geometric Brownian motion

Its probability density function is given by

fλt(x) =
1

xσ
√

2πt
exp

−
(

ln x
λ0
−
(
µ− δ − 1

2
σ2
)
t
)2

2σ2t


and the statistical properties can be computed as

E[λt] = λ0e
µt,

Var[λt] = λ2
0e

2µt
(
eσ

2t − 1
)
.

Example 4.3.3. Discounted jumps process

The intensity process is defined in a similar way to the shot-noise Cox process, it is given

by

λt = λ0 +

N(t)∑
n=0

Yne
−δt, (4.10)

where Yn ∼ exp(ω) and N(t) is a homogeneous process with the parameter ρ.
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4. Time Dependent Risk Process

Figure 4.4: Intensity of λt with different levels of decay functions under discounted jumps process

Its distribution can be derived by

P[λt ≤ x] =
∞∑
n=0

P
[
λ0 +

n∑
i=0

Yie
−δt ≤ x

]
P[N(t) = n]

=
∞∑
n=0

P
[ n∑
i=0

Yi ≤ (x− λ0)eδt
]
P[N(t) = n]

=
∞∑
n=0

FZn
(
(x− λ0)eδt

)
P[N(t) = n],

where
∑n

i=0 Yi = Zn ∼ Erlang(ω, n) and P[N(t) = n] = (ρt)n

n!
e−ρt. Then, its density

function is given by fλt(x) =
∑∞

n=0 e
δtfZn [(x − λ0)eδt] (ρt)n

n!
e−ρt. Also, the statistical

properties can be given by

E[λt] = λ0 + e−δt
∞∑
n=0

E[
n∑
i=0

Yi]P[N(t) = n]

= λ0 + e−δt
∞∑
n=0

[E(Y )]nP[N(t) = n] = λ0 + e−δteρt(E(Y )−1),

Var[λt] = λ0 + e−δt
∞∑
n=0

Var[
n∑
i=0

Yi]P[N(t) = n]

= λ0 + e−δt
∞∑
n=0

n

ω2
P[N(t) = n].

Furthermore, if we assume the integrated process Λt = λ0t+
∑N(t)

i=0 Yie
−δt, the intensity

of the point process is given by λt = e−δt
∑

i YN(t)δ(t − Ti) − δe−δt
∑N(t)

i=0 Yi, thus the
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4.3. Cox process model

distribution of the point process is given by

P[N(t) = n] = E[
Λn
t

n!
e−Λt ] =∫ ∞

0

xn

n!
e−x

∞∑
m=0

e−(ρ−mδ)t (ρt)
m

m!

ωm(x− λ0t)
m−1

(m− 1)!
e−ωdx

=
∞∑
m=0

m−1∑
i=0

(−λ0t)
m−i−1(ωρt)me−(ρ−mδ)t−ω

n!m!i!(m− i− 1)!

∫ ∞
0

xn+ie−xdx

=
∞∑
m=0

m−1∑
i=0

(−λ0)m−i−1(ωρ)me−ω(2m− i− 1)!(n+ i)!

n!m!i!(m− i− 1)!(ρ−mδ)m+1
ηρ−mδ,2m−i(t).

Example 4.3.4. Markov jump process

We arrange an intensity process as a Markov jump process,

λt =



λ0 = λ0, t < T1 → t ∈ A0,

λ1 = λ0 + Y1, T1 ≤ t < T2 → t ∈ A1,

λ2 = λ1 + Y2, T2 ≤ t < T3 → t ∈ A2,

...

λn−1 = λn−2 + Yn−1, Tn−1 ≤ t < Tn → t ∈ An−1,

λn = λn−1 + Yn, Tn ≤ t→ t ∈ An.

which can be arranged as an infinite stages Markov process,

Stage 0 Stage 1 . . . Stage n . . . Stage n+k . . .
λ0 λ1 . . . λn . . . λn . . .
A0 A1 . . . An . . . An+k . . .

Table 4.1: Markov jump process

When t ≥ Tn, it holds that λt = λn, therefore the expectation of the intensity can

be expressed by

E[λt] =
n−1∑
m=0

E[λt|t ∈ Am]P[t ∈ Am] +
∞∑
m=n

E[λt|t ∈ Am]P[t ∈ Am]

=
n−1∑
m=0

(λ0 +
m

ω
)
(ρt)m

m!
e−ρt +

∞∑
m=n

(λ0 +
n

ω
)
(ρt)m

m!
e−ρt

= λ0 +
n

ω
−

n∑
m=0

(λ0 +
n−m
ω

)
(ρt)m

m!
e−ρt.
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4. Time Dependent Risk Process

We have the stationary case when we take t→∞,

lim
t→∞

E[λt] = λ = λ0 +
n

ω
. (4.11)

According to the safety loading condition, we have

c ≥ E[λ]E[X] = (λ0 +
n

ω
)
1

β

n ≤ cωβ − λ0ω.

Thus, we let the safety loading as θ ≥ 0 and let cωβ
1+θ
− λ0ω be an integer, then the

maximum value of n can be denoted by

n =
cωβ

1 + θ
− λ0ω, (4.12)

where c is the premium rate which assume the insurance company can accept a maximum

of n events from intensity jump process. Then, considering an infinitesimal time interval

[0, h), there are four possible situations:

1. No jump from claim process and intensity process;

2. One jump from claim process and no jump from intensity process;

3. No jump from claim process and one jump from intensity process;

4. More than one jump from claim process and intensity process.

Then, we could have

φ∗(u, λk) = φ(u, λk|Fn), (4.13)

where the filtration Fn contains the information of λi for i = 1, 2, ..., n and k denotes

the states. Therefore, we could have the integro-differential equation in the following

theorem

Theorem 4.3.2. Under the setting fo the intensity process λt, the non-ruin probability

satisfies the following integro-differential equations. For k = 1,

c
∂φ∗(u, λ0)

∂u
= (λ0 + ρ)φ∗(u, λ0)− λ0

∫ u

0

φ∗(u− x, λ0)dFX(x)− ρφ∗(u, λ1).
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4.3. Cox process model

For k < n,

c
∂φ∗(u, λk)

∂u
= (λk + ρ)φ∗(u, λk)− λk

∫ u

0

φ∗(u− x, λk)dFX(x)− ρφ∗(u, λk+1).

For k ≥ n,

c
∂φ∗(u, λn)

∂u
= λnφ

∗(u, λn)− λn
∫ u

0

φ∗(u− x, λn)dFX(x). (4.14)

Thus, (4.14) can be considered as a classical case,

φ∗(u, λn) = 1−min

{
λn
cβ

exp[−(β − λn
c

)u], 1

}
. (4.15)

We could then apply the recursive method to obtain φ∗(u, λn−1), which is denoted by

the integro-differential equation

c
∂φ∗(u, λn−1)

∂u
= (λn−1 + ρ)φ∗(u, λn−1)− λn−1

∫ u

0

φ(u− x, λn−1)dFX(x)− ρφ∗(u, λn). (4.16)

Applying the Laplace transform on both sides, we have

scφ̂∗(s, λn−1)− cφ∗(0, λn−1) = (λn−1 + ρ)φ̂∗(s, λn−1)− λn−1φ̂(s, λn−1)
β

s+ β
− ρφ̂∗(s, λn),

φ̂∗(s, λn−1) =
cφ∗(0, λn−1)− ρφ̂∗(s, λn)

cs− λn−1 − ρ+ λn−1
β
s+β

=
(s+ β)[cφ∗(0, λn−1)− ρφ̂∗(s, λn)]

cs2 − (cβ − λn−1 − ρ)s− ρβ

= (
s+
n−1 + β

s+
n−1 − s−n−1

1

s− s+
n−1

+
s−n−1 + β

s−n−1 − s+
n−1

1

s− s−n−1

)[cφ∗(0, λn−1)− ρφ̂∗(s, λn)]

= f̂n−1(s)[cφ∗(0, λn−1)− ρφ̂∗(s, λn)],

where f̂n−1(s) = (
s+n−1+β

s+n−1−s
−
n−1

1
s−s+n−1

+
s−n−1+β

s−n−1−s
+
n−1

1
s−s−n−1

). Thus we can substitute the expres-

sion of φ̂∗(s, λn−1) into the next recursion,

φ̂∗(s, λn−2) = f̂n−2(s)[cφ∗(0, λn−2)− ρφ̂∗(s, λn−1)]

= f̂n−2(s)[cφ∗(0, λn−2)− ρf̂n−1(s)[cφ∗(0, λn−1)− ρφ̂∗(s, λn)]]

= cf̂n−2(s)φ∗(0, λn−2)− ρf̂n−1(s)f̂n−2(s)[cφ∗(0, λn−1)− ρφ̂∗(s, λn)].

Iterating from step 1 to step k, we have

φ̂∗(s, λn−k) = cf̂n−k(s)φ
∗(0, λn−k)

− c
k−1∑
i=1

i∏
j=0

f̂n−k+j(s)ρ
i−1φ∗(0, λn−k+i)−

k−1∏
j=0

ρkf̂n−k+j(s)φ̂
∗(s, λn).

69



4. Time Dependent Risk Process

Eventually, letting k = n gives

φ̂∗(s, λ0) = cf̂0(s)φ∗(0, λ0)− c
n−1∑
i=1

i∏
j=0

f̂j(s)ρ
i−1φ∗(0, λi)−

n−1∏
j=0

ρnf̂j(s)φ̂
∗(s, λn), (4.17)

then applying the inverse Laplace transform, we have

φ∗(s, λ0) = cf0(u)φ∗(0, λ0)− c
n−1∑
i=1

ρi−1φ∗(0, λi)
i∏

j=0

f ∗ij (u)− ρn
n−1∏
j=0

f ∗n−1
j ∗ φ∗(:, λn)(u),

(4.18)

where
∏n−1

j=0 f
∗n−1
j (u) is the n− 1 fold convolution of the terms fj(:) for j = 0, ..., n− 1

and
∏n−1

j=0 f
∗n−1
j ∗ φ∗(:, λn)(u) is the n fold convolution with respect to u. According to

the definition of φ∗, the probability condition on Fn, we could apply the total probability

theorem in order to obtain φ(u, λ0). Before the calculation, we denote fn(u) = f(u, λn),

then

φ(u, λ0) =

∮ cβ

0

φ∗(u, λ0)f(y1)f(y2) . . . f(yn)dyn . . . dy2dy1

=

∮ cβ

0

cf0(u)φ∗(0, λ0)− c
n−1∑
i=1

ρi−1φ∗(0, λj)
i∏

j=0

f ∗i(:, λj)(u)

− ρn
n−1∏
j=0

f ∗n−1(:, λj) ∗ φ∗(:, λn)(u)f(λ1)f(λ2) . . . f(λn)dλn . . . dλ2dλ1,

where
∮ cβ
λ0

=
∫ cβ
λ0

∫ cβ
λ1
· · ·
∫ cβ
λn−1

.

Considering the case of two states (n = 2) under exponential claim distribution with

density function fX(x) = βe−βx and assuming Y1 is a constant, we have

c
∂φ0(u)

∂u
= (λ0 + ρ)φ0(u)− λ0

∫ u

0

φ0(u− x)dFX(x)− ρφ1(u)

and

c
∂φ1(u)

∂u
= λ1φ1(u)− λ1

∫ u

0

φ1(u− x)dFX(x).

We now apply the Laplace transform with respect to u on both upon functions,

φ̂0(s) =
cφ0(0)− ρφ̂1(s)

cs− λ0 − ρ+ λ0f̂X(s)
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4.3. Cox process model

and

φ̂1(s) =
cφ1(0)

cs− λ1 + λ1f̂X(s)
.

Therefore we have

φ̂0(s) =
cφ0(0)− ρ cφ1(0)

cs−λ1+λ1f̂X(s)

cs− λ0 − ρ+ λ0f̂X(s)

=
cφ0(0)

cs− λ0 − ρ+ λ0f̂X(s)
− cρφ1(0)(

cs− λ0 − ρ+ λ0f̂X(s)
)(

cs− λ1 + λ1f̂X(s)
) ,

which can be calculated by two part. Firstly, we have

cφ0(0)

cs− λ0 − ρ+ λ0f̂X(s)
= φ0(0)

( a1

s− s1

+
a2

s− s2

)
,

where

s1,2 =

λ0+ρ
c
− β ±

√
(λ0+ρ

c
− β)2 − 4ρβ

c

2
< 0

and coefficients a1,2 satisfy 
a1 =

s1 − β
s1 − s2

,

a2 =
β − s2

s1 − s2

.

The second part can be derived as

cρφ1(0)(
cs− λ0 − ρ+ λ0f̂X(s)

)(
cs− λ1 + λ1f̂X(s)

)
=
ρ

c
φ1(0)

(
b0

s
+

b1

s− s1

+
b2

s− s2

+
b3

s− s3

)
,

where

s3 =
λ1

c
− β < 0

and coefficients b0,1,2,3 satisfy that

b0 + b1 + b2 + b3 = 0,

(s1 + s2 + s3)b0 + (s2 + s3)b1 + (s1 + s3)b2 + (s1 + s2)b3 = 0,

(s1s2 + s2s3 + s1s3)b0 + s2s3b1 + s1s3b2 + s1s2b3 = 1,

s1s2s3b0 = −β.
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4. Time Dependent Risk Process

Thus we have 

b0 = − β

s1s2s3

,

b1 =
β + s1

s1(s2 − s1)

1

s3 − s1

,

b2 =
β + s2

s2(s1 − s2)

1

s3 − s2

,

b3 =
β + s3

s3(s3 − s1)(s3 − s2)
.

We could now obtain the ruin probability by applying the inverse Laplace transforma-

tion,

φ0(u) = φ0(0) (a1e
s1u + a2e

s2u)− ρ

c
φ1(0) (b0 + b1e

s1u + b2e
s2u + b3e

s3u) . (4.19)

Now consider Y1 be a random variable, the probability of ruin can be derived by the idea

of mixing distribution (Bühlmann, 1970; Albrecher et al., 2011; Constantinescu et al.,

2018), i.e. the ultimate ruin probability conditions on the value of first jump Y1 from

the intensity process ,

ψ1(u|Y1 = y) = min

{
λ0 + y

cβ
exp[−(β − λ0 + y

c
)u], 1

}
.

According to the net profit condition, Y1 < cβ − λ0 = y∗, we could obtain the ruin

probability for the stage 1,

ψ1(u) =

∫ y∗

0

λ0 + y

cβ
e−(β−λ0+y

c
)ufY1(y)dy + F̄Y1(y∗).

Assume the Y1 ∼ Exp(ω), thus

ψ1(u) = e−ω(cβ−λ0) +
λ0ω

cβ(ω − u
c
)

(
1− e−(ω−u

c
)(cβ−λ0)

)
+

ω

cβ

∞∑
k=0

(ω − u
c
)k−1(cβ − λ0)k

k!
e−(ω−u

c
)(cβ−λ0).

Furthermore, (4.19) is also condidered as a conditional probability. We can derive the

unconditional probability by applying the total probability theorem. According to the

fact of integral ∫
1

a+ bx
e−cx = −

E1(cx+ ac
b

)e
ac
b

b
+ C,
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4.3. Cox process model

where E1(x) =
∫∞
x

e−t

t
dt is an exponential integral, we can separate the b3 into

b3 =
p0

λ1

c
− β

+
p1

λ1

c
− β − s1

+
p2

λ1

c
− β − s2

,

where 

p0 =
β

s1s2

,

p1 =
β + s1

s1(s2 − s1)
,

p2 =
β + s2

s2(s1 − s2)
.

Eventually we could obtain the result,

φ0(u) =

∫ y∗

0

φ0(u, y)fY1(y)dy + F̄Y1(y∗)

= [φ0(0)
(
a1e

s1u + a2e
s2u
)
− ρ

c
φ1(0)

(
b1e

s1u + b2e
s2u
)
]FY1(y∗) + F̄Y1(y∗)

+
E1

(
ω(s1s2λ0−cβ)

s1s2

)
− E1

(
ωy∗ + ω(s1s2λ0−cβ)

s1s2

)
s1s2

ce
ω(s1s2λ0−cβ)

s1s2

+
E1

(
(cβ−λ0)(u−cω)

λ0

)
− E1

(
(ω − u

c
)y∗ + (cβ−λ0)(u−cω)

λ0

)
λ0

ce
(cβ−λ0)(u−cω)

λ0
−(β−λ0

c
)u

+
E1

(
(c(β+s1)−λ0)(u−cω)

λ0

)
− E1

(
(ω − u

c
)y∗ + (c(β+s1)−λ0)(u−cω)

λ0

)
λ0

ce
(c(β+s1)−λ0)(u−cω)

λ0
−(β−λ0

c
)u

+
E1

(
(c(β+s2)−λ0)(u−cω)

λ0

)
− E1

(
(ω − u

c
)y∗ + (c(β+s2)−λ0)(u−cω)

λ0

)
λ0

ce
(c(β+s2)−λ0)(u−cω)

λ0
−(β−λ0

c
)u
.

In this section, we managed to construct Seal’s formulae for the general inhomo-

geneous Poisson process. We then applied the results to generate expressions for the

finite and infinite time ruin probability under the inhomogeneous Poisson process. In

addition, we investigated the properties of some special Cox processes and discussed the

possibility of computing their ruin probabilities. As long as we manage to obtain the

distributions of the intensity processes by applying the law of total probability, we can

then derive the ruin probabilities by applying Seal’s type integro-differential equation for

the inhomogeneous Poisson process. However, we are not able to find the distribution

of the integrated random process of intensity processes in examples 4.3.1 and 4.3.2. We

could apply a similar approach given by Albrecher and Asmussen (2006) in order to

obtain the asymptotic solutions under such intensity processes.
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Chapter 5

Surplus Dependent Risk Process

Based on the fundamental work of the classical risk process and its applications in

insurance and reinsurance portfolio modelling, we made a modification to the original

surplus process which contains a lower barrier (the compensation level) k ≥ 0. This

would provide some funds when the surplus level is below a certain compensation level,

the funds would be determined by the current surpus level.

In this chepter, this kind of reinsurance strategy being purchased is not a traditional

type of contract. It is neither a proportional type nor an excess of loss reinsurance

that have traditionally been discussed in most of the actuarial literature. In contrast, it

relates to both individual claim or/and the surplus level. More precisely, it relates to the

amount by which the surplus process falls below a fixed compensation level 0 ≤ k ≤ u.

Suppose that on the ith occasion that the surplus falls between 0 and k, the insurer’s

surplus falls to a level k − yi (such that 0 < yi < k), the reinsurer makes an instant

payment of the deficit yi or the part of the deficit pyi (p ∈ (0, 1)) to the insurer. If

any claim leads the insurer’s surplus to drop to a level below 0 (or the lower level,

e.g. Sections 5.1.2 and 5.1.3), the reinsurer does not make a payment and ruin for the

portfolio occurs at the time of this claim. Therefore, the modified surplus process U∆
t is

given by a combination of the original surplus process Ut and the injection process Jt,
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which is defined as

U∆
t = Ut + Jt.

Denote the injection function as Jt which is considered under some specific conditions

(denoted by the indicators). Now define ψk(u) = P[Tu,k < ∞] to be the ultimate ruin

probability for the modified surplus process with the compensation level at k and let

Tu,k denote the time to ruin of the modified process. In this chapter we will discuss the

following capital injection strategies:

• Classical capital injection with Jt =
∑Nt

i=0(k − U∆
ti

)I{0 < U∆
t−i
< k} with instant

payment Q(u, k),

• Partial discrete capital injection with Jt =
∑Nt

i=0 p(k−U∆
ti

)I{0 < U∆
t−i
< k,U∆

t+i
≥ k}

with instant payment Q(u, k)|P ,

where Q(u, k) and Q(u, k)|P denote the amount of the instant payment to reinsure of the

capital injection and partial discrete capital injection models, which will be introduced in

the premium calculation section. Furthermore, we construct the reinsurance strategies

as

• Partial discrete compensation with Jt =
∑Nt

i=0 p(k − U∆
ti

)I{0 < U∆
t−i
< k,U∆

t+i
≥ k},

with reinsurance payment rate (1− q)c,

• Partial discrete compensation with Jt = p(k−Ut)I{0 < Ut < k}, with reinsurance

payment rate c(1− p)I{0 < Ut < k}.

We aim to derive the ruin probabilities for the above strategies respectively and apply

sensitive analysis with respect to all parameters. The premium calculation will be de-

rived in order to construct the capital injection and partial discrete capital injection

model as a reinsurance contract. In addition, we manage to find the optimal capital

allocation for both models to obtain the minimum ruin probabilities and introduce the

equivalent continuous reinsurance payment rate against the fixed instant payment. Fi-

nally, we will answer the key risk management questions and propose suggestions of how

to choose a reinsurance contract under specific situations.
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5. Surplus Dependent Risk Process

5.1 The main results

5.1.1 Classical capital injection model

Nie et al. (2011) modified the classical Cramér-Lundberg risk process (1.1) with capital

injection model which contains a compensation level k, where 0 ≤ k ≤ u. The modi-

fication is that if the surplus drops below k but not below 0, an injection of funds will

immediately restore the surplus back to k, so that the surplus instantly starts from level

k after the claim leads the surplus into (0, k). The company only gets ruined once the

claim makes the surplus fall below 0. Thus, the modified surplus process satisfies the

following figure.

Figure 5.1: Surplus process with capital injection

Obviously, the surplus with the capital injection model will never be in the interval

(0, k), due to the full instant compensation restoring the surplus level to k every time

a claim leads the surplus level into (0, k). According to Nie et al. (2011), we have the

following theorem.

Theorem 5.1.1. When the initial surplus u = k, we have

ψk(k) =
ψ(0)−G(0, k)

1−G(0, k)
.

When the initial surplus u > k, we have

ψk(u) = ψ(u− k)−G(u− k, k)φk(k).
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5.1. The main results

When the initial surplus 0 ≤ u < k, we have

ψk(u) = ψk(k).

Proof. Two situations may occur when the surplus starts with u = k, either a claim

leads the surplus into (0, k) or below 0. Thus, we have

ψk(k) =

∫ k

0

g(0, y)ψk(k)dy +

∫ ∞
k

g(0, y)dy.

Then we consider the case u > k, thus conditioning on the amount of the first drop

below level k, for u ≥ k, we have

φk(u) = φ(u− k) +G(u− k, k)φk(k).

Example 5.1.1. We assume the claims follow exponential distribution, s.t. FX(x) =

1− e−βx (Dickson, 2005), It is well known that

ψ(u) =
λ

cβ
e−(β−λ

c
)u, g(u, y) = ψ(u)βe−βy, G(u, y) = ψ(u)(1− e−βy),

thus we have

ψk(k) =
ψ(0)−G(0, k)

1−G(0, k)
=

λe−βk

cβ − λ+ λe−βk

and

ψk(u) = ψ(u− k)−G(u− k, k)ψ̄k(k) = ψ(u− k)[ψk(k) + e−βkψ̄k(k)].

5.1.2 Partial discrete capital injection and partial discrete

compensation reinsurance contract

According to the risk process given in the capital injection model, there are full injections

when the surplus is between 0 and k, always leading the capital back to k. In this section,

we aim to construct a partial discrete capital injection, which happens if the claims lead
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5. Surplus Dependent Risk Process

the surplus process to drop below the compensation level k, with partial injections

p(k − U∆
ti

), which depend on the deficit below the compensation level k. Furthermore,

the injection will not happen when the surplus level remains in the interval between 0

and k. Therefore, the injection Jt can be denoted as

Jt =

N(t)∑
i=1

p(k − U∆
ti

)I{0 < U∆
t+i
< k,U∆

t−i
≥ k}.

Figure 5.2: Surplus process for partial discrete capital injection model

Remark 5.1.1. One thing needs to be mentioned: due to the definition of the partial

injection model, the surplus level is able to remain in the interval (0, k) for a while.

Therefore, the additional situation compared to the capital injection model is the surplus

between 0 and k.

The probability of ruin in the partial injection model can be solved by applying the

idea of Dickson and Gray (1986). In addition, the ruin probability under the compen-

sation level k (for any 0 < u < k) satisfies the following integro-differential equation,

cψ′(u) = λψ(u)− λ
∫ u

0

ψ(u− x)dFX(x)− λF̄ (u).
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Under the exponential claim the ruin probability has the explicit solution (2.6). Accord-

ing to the idea of the classical capital injection and the approach for investigating the

two barriers model, we could apply a similar idea to obtain the following theorem

Theorem 5.1.2. When the initial capital u = k, we have

ψk(k) =

∫ k

0

g(0, y)
[
ξ(k − y + py, k) + ξ̄(k − y + py, k)ψk(k)

]
dy +

∫ ∞
k

g(0, y)dy.

When the initial capital u > k, we have

ψk(u) = ψ(u− k)− φk(k)

∫ k

0

g(u− k, y)ξ̄(k − y + py, k)dy.

When the initial capital 0 ≤ u < k, we have

ψk(u) = 1− φk(k)ξ̄(u, k).

Example 5.1.2. We assume the claims follow exponential distribution, s.t. FX(x) =

1− e−βx, we could obtain

ξ̄(u, b) =
cβ − λe−(β−λ

c
)u

cβ − λe−(β−λ
c

)b
, ξ(u, b) =

λ(e−(β−λ
c

)u − e−(β−λ
c

)b)

cβ − λe−(β−λ
c

)b
.

According to theorem 5.1.2, we could have

ψk(k) =
ψ(0)− ψ(0)fp(k)

1− ψ(0)fp(k)

where

fp(k) =
cβ

cβ − λe−(β−λ
c

)k
(1− e−βk)− λβe−(β−λ

c
)k(1− e−(pβ+(1−p)λ

c
)k)

(pβ + (1− p)λ
c
)(cβ − λe−(β−λ

c
)k)
.

Then we could have

ψk(u) = ψ(u− k)[1− φk(k)fp(k)] for all u ≥ k.

Inspired by the discrete capital injection model, the corresponding reinsurance con-

tract would provide an injection in the same way, but the payment of the contract

become the continuous payment with rate (1 − q)c, rather than an instant payment

Q(u, k)|P at the beginning. Therefore, the reinsurance compensation is given by Jt =
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5. Surplus Dependent Risk Process

∑Nt
i=0 p(k−U∆

ti
)I{0 < U∆

ti
< k,U∆

t−i
≥ k}, in addition to the original surplus process with

a modified drift,

Ut = u+ qc− St.

Figure 5.3: Surplus process for discrete compensation reinsurance contract

Remark 5.1.2. The red line represents the modified process under the discrete partial

compensation reinsurance contract. As shown by the sample paths for the partial in-

jection and reinsurance model in Figure 5.3, although the premium rate qc (0 < q < 1)

is lower than the surplus process under the discrete capital injection model, the rein-

surance contract allows the company to survive when the surplus is greater than − pk
1−p

rather than 0, which means the company has the additional safe position (− pk
1−p , 0).

Therefore we can simply move the x-axis to − pk
1−p and set this as 0. The initial capital

and compensation level will be u′ = u + p
1−pk and k′ = 1

1−pk respectively, we then have

the following theorem.

Theorem 5.1.3. For the discrete partial compensation reinsurance contract, when the

initial capital u′ = k′, we have

ψqk(k) =

∫ k′

0

g(0, y)
[
ξ(k′ − y + py, k′) + ξ̄(k′ − y + py, k′)ψqk′(k

′)
]
dy +

∫ ∞
k′

g(0, y)dy.
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5.1. The main results

When the initial capital u′ > k′, we have

ψ′qk (u′) = ψ(u′ − k′)− φqk′(k
′)

∫ k′

0

g(u′ − k′, y)ξ̄(k′ − y + py, k′)dy.

When the initial capital 0 ≤ u′ < k′, we have

ψqk(u) = 1− φqk′(k
′)ξ̄(u′, k′).

Example 5.1.3. We assume the claims follow exponential distribution, s.t. FX(x) =

1− e−βx, we could have

ξ̄(u, b) =
qcβ − λe−(β− λ

qc
)u

qcβ − λe−(β− λ
qc

)b
, ξ(u, b) =

λ(e−(β− λ
qc

)u − e−(β− λ
qc

)b)

qcβ − λe−(β− λ
qc

)b

then we could derive

ψqk(k) =
ψq(0)− ψq(0)f qp (k′)

1− ψq(0)f qp (k′)
,

where

f qp (k) =
qcβ

qcβ − λe−(β− λ
qc

)k
(1− e−βk)− λβe−(β− λ

qc
)k(1− e−(pβ+(1−p) λ

qc
)k)

(pβ + (1− p) λ
qc

)(qcβ − λe−(β− λ
qc

)k)
.

Then we could have

ψqk(u) = ψq(u′ − k′)[1− φqk′(k
′)f qp (k′)], for all u′ ≥ k′,

where ψq(u) = λ
qcβ
e−(β− λ

qc
)u.

5.1.3 Discrete partial compensation reinsurance contract with

payment when surplus under level k

According to the partial discrete compensation model, the insurer pays the premium to

the reinsurer at the beginning of business. We now aim to construct the situation that

the payment occurs only when the surplus level lies in the interval (0, k). The injection

process is given by

Jt = p(k − Ut)I{0 < Ut < k}.
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5. Surplus Dependent Risk Process

Figure 5.4: Surplus process for discrete partial compensation reinsurance contract with payment when
surplus is lower than k

Figure (5.4) illustrates the surplus process can be considered as the shifted process

when Ut < k. The modified process U∆
t = pk + (1 − p)Ut has a shifted premium rate

(1−p)c and a shifted amount of aggregate claims size (1−p)St. Considering in an small

interval (0, h), there are four possible situations under this process:

1. no claim occurs in (0, h) with probability 1− λh+ o(h) ,

2. one claim occurs in (0, h) with probability λh+ o(h),

3. more than one claim occurs in (0, h) with probability o(h).

Note that: currently, we denote the premium rate as c in order to provide a more

convenient form. Therefore, the non-ruin probability satisfies

φ∆(u) = (1− λh)φ∆(u+ ch) + λh

∫ u+ch
1−p

0

φ∆(u+ ch− x+ px)f(x)dx+ o(h),

c
φ∆(u+ ch)− φ∆(u)

ch
= λφ∆(u+ ch)− λ

∫ u+ch
1−p

0

φ∆(u+ ch− x+ px)f(x)dx+
o(h)

h
.

Let h→ 0, we have the following integro-differential equation

c
d

du
φ∆(u) = λφ∆(u)− λ

∫ u
1−p

0

φ∆(u− (1− p)x)f(x)dx. (5.1)
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Now apply the Laplace transform with respect to u on both sides,

csφ̂∆(s)− cφ(0) = λφ̂∆(s)− λL
{∫ u

1−p

0

φ∆(u− (1− p)x)f(x)dx
}
, (5.2)

where the Laplace transformation of the integral part is derived by

L
{∫ u

1−p

0

φ∆(u− (1− p)x)f(x)dx
}

=

∫ ∞
0

e−su
∫ u

1−p

0

φ∆(u− (1− p)x)f(x)dxdu

=

∫ ∞
0

f(x)

∫ ∞
(1−p)x

e−suφ∆(u− (1− p)x) du dx.

We get the last equation by changing the order of the integrals. Now changing the

variable using the substitution z = u− (1− p)x, then the above becomes∫ ∞
0

f(x)

∫ ∞
0

e−s(z+(1−p)x)φ∆(z) dz dx = φ̂∆(s)

∫ ∞
0

f(x)e−s(1−p)xdx = φ̂∆(s)f̂((1− p)s).

Substitute the equation into (5.2) and we have

csφ̂∆(s)− cφ(0) = λψ̂∆(s)− λφ̂∆(s)f̂((1− p)s).

Rearranging the above equation gives

φ̂∆(s) =
cφ(0)

cs− λ+ λf̂((1− p)s)
.

Example 5.1.4. Assume the density of the claims is given by f(x) = βe−βx, its Laplace

transform with respect to x is β
s+β

. Then we have

f̂((1− p)s) =
β

(1− p)s+ β
=

β/(1− p)
s+ β/(1− p)

.

Thus the case above can be considered under the classical case with enlarged exponential

parameter β
1−p . According to (2.6), the ruin probability can be expressed by

ψ∆(u) =
λ(1− p)
cβ

e−( β
1−p−

λ
c

)u.

It is clear to see that when we let p → 0, the model becomes the classical risk model

and ψ∆(u) = ψ(u), where ψ(u) = λ
cβ
e−(β−λ

c
)u.
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5. Surplus Dependent Risk Process

Figure 5.5: The sample path for the new process with c = 2, β = 1, λ = 1, p = 0.5 and u = 0− 20

Clearly, the ruin probability under the compensation process is lower than the clas-

sical case’s and both of them converge to 0 as u→∞. Furthermore, for the case given

in this section, we replace the premium rate with (1 − p)c, then the ruin probability

becomes

ψ∆(u) =
λ

cβ
e−(β−λ

c
) u

1−p .

Therefore, we have the following theorem.

Theorem 5.1.4. Under the model given in this section, we have

ψk(k) =

∫ k

0

g(0, y)
[
ξ∆(k − y + py, k) + ξ̄∆(k − y + py, k)ψk(k)

]
dy +

∫ ∞
k

g(0, y)dy.

When the initial capital u > k, we have

ψk(u) = ψ(u− k)− φk(k)

∫ k

0

g(u− k, y)ξ̄∆(k − y + py, k)dy.

When the initial capital 0 ≤ u < k, we have

ψk(u) = 1− φk(k)ξ̄∆(pk + (1− p)u, k),

where ξ∆(u, b) = ψ∆(u)−ψ∆(b)
1−ψ∆(b)

, ξ̄∆(u, b) = 1− ξ∆(u, b).
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Example 5.1.5. We assume the claims follow exponential distribution, s.t. FX(x) =

1− e−βx, we could obtain

ξ̄∆(u, b) =
cβ − λe−(β−λ

c
) b

1−p

cβ − λe−(β−λ
c

) u
1−p

, ξ∆(u, b) =
λe−(β−λ

c
) b

1−p − λe−(β−λ
c

) u
1−p

cβ − λe−(β−λ
c

) u
1−p

.

We could derive

ψk(k) =
ψ(0)− ψ(0)f∆

p (k)

1− ψ(0)f∆
p (k)

,

with

fp(k) =
cβ

cβ − λe−(β−λ
c

) k
1−p

(1− e−β
k

1−p )− λβe−(β−λ
c

) k
1−p (1− e−(pβ+(1−p)λ

c
) k

1−p )

(pβ + (1− p)λ
c
)(cβ − λe−(β−λ

c
) k

1−p )
,

resulting in

ψk(u) = ψ(u− k)[1− φk(k)f∆
p (k)] for all u ≥ k.

5.1.4 Continuous capital injection

According to the classical capital injection model, the insurer receives instant compensa-

tion as long as any claim leads the surplus level into the interval between 0 and k. Under

the continuous capital injection model’s setting, we aim to construct the strategy which

provides a continuous compensation with rate ac to the insurer, when the surplus level

is under the compensation level k. Besides, Li et al. (2018) investigated this process as

a refracted risk process, where the surplus process consisted of two parts,

dUt =

 cdt− St, Ut ≥ k,

acdt− St, 0 < Ut < k.

This leads to the following probability of ruin setting, given by Lin and Pavlova (2006),

ψ(u) =

ψ1(u), u ≥ k,

ψ2(u), 0 < u < k.

Then the joint Laplace transform ψ satisfies the following integro-differential equations:
cψ′1(u) = λψ1(u)− λ

[ ∫ u−b

0

ψ1(u− x)f(x)dx+

∫ u

u−b
ψ2(u− x)f(x)dx

]
− λF̄ (u), u ≥ k,

acψ′2(u) = λψ2(u)− λ
∫ u

0

ψ2(u− x)f(x)dx− λF̄ (u), 0 < u < k.
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Figure 5.6: Surplus process with continuous injection

Remark 5.1.3. It is clear to see that when a→∞, the model will be the same as the

classical capital injection model. When a→ 1, it becomes the classical surplus process.

Therefore, we can obtain the following theorem, by applying the idea of the two barriers

model.

Theorem 5.1.5. When the initial capital u = k, we have

ψk(k) =

∫ k

0

g(0, y)
[
ξ∆(k − y, k) + ξ̄∆(k − y, k)ψk(k)

]
dy +

∫ ∞
k

g(0, y)dy.

When the initial capital u > k, we have

ψk(u) = ψ(u− k)− φk(k)

∫ k

0

g(u− k, y)ξ̄∆(k − y, k)dy.

When the initial capital 0 ≤ u < k, we have

ψk(u) = 1− φk(k)ξ̄∆(u, k),

where ξ∆(u, b) = ψ∆(u)−ψ∆(b)
1−ψ∆(b)

.

Example 5.1.6. We assume the claims follow exponential distribution, s.t. FX(x) =

1− e−βx, we could have

ξ̄∆(u, b) =
acβ − λe−(β− λ

ac
)u

acβ − λe−(β− λ
ac

)b
, ξ∆(u, b) =

λ(e−(β− λ
ac

)u − e−(β− λ
ac

)b)

acβ − λe−(β− λ
ac

)b
.
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Then we could have

ψk(k) =
ψ(0)− ψ(0)f∆

p (k)

1− ψ(0)f∆
p (k)

,

where

f∆
p (k) =

acβ(1− e−βk)− acβe−(β− λ
ac

)k(1− e− λ
ac
k)

acβ − λe−(β− λ
ac

)k
.

Then the ruin probability can be calculated by

ψk(u) = ψ(u− k)[1− φk(k)f∆
p (k)] for all u ≥ k.

5.1.5 Partial discrete capital injection for all claims occurred

if the surplus process is below k

Now we take the inspiration from Section 5.1.2 and 5.1.3. We aim to define that the

injection happens for all claims occurred, as long as the surplus level is below the com-

pensation level k (similar to the combination of the models in Section 5.1.2 and 5.1.3).

The injection process is given by

Figure 5.7: Surplus process for PDCIA
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Jt =

N(t)∑
i=1

p(k − U∆
ti

)I{0 < U∆
ti
< k}.

Consider an small interval (0, h), there are four possible situations under this process:

• no claim occurs in (0, h) with probability 1− λh+ o(h) and the surplus level rises

by ch,

• one claim occurs in (0, h) with probability λh+ o(h) and the surplus level rises by

ch, drops by X, the claim amount, and a compensation p(k−u+ch−X) is received

if u+ ch−X > 0 or the claim leads the surplus level below 0 s.t. u+ ch−X < 0,

• more than one claim occurs in (0, h) with probability o(h).

Therefore, the non-ruin probability satisfies

φ∆(u) = (1− λh)φ∆(u+ ch) + λh

∫ u+ch

0

φ∆(u+ ch− x+ p(k − u+ ch− x))f(x)dx+ o(h),

c
φ∆(u+ ch)− φ∆(u)

ch
= λφ∆(u+ ch)− λ

∫ u+ch

0

φ∆(pk + (1− p)(u+ ch− x))f(x)dx+
o(h)

h
.

Let h→ 0, then we have the following integro-differential equation

c
d

du
φ∆(u) = λφ∆(u)− λ

∫ u

0

φ∆(pk + (1− p)(u− x))f(x)dx.

Now one applies the Laplace transform with respect to u on both sides

csφ̂∆(s)− cφ∆(0) = λψ̂∆(u)− λL
{∫ u

0

φ∆(pk + (1− p)(u− x))f(x)dx
}
.

The integral part can be seperatly treated

L
{∫ u

0

φ∆(pk + (1− p)(u− x))f(x)dx
}

=

∫ ∞
0

e−su
∫ u

0

φ∆(pk + (1− p)(u− x))f(x)dxdu.

Changing the variable and using the substitution pk + (1− p)(u− x) = z, thus we have

x = pk−z
1−p + u, therefore, the above equation becomes∫ ∞

0

e−su
∫ pk+(1−p)u

pk

φ∆(z)f(
pk − z
1− p

+ u)dzdu.
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Now changing the order of the integrals, we could obtain∫ ∞
pk

φ∆(z)

∫ ∞
z−pk
1−p

e−suf(
pk − z
1− p

+ u)dudz

=f̂(s)

∫ ∞
pk

φ∆(z)e−
z−pk
1−p sdz.

However, this is impossible to calculate the ruin probability by applying the Laplace

transform.

5.2 Special process inspired by model of PDRP

Recall the process given by PDRP in Section (5.1.3), the non-ruin probability condi-

tioning the lower barrier k satisfies (5.1). The ruin of PDRP will be predicated after

the injection, in other word, the company will get ruined only if the surplus is below

zero when consider the claim as (1− p)X. Now, we aim to construct a new reinsurance

strategy, which leads the prior ruin predication rather than the injections.

Figure 5.8: Ruin or injection

Then its non-ruinprobability satisfies the following the integro-differential equation,

cφ′(u) = λφ(u)− λ
∫ u

0

φ(u− (1− p)y)F (dy).
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Integrating on both sides over [0, u] gives

c(φ(u)− φ(0)) = λ
(∫ u

0

φ(z) dz −
∫ u

0

∫ x

0

φ(x− (1− p)y)F (dy) dx
)

= λ

∫ u

0

φ(z) dz − λ
∫ u

0

F (dy)

∫ u

y

φ(x− (1− p)y) dx

= λ

∫ u

0

φ(z) dz − λ
∫ u

0

F (dy)

∫ u−(1−p)y

py

φ(z) dz

= λ

∫ u

0

φ(z) dz − λ
∫ u

0

φ(z) dz

∫ u−z
(1−p)∧

z
p

0

F (dy)

= λ

∫ u

0

φ(z)
(
1− F (

u− z
1− p

∧ z
p

)
)
dz.

Thus

φ(u) = φ(0) +
λ

c

∫ u

0

φ(z)
(
1− F (

u− z
1− p

∧ z
p

)
)
dz. (5.3)

Let H(u) = φ(u)
φ(0)

on R+ which satisfies

H(u) = 1 +
λ

c

∫ u

0

H(z)F
(u− z

1− p
∧ z
p

)
dz.

Let h0 = 1, define for n ≥ 0

hn+1(u) =
λ

c

∫ u

0

hn(z)F
(u− z

1− p
∧ z
p

)
dz

=
λ

c

∫ pu

0

hn(z)F
(z
p

)
dz +

λ

c

∫ (1−p)u

0

hn(u− z)F
( z

1− p
)
dz

=
λp

c

∫ u

0

hn(pz)F (z) dz +
λ(1− p)

c

∫ u

0

hn(u− pz)F (z) dz.

Therefore, the general solution ican be denoted by an infinite summation,

H(u) =
∞∑
n=0

hn(u). (5.4)

5.2.1 Exponential claims

Consider the case F (z) = e−βz for z > 0. Now define an operator as the integral part in

(5.3), s.t.

T {hn(u)} = hn+1(u),
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then we could obtain some facts of calculation. For a constant k,

T {k} =
λk

cβ
− λk

cβ
e−βu. (5.5)

For f(z) = e−γβz for any γ ≥ 0,

λp

c

∫ u

0

f(pz)F (z) dz +
λ(1− p)

c

∫ u

0

f(u− (1− p)z)F (z) dz

=
λp

c

∫ u

0

e−pγβze−βz dz +
λ(1− p)

c

∫ u

0

e−γβ(u−(1−p)z)e−βz dz

=
λp

cβ

1

1 + pγ

(
1− e−(1+pγ)βu

)
+
λ(1− p)
cβ

1

1− (1− p)γ
(
e−γβu − e−(1+pγ)βu

)
.

Therefore, we can obtain the general form of operation for an exponential function,

T {e−γβu} =
λ

cβ

p

1 + pγ

(
1− e−(1+pγ)βu

)
+

λ

cβ

1− p
1− (1− p)γ

(
e−γβu − e−(1+pγ)βu

)
.

Furthermore, we let f(γ, u) = 1− e−βγu and denote

γn =
n∑

m=0

pm, γ0 = 1, γ∞ =
1

1− p
.

The facts can be represented as

(1− p)γn = (1− p)
n∑

m=0

pm = 1− pn+1,

1 + pγn = 1 +
n+1∑
m=1

pm = γn+1.

Now we denote T m{f(γn, u)} = T mn , where T 0{f(γn, u)} = f(γn, u), thus

T mn =
λ

cβ
T m−1

0 +
λ

cβ

1− p
pn+1

T m−1
n − λ

cβ

1

pn+1γn+1

T m−1
n+1 .

In particular

T n0 =
λ

pcβ
T n−1

0 − λ

pcβ

1

γ1

T n−1
1 ,

λ

pcβ
T n−1

0 = (
λ

pcβ
)2T n−2

0 − (
λ

pcβ
)2 1

γ1

T n−2
1 .

Then we have

T n0 = (
λ

pcβ
)nT 0

0 −
1

γ1

n∑
i=1

(
λ

pcβ
)iT n−i1 . (5.6)
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Furthermore, we have

T mn =
λ

cβ
T m−1

0 +
λ

cβ

1− p
pn+1

T m−1
n − λ

cβ

1

pn+1γn+1

T m−1
n+1 ,

λ

cβ

1− p
pn+1

T m−1
n = (

λ

cβ
)2 1− p
pn+1

T m−2
0 + (

λ

cβ

1− p
pn+1

)2T m−2
n − (

λ

pn+1cβ
)2 1− p
γn+1

T m−2
n+1 .

It results in

T mn = (
λ

cβ

1− p
pn+1

)nT 0
n +

m∑
i=1

(
λ

cβ
)i(

1− p
pn+1

)i−1T m−i0 −
m∑
i=1

(
λ

pn+1cβ
)i

(1− p)i−1

γn+1

T m−in+1 .

We now have the following theorem.

Theorem 5.2.1. For each n > 0, hn(u) consists of f(γ0, u), f(γ2, u), ... f(γn−1, u) for n

terms. For the further operation, hn+1(u) = T {hn(u)} would generate the extra term

f(γn, u),which would lead the number of components of hn+1(u) be n+1. Then according

to (5.4), we can obtain the general form for the solution

H(u) =
∞∑
n=0

hn(u) = 1 +
∞∑
n=1

anf(γn, u) (5.7)

under the boundary condition

lim
u→∞

H(u) =
1

φ(0)
= 1 +

∞∑
n=0

an. (5.8)

Proof.

T {f(γn, u)} = T {1− e−γnβu} = T {1} − T {e−γnβu}

=
λ

cβ

(
f(γ0, u)− p

1 + pγn
f(1 + pγn, u)− 1− p

1− (1− p)γn
[f(1 + pγn, u)− f(γn, u)]

)
=

λ

cβ

(
f(γ0, u) +

1− p
pn+1

f(γn, u)− f(γn+1, u)

pn+1γn+1

)
.

Therefore, we could obtain the pattern of the operator.

In addition, the solution holds the fact of

1 + T {H(u)} = H(u), (5.9)
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then we could have

T {H(u)} = 1 + T {1 + lim
n→∞

n∑
m=0

amf(γm, u)} = 1 + T {1}+ lim
n→∞

n∑
m=0

amT {f(γm, u)}.

Recall that T {f(γm, u)} = λ
cβ

(
f(γ0, u)+ 1−p

pm+1f(γm, u)− f(γm+1,u)
pm+1γm+1

)
, we then could obtain

T {H(u)} =
λ

cβ

( ∞∑
m=1

am +
1

p
a0
)
f(γ0, u) +

λ

cβ

∞∑
m=1

(
am

1− p
pm+1

− am−1
1

pmγm

)
f(γm, u)− lim

n→∞

λ

cβ

an
pnγn

f(γn, u).

Now we have 
a0 =

λ

cβ

( ∞∑
m=1

am +
1

p
(a0 + 1)

)
,

am =
λ

cβ

(
am

1− p
pm+1

− am−1
1

pmγm

)
, for m ≥ 1.

(5.10)

From second equation of (5.10), we can obtain

pm+1

1− p
am =

λ

cβ

(
am − am−1

p

(1− p)γm
)
,

am
λ(1− p)− pm+1cβ

cβ(1− p)
= am−1

λ

cβ

p

(1− p)γm
,

am = am−1
λp/γm

λ(1− p)− cβpm+1
.

Then we have

am = a0(
p

1− p
)m

m∏
i=1

λ/γi
λ− γicβ

. (5.11)

Now we aim to prove the convergence of the series by applying the Leibniz’s rule.

Theorem 5.2.2. A series of the form (5.7), which can be written by

H(u) = 1 +
∞∑
n=0

(−1)nbnf(γn, u),

where

bm = a0(
p

1− p
)m

m∏
i=1

λ/γi
γicβ − λ

,

this alternating series converges.
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Proof. By conditioning on c > (1−p)λ
β

, we notice that λ − cβγm < 0 and γm < γm+1 for

any m ≥ 1 and am ≥ 0 for any even m, am ≤ 0 for any odd m. Eventually

lim
m→∞

|am| = a0 lim
m→∞

|( p

1− p
)m

m∏
i=1

λ/γi
λ− γicβ

| < a0 lim
m→∞

|( λp

λ− cβ
1−p

)m| = 0.

According to

λ− cβ

1− p
− λp = (1− p)λ− cβ

1− p
< −λp < 0,

thus |am| converges to 0 when m→∞. Furthermore,

lim
m→∞

|amf(γm, u)| = a0 lim
m→∞

f(γm, u)|( p

1− p
)m

m∏
i=1

λ/γi
λ− γicβ

|

< a0 lim
m→∞

f(γm, u)|( λp

λ− cβ(1− p)
)m| = 0,

where |amf(γm, u)| converges to 0 when m→∞. We then have

bm+1 − bm = bm
( p

1− p
λ/γm+1

γm+1cβ − λ
− 1
)

= bm
pλ− γm+1(1− p)(γm+1cβ − λ)

γm+1(1− p)(γm+1cβ − λ)
< 0

and

f(γm+1, u)− f(γm, u) > 0.

Therefore,

bm+1f(γm+1, u)− bmf(γm, u) < bm+1f(γm+1, u)− bmf(γm+1, u) < 0.

Then substitute (5.11) into first equation of (5.10), we obtain

a0 =
1

1 + p
∑∞

m=1( p
1−p)m

∏m
i=1

λ/γi
λ−γicβ

.

Then we could have

∞∑
n=0

an =
1 +

∑∞
m=1( p

1−p)m
∏m

i=1
λ/γi

λ−γicβ

1 + p
∑∞

m=1( p
1−p)m

∏m
i=1

λ/γi
λ−γicβ

=
1 + ξ

1 + pξ
,
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5.2. Special process inspired by model of PDRP

where

ξ =
∞∑
m=1

(
p

1− p
)m

m∏
i=1

λ/γi
λ− γicβ

.

Therefore we have the coefficients of the solution (5.7),
a0 =

1

1 + pξ
,

am = (−1)mbm, for m ≥ 1.

(5.12)

Eventually, the general solution can be written as

H(u) = 1 + a0f(γ0) +
∞∑
m=1

(−1)mbmf(γm, u),

where a0 is given by (5.12). Then we could obtain the non-ruin probability

φ(u) = φ(0)

[
1 + a0f(γ0) +

∞∑
m=1

(−1)mbmf(γm, u)

]
, (5.13)

where

φ(0) =
1

1 + 1+ξ
1+pξ

and f(γm, u) = 1− e−βu
∑m
i=0 pi .

5.2.2 Mixture exponential claims

Consider the case F n(z) =
∑n

i=1 ωie
−βiz for z > 0 as the tail distribution of the mixture

n exponential claims. Then we notice the operator becomes

T {1} =
λ

c

n∑
i=1

ωi
βi
f(βi, u),

where

f(z, u) = 1− e−zu.

Furthermore, we have

T {
n∑
i=1

fi(γm)} =
λ

cβ

n∑
i=1

(
fi(γ0, u) +

1− p
pm+1

fi(γm, u)− fi(γm+1, u)

pm+1γm+1

)
.
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For f(z) = e−αz for any γ ≥ 0,

λp

c

∫ u

0

f(pz)F (z) dz +
λ(1− p)

c

∫ u

0

f(u− (1− p)z)F (z) dz

=
λp

c

∫ u

0

e−pαz
n∑
j=0

ωje
−βjz dz +

λ(1− p)
c

∫ u

0

e−α(u−(1−p)z)
n∑
j=0

ωje
−βjz dz

=
λp

c

n∑
j=1

ωj
pα + βj

(
1− e−(βj+pα)u

)
+
λ(1− p)

c

n∑
j=0

ωj
βj − (1− p)α

(
e−αu − e−(βj+pα)u

)
=
λ

c

n∑
j=1

[
pωj

pα + βj
f(βj + pα, u) +

(1− p)ωj
βj − (1− p)α

(
f(βj + pα, u)− f(α, u)

)
]

=
λ

c

n∑
j=1

( ωjβj
(βj + pα)(βj − (1− p)α)

f(βj + pα, u)− (1− p)ωj
βj − (1− p)α

f(α, u)
)
.

Therefore,

T {f(βi, u)} = T {1− e−βiu} = T {1} − T {e−γmβiu}

=
λ

c

n∑
j=1

(ωj
βj
f(βj, u)− ωjβj

(βj + pβi)(βj − (1− p)βi)
f(βj + pβi, u)− (1− p)ωj

βj − (1− p)βi
f(βi, u)

)
.

Then the solution is in terms of the summation of 1, 2, ... until infinity sums of the

function f , thus let k be the number of sums, we denote the operator of sums

Sk =
n∑

i1=1

ωi1
βi1

n∑
i2=1

ωi2
βi2
· · ·

n∑
ik=1

ωin
βin

, S0 = 1 andSk = 0 for any k < 1,

the solution consists of

∞∑
k=0

Sk
n∑
i=1

ai,1,kf(βi, u) +
∞∑
k=1

Sk
n∑
i=1

ai,2,kf(βi1 + pβi, u) + · · ·+
∞∑

k=j−1

Sk
n∑
i=1

ai,j,kf(

j−1∑
m=0

pmβij−m−1
, u) . . .

where we denote i0 = i. Therefore, we could obtain the solution of (5.4) under the

mixture n exponential claims distribution,

H(u) = 1 +
n∑
i=1

∞∑
j=1

∞∑
k=j−1

Skai,j,kf(

j−1∑
m=0

pmβij−m−1
, u) (5.14)

with boundary condition

lim
u→∞

H(u) =
1

φ(0)
= 1 +

n∑
i=1

∞∑
j=1

∞∑
k=j−1

Skai,j,k.
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Then we could apply the same method from (5.9),

ai,j,kT {f(

j−1∑
m=0

pmβij−m−1
, u)} = ai,j,k

λ

c

n∑
z=1

(ωz
βz
f(βz, u)

− ωzβz

(βz +
∑j−1

m=0 p
m+1βij−m−1

)(βz − (1− p)βi)
f(βz +

j−1∑
m=0

pm+1βij−m−1
, u)

− (1− p)ωz
βz − (1− p)

∑j−1
m=0 p

mβij−m−1

f(

j−1∑
m=0

pmβij−m−1
, u)
)
.

Therefore we notice that

ai,1,k =
λ

c

ωi
βi

+
λ

c

∞∑
j=1

∞∑
m=j

Smai,j,m −
λ

c
Skai,1,k

n∑
z=1

(1− p)ωz
βz − (1− p)βi

,

ai,j+1,k = −λ
c

[Skai,j,k
n∑
z=1

ωzβz

(βz + p
∑j

m=0 p
mβij−m−1

)(βz − (1− p)
∑j−1

m=0 p
mβij−m−1

)

− Skai,j+1,k

n∑
z=1

(1− p)ωz
βz − (1− p)

∑j
m=0 p

mβij−m
], for m ≥ 1.

(5.15)

According to the second equation of (5.15), we have

ai,j+1,k = −ai,j,k
λ

c

Sk
∑n

z=1
ωzβz

(βz+p
∑j
m=0 p

mβij−m−1
)(βz−(1−p)

∑j−1
m=0 p

mβij−m−1
)

1 + Sk λc
(1−p)ωz

βz−(1−p)
∑j
m=0 p

jβij−m

= ai,1,k(−
λ

c
)j

j∏
h=1

Sh
∑n

z=1
ωzβz

(βz+p
∑h
m=0 p

jβih−m−1
)(βz−(1−p)

∑h−1
m=0 p

mβih−m−1
)

1 + Sh λc
(1−p)ωz

βz−(1−p)
∑h
m=0 p

mβih−m

.

Therefore, we could obtain the coefficients of (5.14)
ai,1,k =

λ

c

ωi
βi

+
∑∞

j=1

∑∞
m=j Smai,j,m

1λ
c
Skai,1,k

∑n
z=1

(1−p)ωz
βz−(1−p)βi

,

ai,j+1,k = ai,1,k(−
λ

c
)j

j∏
h=1

Sh
∑n

z=1
ωzβz

(βz+p
∑h
m=0 p

jβih−m−1
)(βz−(1−p)

∑h−1
m=0 p

mβih−m−1
)

1 + Sh λc
(1−p)ωz

βz−(1−p)
∑h
m=0 p

mβih−m

, for m ≥ 1.

(5.16)

97



5. Surplus Dependent Risk Process

5.3 Numerical illustrations

Now we provide the numerical analysis which is arranged along with all of the param-

eters. In this section, there are 6 plots of ruin probability against initial capital u,

premium rate c, claim size β, claim frequency intensity λ, the ratio of compensation p

and the reinsurance payment rate q, respectively. The notations in the plots are given

by

• Classical surplus process: C

• Classical capital injection: CI

• Partial discrete capital injection: PDCI

• Partial discrete reinsurance contract: PDR

• Partial discrete reinsurance contract with specific payment periods: PDRP

• Continuous capital injection: CCI

The first picture plots the relationship between the ruin probability and initial capital

u, considering the net profit conditions. Table 5.1 provides the parameters’ coefficients

for the ψ(u), u plot.

Parameters u c β λ k p q a
0-20 3 1 1 2 0.5, 0.4∗ 0.8 10

Table 5.1: Parameters’ coefficients for Figure 5.9

It is clear that

• According to the compensation strategies, the classical surplus process seems to

have the largest ruin probability for all ranges of initial surplus (discuss later).

When the insurer has a small amount of initial capital (which is far smaller than

the k), the CI model has the best protection for the insurer for a small interval of u.

With the exception of this, the PDRP model provides the lowest ruin probability

(discuss later). Furthermore, the ruin probabilities under all models will converge
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to 0 eventually, when initial capital is large, although convergence speed differs

between the models.

Figure 5.9: The movement of ruin probability with respect to u

• The curves of the ruin probabilities have flatter trends in the interval of initial

capital u ∈ [0, k) in comparison to when u ≥ k, for most of the compensation

strategies (except for PDCI and PDR, which have sharper trends according to an

instant injection at the very beginning for initial capital smaller than the compen-

sation level. Besides, the ruin probability of the classical surplus process has the

same curve trend for any u ≥ 0 according to the independence of k). In particu-

lar, for the capital injection model, the ruin probability remains constant in the

interval of initial capital u ∈ [0, k), ψk(k), because the reinsurer provides a fund

which restores the surplus level to the compensation level k for any initial surplus

u ∈ [0, k).

• The lowest curve of ruin probability is given by the model of PDRP for p = 0.5

in the above plot. When we decrease the value of p from p = 0.5 to p∗ = 0.4, the

orange curve moves up to the grey line, this leads to a greater ruin probability,

due to the lower reinsurance payment rate (0, 4 ∗ c), claim amount covered rate

(0.4 ∗ µ) and less additional space (k∗ = 5
6
k and u∗ = u − 1

3
k). In other words,
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PDRP reinsurance contract sufficiently helps to reduce the risks. In general, the

ruin probability of the PDRP will converge to the classical case ones when it is

assumed that p = 0. In fact, for all of the compensation strategies, as long as we

reduce the benefits of the compensation, the ruin probability moves to the classical

case’s. Now if we zoom up the plot from the interval u > 5 and let q be the only

variable by assuming the other parameters remain as in table 5.1, we have

Figure 5.10: The movement of ruin probability with respect to q

CI PCI PDRP CCI C
q 0.74-0.75 0.71-0.72 0.77-0.78 0.76-0.77 0.7-0.71

Table 5.2: The ruin probability intersections of q

• Recall the first finding in Figure 5.9, ” the classical surplus process has the largest

ruin probability for all ranges of initial surplus”, this is not true. It is surprising

to see that the PDR has the largest ruin probability when initial capital is much

bigger than the compensation level k, although it has smaller ruin probability than

the capital injection models’ at the beginning of the left plot in Figure 5.10. Thus,

the ruin probability curve of PDR model intersects the ruin probabilities of all

models for the current parameter coefficients. Therefore, the PDR model would
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have the best performance for small business. Besides, the second observation is

correct, the ruin probability given by the model of PDRP remains the smallest.

Now, if we compare the CI, PDR and PDRP models, according to the sensitivity

tests so far, we would rank them as PDRP > PDR > CI for small business and

PDRP = CI > PDR for big business (’>’ represents better).

• For the right plot in Figure 5.10, except for the PDR model, the ruin probabilities

of all other models remain constant due to their independence of q. The ruin

probability under the PDR model remains at 1 for a while due to the net profit

condition. After we reduce the payment rate to the reinsurer (q goes bigger), the

ruin probability drops very fast. When q is close to 1, the PDR model provides

the smallest ruin probability in comparison to other models. In addition, when

q = 1, the PDR has the same compensation strategy as the PDCI, except for

the additional safe position p
1−pk. This is the reason why PDR has a lower ruin

probability than PDCI.

Besides, the parameter p determines the intensity of the compensation for PDCI, PDR

and PDRP and the additional safe position for PDR.

Parameters u c β λ k p q a
5 3 1 1 2 0-1 0.8 10

Table 5.3: Parameters’ coefficients for Figure 5.11

We notice that, the ruin probability of the PDCI model converges to the ruin prob-

ability of the capital injection model, and the ruin probability of the PDR and PDRP

moves to 0 when p → 1 (because when p → 1, the additional space p
1−pk for the ruin

tolerance becomes very large). The reason the PDCI model has the greatest ruin prob-

ability for small p is due to the reinsurance payment rate q. As long as q = 1, PDCI

will be equal to the classical case when p = 0.
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Figure 5.11: The movement of ruin probability with respect to p

Here we provide the ruin probability curves along with the compensation level k,

where the ruin probability of the classical surplus process remains constant according to

its independence of k. The other parameters’ coefficients are given by

Parameters u c β λ k p q a
5 3 1 1 0-5 0.5 0.9 10

Table 5.4: Parameters’ coefficients for Figure 5.12

Figure 5.12: The movement of ruin probability with respect to k

It is clear to see that
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• The dashed line is the value of initial capital, where k = u. For the two intervals

u ≥ k and u < k, the curves have different trends. Eventually, the ruin prob-

abilities of all of the compensation strategies move to 0 (except for PDCI) with

increasing k. This can be considered to be due to an instant injection given for

the initial surplus. Furthermore, when k = 0, the ruin probabilities of most of

the models will be the same as the classical process’s (except for the PDR model,

because of the reinsurance payment rate q). For the model of PDCI, there is no

instant compensation when initial surplus is below k. In addition, increasing k

leads to the higher ruin probability of PDCI, because the compensation happens

only if there is a claim which leads the surplus level to drop below Uti < k from

Ut−i > k, thus if k is very far from the initial capital u, it is very difficult for a

compensation event to happen.

• The PDRP and PDR models have the highest sensitivity with respect to k when

k < u, their ruin probabilities drop very fast at the beginning as k increases.

Besides, the ruin probabilities of the PDRP and PDR models will converge to a

small number when k is quite larger than u and it will eventually be greater than

the CI’s ruin probability when k is extreme large.

• Now we know that the model of PDCI has the best performance when initial capital

equals the compensation level k, however this is not reliable in practice. Therefore,

it is obvious to say that most of the reinsurance agreements perform better than

the classical case, in other words, those strategies work properly for reducing the

ultimate ruin probability. In the real reinsurance market, most of the compensation

level will be set lower than the initial surplus, thus under consideration of the

sensitivity test on k, we should choose PDRP or PDR.

According to the net profit condition, the ruin probabilities will be 1 if the premium

rate c is too small.
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Parameters u c β λ k p q a
5 0.5-5 1 1 2 0.5 0.9 10

Table 5.5: Parameters’ coefficients for Figure 5.13

Figure 5.13: The movement of ruin probability with respect to c

When the premium c is very large, it is very hard for the company to become ruined,

unless the first large claim occurs at the beginning of the business. According to the

additional space k
1−p in the PDR model, its ruin probability would be even lower than

the other models’ (same situation as PDRP model, for the large premium rate). Fur-

thermore, the sensitivity of c for the model PDRP is delayed, because of the strict net

profit condition. In fact, the discussion of the sensitivity of c, β and λ should occur at

the same time, because the net profit conditions are determined by these three variables

(sometimes must also be considered p, q and a for the models of PDR, PDRP and CCI).

Then we have:

Parameters u c β λ k p q a
5 3 0.4-2 1 2 0.5 0.9 10

Table 5.6: Parameters’ coefficients for Figure 5.14
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Figure 5.14: The movement of ruin probability with respect to β

• According to the exponential claim distribution, the expectation value of a claim

is µ = 1
β
, which has the negative correlation with β. In Figure 5.14, we notice that

the PDR model is more sensitive than the other models with respect to β. It has

the lowest ruin probability when the mean of claims is very small, however, this

becomes the largest when the expected claim amount is quite large.

• The ruin probability of the PDRP model has the second highest convergence speed

and drops very fast when the claim amount becomes smaller. On the other hand,

CI has the best performance when the expectation of the claims is quite large.

• The company should only apply the PDR and PDRP strategies when it normally

faces small claim amount. If the insurer is expected to have large claims, the

capital injection model has the best performance among all of the compensation

strategies.

For the claims frequency test, we have

Parameters u c β λ k p q a
5 2 1 1-2 2 0.5 0.9 10

Table 5.7: Parameters’ coefficients for Figure 5.15
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5. Surplus Dependent Risk Process

Figure 5.15: The movement of ruin probability with respect to λ

• According to the net profit condition, when a company has extreme high claims

frequency, the ruin probability of all models remains constant, equals to 1. In

particular, the ruin probabilities of PDRP and PDR have been already remained

at 1 for some period before the other models’. In other words, in comparison to

the other models, the PDRP and PDR models have stricter net profit condition.

• For the claims frequency plot, the PDR model has a similar conclusion to that

for the claim size plot. It has the greatest sensitivity with respect to the claim

frequency, therefore tolerance of high frequency for the PDR and PDRP models

is very low. PDR has the smallest ruin probability for low claim frequency and

the largest ruin probability for high claim frequency, respectively. In addition, the

capital injection model has the best performance for high claims frequency.

5.4 The premium calculation for the reinsurer

In this section, we aim to formulate the premium payments collected by the reinsurer for

the different strategies. Suppose that the insurer applies a reinsurance agreement under

which the reinsurer provides the funds needed to restore the surplus level to a known

level every time the surplus falls between 0 (can also be − k
1−p in the case of PDR) and
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5.4. The premium calculation for the reinsurer

the compensation level k. We denote the premium required by the reinsurer as Q(u, k)

for the model of capital injection and Q(u, k)|P for PDCI, which is a function of the

insurers initial capital u and the compensation level k.

Figure 5.16: The payment of the reinsurer under the capital injection model

For the capital injection model, our aim is to investigate whether the insurer can

reduce this ultimate ruin probability by splitting initial capital U into two parts. The

first of these, u ≤ U , will be the initial surplus held for the portfolio. The second part

is a reinsurance premium which we denote by Q(u, k) or Q(u, k)|P . Let the aggregate

amount needed to restore the modified surplus process to some levels up to time t,

given initial surplus u, be St,u,k|P . The simplest case is the capital injection model, the

reinsurer provides the funds to recovery the surplus level to constant compensation level

k every time when surplus drops into (0, k). Then for the capital injection model, the

aggregate amount needed to restore the modified surplus process is denoted as St,u,k. In

this paper, we let Q(u, k) = 1.5E(St,u,k), called the expected value principle reinsurance

premium (more applications can be found in Nie et al. (2011) and Nie (2012)).
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5. Surplus Dependent Risk Process

Let Tu,k denote the time of ruin under the modified process with initial surplus u

and compensation level k and denote Su,k|P = STu,k,u,k|P , i.e. the expected total claim

amount for the reinsurer up to the time of ruin. First, we consider the capital injection

model. Using the idea of Pafumi (1998), when the surplus is below k for the first time,

the reinsurer has to make an immediate payment of Y1 and reserve the amount Sk,k for

the future payments Yi≥2, then we have the following theorem.

Theorem 5.4.1. The expected total claim amount for the reinsurer up to the time of

ruin under the capital injection model is given by when u = k,

E(Sk,k) =

∫ k

0

(y + E(Sk,k))g(0, y)dy

=

∫ k

0

yg(0, y)dy + E(Sk,k)G(0, k)

=

∫ k
0
yg(0, y)dy

1−G(0, k)
,

when u > k,

E(Su,k) =

∫ k

0

(y + E(Sk,k))g(u− k, y)dy

=

∫ k

0

yg(u− k, y)dy + E(Sk,k)G(u− k, k).

Clearly, for any u < k,

E(Su,k) = k − u+

∫ k
0
yg(0, y)dy

1−G(0, k)

and the second order moment can be derived by the same idea, s.t.

E(S2
k,k) =

∫ k

0

y2g(0, y)dy + E(S2
k,k)G(0, k) + 2E(Sk,k)

∫ k

0

yg(0, y)dy

=

∫ k
0
y2g(0, y)dy + 2E(Sk,k)

∫ k
0
yg(0, y)dy

1−G(u− k, k)
,

hence,

E(S2
u,k) =

∫ k

0

y2g(u− k, y)dy + E(S2
k,k)G(u− k, k) + 2E(Sk,k)

∫ k

0

yg(u− k, y)dy;

see, for example, Nie et al. (2011).
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5.4. The premium calculation for the reinsurer

Example 5.4.1. We assume the claims follow exponential distribution, s.t. FX(x) =

1− e−βx, we could obtain

E(Sk,k) =

∫ k
0
yg(0, y)dy

1−G(0, k)
=

λ
cβ
γ(2, βk)

β − λ
c
(1− e−βk)

and

E(Su,k) =

∫ k

0

yg(u− k, y)dy + E(Sk,k)G(u− k, k)

= ψ(u− k)[
γ(2, βk)

β
+

λ
cβ
γ(2, βk)

β − λ
c
(1− e−βk)

(1− e−βk)].

For the second order moment,

E(S2
u,k) = ψ(u− k)[

γ(3, βk)

2β2
+ E(S2

k,k)(1− e−βk) + 2E(Sk,k)
γ(2, βk)

β
]

with

E(S2
k,k) =

ψ(0)[γ(3,βk)
2β2 + 2E(Sk,k)

γ(2,βk)
β

]

1−G(0, k)
.

For PCI, the situation is more complex. According to the partial discrete compen-

sations, the funds given by the reinsurer restore the surplus level back to the random

level m, which is in relation to the deficit below k, rather than to the compensation

level k. Furthermore, according to the definition of the compensation strategies, the

reinsurer will not provide the funds for the claims when the surplus level is lower than

the compensation level k.
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5. Surplus Dependent Risk Process

Figure 5.17: The payment of the reinsurer under the partial discrete compensation strategy

Similar to the process under the capital injection model, the payments of the reinsurer

are given by the parts of the deficit below the compensation level k, which are pYi≥0.

Then there are two situations after the first deficit Y1 has occurred:

1. The surplus process gets ruined before it recovers to the compensation level k with

probability ξ(k − (1− p)Y1, k),

2. The surplus process restores to the compensation level k before it gets ruined with

probability ξ̄(k − (1− p)Y1, k),

hence,

Theorem 5.4.2. The expected total claim amount for the reinsurer up to the time of

ruin under the partial discrete compensation model is given by for any u ≥ 0, when
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5.4. The premium calculation for the reinsurer

u = k,

E(Sk,k|P ) =

∫ k

0

ξ(k − (1− p)y, k)py + ξ̄(k − (1− p)y, k)(py + E(Sk,k|P ))g(0, y)dy

=

∫ k

0

(py + ξ̄(k − (1− p)y, k)E(Sk,k|P ))g(0, y)dy

=

∫ k

0

pyg(0, y)dy + E(Sk,k|P )ψ(0)fp(k) = p

∫ k
0
yg(0, y)dy

1− ψ(0)fp(k)
,

when u > k,

E(Su,k|P ) =

∫ k

0

(py + ξ̄(k − (1− p)y, k)E(Sk,k|P ))g(u− k, y)dy.

For any u < k,

E(Su,k|P ) = k − u+ p

∫ k
0
yg(0, y)dy

1− ψ(0)fp(k)
.

For the second order moment,

E(S2
k,k|P ) =

∫ k

0

py2g(0, y)dy + ξ̄(k − (1− p)y, k)E(S2
k,k|P )fp(k)

+

∫ k

0

2pyξ̄(k − (1− p)y, k)E(Sk,k|P )g(0, y)dy

= p

∫ k
0
y2g(0, y)dy +

∫ k
0

2yξ̄(k − (1− p)y, k)E(Sk,k|P )g(0, y)dy

1− ψ(0)fp(k)

and for u > k,

E(S2
u,k|P ) =

∫ k

0

(py2 + ξ̄(k − (1− p)y, k)E(S2
k,k|P ) + 2pξ̄(k − (1− p)y, k)yE(Sk,k|P ))g(u− k, y)dy.

Example 5.4.2. We assume the claims follow exponential distribution, s.t. FX(x) =

1− e−βx, we could have

E(Sk,k|P ) = p

∫ k
0
yg(0, y)dy

1− ψ(0)fp(k)
= p

λ
cβ
γ(2, βk)

β − λ
c
fp(k)

,

where the expression of fp(k) is given in the example 5.1.2. Then for u > k,

E(Su,k|P ) = ψ(u− k)[p
γ(2, βk)

β
+ E(Sk,k|P )fp(k)].

111



5. Surplus Dependent Risk Process

For the second order moment,

E(S2
u,k|P ) = ψ(u− k)[p

γ(3, βk)

2β2
+ E(S2

k,k)fP (k) + 2pE(Sk,k)

∫ k

0

yξ̄(k − (1− p)y, k)g(0, y)dy]

with

E(S2
k,k|P ) =

ψ(0)[pγ(3,βk)
2β2 + 2E(Sk,k)

∫ k
0
yξ̄(k − (1− p)y, k)g(0, y)dy]

1− ψ(0)fp(k)
,

where∫ k

0

yξ̄(k − (1− p)y, k)g(0, y)dy

=
c

cβ − λe−(β−λ
c

)k
γ(2, βk)− λβe−(β−λ

c
)k

(pβ + (1− p)λ
c
)2(cβ − λe−(β−λ

c
)k)
γ(2, pβ + (1− p)λ

c
).

Now we can understand the difference between the CI, PDCI and PDR model. Recall

that the cost of the reinsurance contract for the CI and PDCI model is an instant

payment at the beginning, denoted by Q(u, k) and Q(u, k)|P , thus their initial capital is

equal to the sum of surplus for the portfolio and the capital for the contract cost, denoted

by U = u + Q(u, k) or U = u + Q(u, k)|P , respectively. Now we set up the parameters’

coefficients as c = 3, β = 0.4, λ = 1, the following table provides the optimal initial

surplus, the setting of compensation level and the optimal ruin probability under some

levels of initial capital.

p = 0.1 p = 0.5 p = 0.9
U C CI PDCI %/C %/CI PDCI %/C %/CI PDCI %/C %/CI
10 42.78% 40.79% 42.43% 0.82% -4.02% 41.38% 3.27% -0.15% 40.86% 4.49% -0.17%
15 30.66% 25.10% 30.02% 2.09% -19.60% 27.49% 10.34% -9.52% 25.40% 17.16% -1.20%
20 21.97% 12.69% 21.22% 3.41% -67.20% 17.81% 18.94% -40.35% 13.69% 37.69% -7.88%

Table 5.8: Optimal ruin probabilities

Note that, %/C means 1 − ψ(u)|PDCI
ψ(u)|C

and %/CI means 1 − ψ(u)|PDCI
ψ(u)|CI

. It is clear to

see that the CI model has the best performance for all range of initial capital and its

advantage becomes more obvious as the total amount of initial capital increases. Besides,

the strategy for the PDCI model has ruin probability between the ruin probabilities

for C and CI, it converges to the CI’s when p → 1, where it represents the intensity
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5.4. The premium calculation for the reinsurer

of the compensation. The next table provides the details of the optimal capital and

compensation level setting.

CI PDCI, p = 0.1 PDCI, p = 0.5 PDCI, p = 0.9
U u∗ k∗ u∗ k∗ u∗ k∗ u∗ k∗

10 6.865 4.128 9.513 7.003 7.883 5.484 6.994 4.345
15 8.863 6.128 14.410 9.767 11.730 8.246 9.288 6.515
20 11.050 8.316 19.426 12.089 16.440 10.840 12.0834 8.923

Table 5.9: Optimal capital and compensation level setting

The intensity of the compensation determines the capital setting for the initial surplus

and reinsurance cost. We can consider the PDCI model as the CI model when p = 1,

then a greater p leads to a decrease in the level of initial surplus, since the high intensity

of the compensation requires more capital allocation for the reinsurance contract to

obtain the minimum ruin probability.

However, in the model of PDR, the instant payment is replaced by the continuous

payment with rate (1− q)c, we now set up the equivalent reinsurance payment rate q in

order to match the ruin probabilities under the PDCI model.

U=20 U=15 U=10
p q 1− q p q 1− q p q 1− q
0.1 0.984 0.016 0.1 0.982 0.018 0.1 0.981 0.019
0.5 0.917 0.083 0.5 0.911 0.089 0.5 0.908 0.092
0.9 0.844 0.156 0.9 0.839 0.161 0.9 0.839 0.161

Table 5.10: Equivalent reinsurance payment rate q

The model with higher intensity compensation requires more payment for the rein-

surance contract. Furthermore, the process with higher initial capital shows the lower

request for the reinsurance payment rate, because the injections rarely happen when the

initial surplus is fairly large in comparison to the compensation level.
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Chapter 6

Concluding Remarks and Future

Work

In this thesis, we have constructed several dependent risk models, including the time

dependent model (inhomogeneous Poisson process and Cox process), claim dependent

model (mixing over the parameter of the claim intensity process in the classical Cramér-

Lundberg risk process and discrete binomial risk process) and surplus dependent model

(capital injection and other surplus dependent reinsurance model). Under these depen-

dent models’ settings, we have investigated changes in the ruin probabilities (finite and

ultimate), which provides us with an approach of how to adapt classical risk theory to

the contemporary complex financial market.

In Chapter 3, we applied the idea of mixing distributions over values of involved

parameters to extend the class of classical risk processes, focusing on the claim intensity

parameter. In fact, in the classical risk process, Albrecher et al. (2011) showed the

resulting dependent structure was an Archimedean copula. For the discrete binomial risk

process, we introduced a more convenient way of structuring the probability of success

ρ = 1 − e−Θ, in comparison to the results given by Dutang et al. (2013), we obtained

much more tractable expressions of both for the claims distributions and the ultimate

ruin probabilities. In addition, equation (3.5) shows an interesting fact, limu→∞ ψ(u) =
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F̄Θ(θ∗), it means the refined ruin probability converges to a non-zero level as u → ∞,

which is due to the not profit condition being violated. Besides, apart from dependent

modelling, the mixing can also account for parameter uncertainty, which may have a

better fit to the real financial market.

In Chapter 4, we managed to combine the classical compound Poisson process with

the inhomogeneous Poisson process, which leads the original process to be a non-renewal

and non-stationary process. Thus, the approach of computing the ruin probability is

not the same as in the classical case. The Volterra integral equations for both the finite

and infinite time ruin probability are given by Garrido et al. (1996), however this math-

ematical interpretation cannot be explicitly expressed for most of continuous processes.

Therefore, we derived a new type of the Seal’s formulae for the inhomogeneous Poisson

process in order to generate the expression for the finite time ruin probability. Further-

more, applying the idea of Usabel (1998), we constructed the ultimate ruin probability

using the infinite summation of the finite time ruin probabilities for the infinite intervals

of time slots. The ruin probability of the Cox process is very difficult to obtain. Even for

the distribution of the point process, it has to be expressed by a conditional probability

by conditioning on Ft. Fortunately, we are able to compute the model under the last two

examples in Chapter 4 using this approach, due to the existence of the unconditional

distribution of the point processes.

In Chapter 5, we set up 5 type of reinsurance contracts, including the capital injection

model (CI), partial discrete capital injection model (PDCI), partial discrete reinsurance

contract (PDR), partial discrete reinsurance with special settlement (PDRP) and con-

tinuous capital injection model (CCI). We then derive the expressions for the ultimate

ruin probability for all models respectively, by applying the idea of two-barrier models.

We now answer 3 key risk management questions.

1. Should a company buy reinsurance or raise more capital?

2. What is the optimal initial capital setting?
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3. How can risk theory help decisions regarding reinsurance?

For the capital injection model, the following table provides the data set for the optimal

ruin probabilities under different levels of initial capital, with parameters c = 3, β = 0.4,

λ = 1. In the table, u∗, k∗ and ψk∗(u
∗) represent the optimal pure investment in the

business, compensation level and ruin probability, where U = u∗ +Q(u∗, k∗) and we set

Q(u, k) = 1.2E(Su,k) (it is defined in Section 5.4).

U ψ(U) u∗ k∗ ψk∗(u
∗) %

5 59.71% 4.459 1.722 59.59% 2%
10 42.78% 6.865 4.128 40.79% 4.7%
15 30.66% 8.863 6.128 25.10% 18%
20 21.97% 11.05 8.316 12.69% 42.23%

Table 6.1: Optimal ruin probability under capital injection model

It is clear that for each level of total initial capital, the capital injection model pro-

vides a lower ruin probability with lower initial u∗ than the classical process with higher

initial investment u∗+Q(u∗, k∗). Besides, when the amount of the initial investment gets

larger, the benefit from the capital injection will become more significant. For the other

reinsurance models, as long as we increase the value of p or a, the ruin probability will

definitely be smaller. We then suggest the company should buy a reinsurance contract

rather than raise more capital. The method of choosing the optimal capital setting is

given in Section 5.4 for the model of CI and PDCI. It depends only on the level of u and

k since U = u + Q(u, k). The distance between u and k determines the risk and their

relationships can be found in Figures 5.9 and 5.12.

It is obvious that, risk theory plays a significant role in measuring risk and pro-

vides mathematical instruments for determining the reinsurance setting. We notice

from Figures 5.13 and 5.15 that although the ruin probabilities are reduced by reinsur-

ance contracts, the net profit conditions change with the different strategies. In other

words, a company must adjust their management policies when choosing a reinsurance

agreements.
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Future work will focus on Section 4 and 5. For the time dependent model, where we

have the premium rate assumption as shown in equation (4.2), our goal is to eliminate

this assumption in order to allow the premium rate to be any from, i.e. a constant

premium rate c. However, it cannot be fitted to Theorem 4.2.2, where we construct a

conditional martingale with respect to Ra+s
a , under the assumption that the premium

rate is a constant c. Therefore, E[Ra+s
a |Ra+t

a = y] = E[Sa+s
a |Sa+t

a = y] does not hold

when the premium rate can take any other form.

In Section 5.1.5, the ruin probability of the new risk process cannot be derived in the

classical way. Up to now, it can only be computed numerically. Furthermore, this process

can be considered as a shifted process when the surplus level is below the compensation

level k (for instance, for any 0 < Ut < k, we have U∆
t = Ut + p(k−Ut) = pk+ (1− p)Ut.

Therefore, the injection from the reinsurance company is given by Y ′i = pXi for i ≥

1. According to the two barriers model, there are then two possible situations to be

discussed.

• When a claim Y ′i occurs and leads the surplus level into (0, k), ruin happens

before the surplus recovers to the compensation level k with probability ξ(pk +

(1− p)u, k).

• When a claim Y ′i occurs and leads the surplus level into (0, k), the company will

recover to the compensation level k and ruin dose not happen with probability

ξ̄(pk + (1− p)u, k).

Then, one considers the total amount of claims when 0 < U∆
t < k during a period T ,

where T ≤ t. We denote

• Mk(y) as an expectation of the sum of claims, when 0 < U∆
t < k and the surplus

process restores to the compensation level k before the company is ruined, except

for the first claim.
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6. Concluding Remarks and Future Work

• M0(y) as an expectation of the sum of claims, when 0 < U∆
t < k and the surplus

process is ruined before it recovers to the compensation level k, except for the first

claim and the last claim, which leads the company ruin.

• Let M(y) = Mk(y) +M0(y)

Then the expected total claim amount for the reinsurer up to the time of ruin under the

PDRP model is given by when u = k,

E(SPDRPk,k ) =

∫ k

0

(
py +M(y) + ξ̄(k − (1− p)y, k)E(SPDRPk,k )

)
g(0, y)dy

=

∫ k

0

(py +M(y))g(0, y)dy + E(Sk,k)f
∆
p

=

∫ k
0

(py +M(y))g(0, y)dy

1− f∆
p

,

when u > k,

E(Sk,k) =

∫ k

0

(
py +M(y) + ξ̄(k − (1− p)y, k)E(SPDRPk,k )

)
g(u− k, y)dy.

Clearly, for any u < k,

E(Su,k) = p(k − u) +

∫ k
0

(py +M(y))g(0, y)dy

1− f∆
p

.

Thus M(y) is the key needs to be investigated.
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posteriori. Bulletin de lAssociation des Actuaires Suisses 2, 211–224.
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