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Abstract

Atom interferometry is a rapidly progressing field of contemporary research, offering un-

precedented measurement sensitivity to space-time and its distortion. This sensitivity increase

is promising both for probing fundamental physics, such as the dark-sector and gravitational

waves, and for technological applications such as gyroscopes and gravity gradiometers. Cur-

rent evidence for dark matter and dark energy is solely based on astronomical observations.

This thesis is therefore motivated by the eventual aim to apply this new sensitivity to the

measurement of a dark-sector field on the laboratory scale.

The drop-topology atom interferometer at the University of Liverpool is based on a two-

laser system to create all of the required interferometry frequencies. This system confines

rubidium-85 atoms in a magneto-optical trap before sub-Doppler cooling mechanisms reduce

the atoms to µK temperatures. The states of these atoms are then manipulated via Raman

transitions. As part of this thesis, the state detection system was upgraded and sources of

decoherence removed, resulting in the observation of coherent manipulation of atomic states

via Rabi oscillations and the calibration of beam-splitter and mirror pulses. A clock sequence

was then realised, demonstrating interference via Ramsey fringes with a coherence time of

around a millisecond.





Author’s Contribution

When I came into the laboratory, a magneto-optical trap had been developed and some

hints of the Raman system affecting the atoms had been found. I helped upgrade the MOT,

converting it to a fibre-launch setup which increased the beam size from 3.4 mm to 12.0 mm. I

improved the state detection system to make it more accurate and stable over time. I suspected

the presence of contaminant light in the chamber was causing destruction of reliable state

manipulation, as evidenced by the consistently large excited population independent of

the Raman beam interaction. A microwave horn was profiled and installed to act as an

independent check on the Raman system. I then took several actions to reduce the presence

of this contaminant light and observed reliable state manipulations with the microwave

horn, culminating in heavily damped single-photon Rabi oscillations being observed. These

resonances were then used to measure and minimise the magnetic field in the chamber.

After the decoherence effects from the MOT beams were reduced, the system was switched

back to Raman transitions. I improved and upgraded the Raman system, as well as detecting

and eliminating a source of contaminant light specific to this system. This led to two-photon

Raman transitions being observed, followed by Rabi oscillations. These oscillations allowed

the calibration of π/2 pulses which then resulted in interference fringes being observed via a

Ramsey sequence.
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Chapter 1

Introduction

1.1 Overview of Atom Interferometry

1.1.1 Applications and Fundamental Physics

Atom interferometry is one of the most promising fields in physics, combining both insights

into fundamental physics in the precision measurement domain with a panoply of real-world

applications [1]. Six Nobel prizes have been awarded for contributions to atomic, molecular

and optical (AMO) physics, including the discovery of laser cooling techniques and the

creation of a Bose-Einstein condensate [2][3]. Atom interferometers, taking advantage of

these advances, may be used to test many aspects of fundamental physics, including the

phase-shift caused by tidal forces on an extended wavefunction [4], setting limits on the

weak equivalence principle [5][6], measurement of the fine-structure constant [7][8] and

potential measurement of the gravitational Aharonov-Bohm effect [9]. These measurements

and many others are exciting because they probe the experimental overlap between quantum

mechanics and general relativity, offering the possibility of gaining new information about the

interaction of matter and gravity. Additionally, atom interferometers are also being proposed
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to measure the laboratory-scale structure of the ‘dark universe’ [10][11][12][13][14], with

dark energy searches discussed further in section 1.3.

Atom interferometers also offer more practical uses, such as absolute gravimetry [15][16][17],

gravity gradiometry [18][4], and inertial sensing [19][17]. Atom interferometers are also

currently being proposed to measure gravitational waves, acting in a complementary way

with existing, light-based gravitational wave sensors [20][21].

In addition to the above applications, many of the techniques used in atom interferometry have

also been used to revolutionise the field of time keeping. In 1949, N. F. Ramsey developed

the ‘separated oscillating fields’ technique, producing interference between internal states

in a strongly analogous way to the classic two-slit experiments of quantum mechanics,

allowing the precision frequency measurement of an on-resonant electromagnetic field

[22]. This eventually resulted in the atomic time standard surpassing previous timekeeping

methods, with the decision to officially define the SI second by the properties of caesium-133

being made in 1967. Current strontium atomic clocks are capable of a total uncertainty of

2.1×10−18 in fractional frequency units [23][24][25][26].

In 1991, Kasevich and Chu demonstrated matter-wave interference with laser-cooled sodium

atoms [27]. In contrast to Ramsey’s technique, Kasevich and Chu used Raman transitions

to interfere the external rather than internal states of atoms [24], an achievement previously

thought impossible due to de Broglie phase instability. This dependence on atomic external

states quickly led to atoms being used to probe external fields, in much the same way

neutron interference had previously been used to measure gravitational acceleration [28]

[29]. The ability to laser-cool atoms to micro-Kelvin temperatures coupled with their larger

mass opened up a whole new sensitivity domain for probing external inertial forces with

interferometry.
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1.1.2 Principles of Atom Interferometry

Atom interferometers rely upon the principle of coherent control of atomic de Broglie waves

[1]. If coherent control of the atoms is achieved, offering the atoms multiple indistinguishable

paths will cause the wavefunction to split, with a well-known initial relative phase between

the paths. The phase accumulated along each path depends upon the action, and hence upon

the potentials that the atom is exposed to along each path. This action may be broken up

into two parts; the free evolution action Spath and the external field interaction S f ield . These

potentials can be electromagnetic in origin, for example atomic interaction with laser fields

causing an action Slight , or gravitational potentials [30].

The two or more wavepackets after travelling different paths are then brought back together,

potentially resulting in interference effects. This recombination requires that the relative

phase information is then converted into state population information, which can be readily

measured. If the coherence is maintained during the whole procedure, for both the atoms

and the laser fields, the phase difference between the paths can then be inferred from the

interference fringes and hence the potentials measured to extremely high precision. In this

way, atom interferometers offer some of the most precise measurements of local gravity g

with a sensitivity of 6.7×10−12 g per shot [31].

1.2 Discussion of Experiment

Development of an atom interferometer at the University of Liverpool began in earnest in

late 2013, with the aim of using atom interferometers for fundamental physics searches,

complementary to the successful particle physics research already performed at Liverpool.

The experiment uses rubidium-85 as an atomic source and two laser beams to perform state

manipulation via stimulated Raman transitions between the two hyperfine ground states.

Rubidium-85 is not as commonly used in atom interferometry as rubidium-87, with the

decision to use rubidium-85 as the atomic species influenced by its smaller hyperfine splitting,
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allowing the use of a relatively inexpensive RF signal generator. The atom interferometry

experimental procedure is as follows, see figure 1.1 (more details can be found in chapter 3,

as well as in [32] [33]):

Step 1 The atoms are initially confined in a magneto-optical trap (MOT), made up of

an anti-Helmholtz configuration magnetic field and three pairs of circularly polarised,

counter-propagating beams which are red-detuned from resonance. Whilst trapped in

the MOT the atoms are Doppler cooled to approximately 150 µK [34].

Step 2 In order to reach temperatures below the Doppler limit, an optical molasses

is produced. This involves switching the magnetic field off and further detuning the

lasers, allowing polarisation gradient cooling to reduce the atom cloud temperature to

a few µK.

Step 3 A state preparation phase then occurs, ensuring that all of the atoms begin

the interferometry sequence in the |s⟩ = |g⟩ state, where s = {g,e} is the label for the

hyperfine internal states.

Step 4 The atom cloud is then exposed to the Raman beams for a duration tπ/2 designed

to create a ‘π/2’ or ‘beam-splitter’ pulse, analogous to the beam splitter in a Mach-

Zehnder light interferometer. This acts to create an equal superposition between the

ground and excited states, |g⟩ and |e⟩, with a momentum splitting between the two

states which causes them to begin to spatially separate.

Step 5 The atoms are then allowed to propagate freely for a time T, without interacting

with the Raman beams. During this time, the atom wavefunction splits and travels

along two paths.

Step 6 A second pulse is then applied of duration equal to twice the beam-splitter

pulse, called a ‘π’ or ‘mirror’ pulse. This interchanges the state population of the

superposition, so that |g⟩ → |e⟩ and |e⟩ → |g⟩.
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Step 7 A second free propagation time of time T is then inserted. During this time, the

separated wave packets are brought back together and overlap due to the interaction

with the π pulse.

Step 8 A final beam-splitter pulse is then performed, which acts to recombine the two

wavepackets. In the absence of any external forces, all of the atoms will be placed back

into the ground state.

Step 9 Finally, the atomic state populations are measured by a series of state detection

pulses, fluorescing the atoms. This fluorescence is measured and the intensity is

proportional to the state population. If the state detection system measures a non-zero

|e⟩ state population, the atoms must have picked up an extra phase from another source

such as an external potential. In this way, measurement of the excited state population

allows the inference of the phase difference between the paths. Thus, the advantage

of the π/2−π −π/2 sequence is that it forces the atoms to travel along two different

spacetime paths, with accumulated phase difference acting as a sensitive probe of

external potentials.

1.3 Dark Energy Searches

In 1998, it was discovered via astronomical observations that the universe is not simply

expanding but the rate of expansion is increasing with time [36]. To accommodate this

phenomenon in terms of general relativity, an extra term was added to the Einstein Field

Equations (EFEs) to create a uniform negative pressure and hence an inflationary effect. The

source of this negative pressure was dubbed Dark Energy (DE) and calculations showed

that it would have to make up around 70% of the total energy in the observable universe to

account for the observed rate of expansion [37][38][39].

Despite modification of the EFEs providing a convincing explanation for the observed

acceleration, no theoretical explanation in terms of quantum fields has been widely accepted
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Fig. 1.1 Schematic representation of the interferometry sequence [35]. The atoms are cooled
and state selected at stage (a), then released to fall down the interferometry pipe at (b). Raman
beams put the atoms into a superposition of states at (c), represented by red and blue circles.
(d) is a propagation time T, after which a second pulse reverses the states of the wavepackets
(e). (f) is another propagation time T. At (g), the two wavepackets now overlap again, and a
final Raman pulse is applied. Finally, the state detection pulses are applied at (h), measuring
the population discrepancy from the original population in (b).

[40][41][42], with every current source of experimental evidence for dark energy coming

from cosmological observations. In order to provide a quantum explanation for dark energy,

a measurement of the small-scale structure of the dark energy field may provide insight,

providing an incentive for experiments which are very sensitive to quantum fields, such as

atom interferometers, to be designed with this specific purpose in mind.

The low energy density of the dark energy field might make it seem that measurement is

near-impossible, but this is not so. The calculated energy density of a uniform dark energy

field is ρDE = 6.3× 10−10 J/m3. An electric field with an energy density ρDE = 100ρE

would equate to an electric field strength of about 1 V/m, easily detectable in the laboratory.
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The problem therefore is not the energy density itself, but the homogeneity of the field and

the unknown coupling to ordinary matter.

To address this, a pair of assumptions are made which must be met for an atom interferometric

experiment to detect the effects of dark energy on the laboratory scale [43]:

• The DCV has an non-uniform spatial distribution, causing the phase φDCV accumulated

along each arm to be path-dependent.

• There exists a non-gravitational interaction between the atoms and the DCV.

The first assumption is in contrast to the cosmological constant model of dark energy. This

model adds a scalar field to the EFEs of the form Λgµν , where Λ is the cosmological constant.

The independence of the scalar field Λ on position is in turn based on the theory that Λ is

caused by vacuum fluctuations in quantum field theory. Quantum field theory calculations

of the vacuum energy are, however, known to have serious difficulty accounting for the

observed magnitude of the cosmological constant, casting some doubt on this uniformity

assumption [44][45]. The second assumption is required because any phase shift caused by

gravitational interaction with a dark energy field would be far too small to be observed by

current atom interferometers.

An overview of the proposed interferometry setup is shown in figure 1.2. A pair of atom

interferometers A and B are separated by a baseline distance d. The interferometers are of

near-identical construction and close enough together to be in the same noise envelope, using

the same lasers for the interferometry pulses. Constructing them this way causes all sources

of common noise to cancel, meaning that when they make simultaneous measurements, both

should measure the same phase change. The difference in phase between the interferometer

pair, ∆Φ = φA −φB, is therefore expected to be zero, even for a uniform DCV interaction.

A non-uniform field will cause a difference in accumulated phase between the arms which,

provided the signal is above the noise background, will cause ∆Φ ̸= 0 and potentially indicate

the presence of a non-uniform DCV field.
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Fig. 1.2 Two interferometers are positioned in the same noise envelope and using the same
lasers, but separated by some baseline distance. The difference in phase between the
interferometers, ∆(∆φ)≡ ∆Φ, is expected to be zero, with all sources of phase noise common
to both interferometers. Any deviation from ∆(∆φ) = 0 could be evidence of a dark energy
field gradient between the two arms.

Measurement of a potential dark content of the vacuum on the laboratory is the eventual aim

of this experiment. This thesis, however, is primarily concerned with laying the foundational

work for this project by achieving coherent control and interference of atomic states.
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Atom Interferometry Theory

2.1 Laser Cooling and Atom Trapping

2.1.1 Doppler cooling and the Doppler Limit

Laser fields may be used to drastically reduce the temperature of neutral atoms via the

Doppler cooling technique. This can reduce the velocity of thermal atoms from 100s of m/s

to a few cm/s [46], allowing atoms to be trapped in a potential well via magnetic fields and

experimented on for a time frame of order seconds.

The advantages of ultra-cold over thermal atoms are several. Firstly, the atoms have a longer

mean-free path and so are less likely to undergo collisions which may change the state of the

atoms. Secondly, lowering the temperature keeps the atoms from escaping the parameters of

the laser beams which are of order a few centimetres. Finally, the Doppler broadening of

the state transitions is reduced by having low temperatures, allowing effects such as Zeeman

splitting of the hyperfine states to be observed.

Doppler cooling involves an atom preferentially absorbing photons from the opposing

direction to its velocity and subsequently emitting them in a random direction, causing
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an effective direction-dependant frictional force and hence a reduction in velocity. This

scattering force takes the form [47]

Fscatt =
∆p
∆t

=
∆N
∆t

Pphoton, (2.1)

where ∆N/∆t is the number of photons scattered per second, usually referred to as the

scattering rate, Rscatt . The scattering rate for a transition depends upon the intensity of the

laser fields I, the saturation intensity for this transition Isat , the linewidth of the resonance Γ

and the detuning from the resonance peak δ as described by the equation

Rscatt =
Γ

2

I
Isat

1+ I
Isat

+ 4δ 2

Γ2

, (2.2)

where the saturation intensity is defined as the intensity required to excite half of the atoms

into the upper state at equilibrium. For a single photon momentum of h̄k, this gives a

scattering force of

Fscatt = h̄k
Γ

2

I
Isat

1+ I
Isat

+ 4δ 2

Γ2

. (2.3)

For small detuning, δ ≪ Γ and at saturation intensity, the scattering rate becomes Γ/4. When

I ≫ Isat , the scattering force approaches the maximum value of

Fmax = h̄k
Γ

2
. (2.4)

If a beam of atoms is arranged to be travelling towards a laser beam which is resonant with

an atomic transition, the frequency of the light will appear blue shifted from resonance

due to the Doppler shift of the atoms travelling towards the beam. If the beam is therefore

deliberately red-shifted below resonance, this will cancel the Doppler effect and cause the

scattering rate to increase via equation 2.2.
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Fig. 2.1 Plot of the scattering rate as a function of optical frequency. The dashed lines show
how atoms with equal but opposite Doppler shifts relative to the beam experience a drastic
change in scattering rate [48].

To cool an atomic vapour in three dimensions, three pairs of these detuned orthogonal

beams are generally required. This technique is referred to as an optical molasses. Atoms

moving towards any of these six laser beams will preferentially scatter atoms from this

beam, resulting in a 3-dimensional cooling effect. This technique does have its limits, with a

minimum expected temperature set by the Doppler cooling limit

TD =
h̄Γ

2kB
, (2.5)

where kB is Boltzmann’s constant. The Doppler limit for 85Rb is 145 µK.

2.1.2 Magneto-Optical Trapping

The action of the counter-propagating beams on the atoms in an optical molasses is not

enough to cause atom trapping; laser cooling slows down atoms but it does not confine them

to a particular position. By adding an inhomogeneous magnetic field superimposed over the

system of three pairs of orthogonal, red-detuned beams, a magneto-optical trap is created.

This field may be provided by a pair of coils in an anti-Helmholtz configuration. Two coils,
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with opposing currents and radii equal to d, are separated by an axial distance d. These coils

create a quadrupole magnetic field of the form

B(x,y,z) = Bgrad(−
x
2

i− y
2

j+ zk). (2.6)

This field configuration creates a magnetic minimum at the centre, around which the atoms

cloud will coalesce. The field lines for the anti-Helmholtz configuration are shown in figure

2.2.

Fig. 2.2 Quiver plot representation of a two-dimensional slice of equation 2.6. This plot
shows that the magnetic field grows twice as quickly along the z-axis as along the x-axis,
with an associated sign change between axes. This sign change must be accounted for by
beam polarisation for an atom trapping effect to be created.

This magnetic field creates a magnetic minimum at the centre that increases linearly as the

atoms move in any direction.
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Fig. 2.3 Diagram showing the Zeeman splitting of a simple, two state system with an l = 0
ground state and an l = 1 excited state. The Zeeman shift causes the red-detuned laser to be
pushed towards resonance with the m = 1 substate [49].

The magnetic field acts to split the magnetic substates mF in terms of energy (see figure 2.3),

via the Zeeman effect which, to lowest order, takes the form

∆E = µBgFmF |B|, (2.7)

where µB is the Bohr magneton and gF is the Landé g-factor for the hyperfine state.

By splitting the atomic states and red detuning the cooling laser, states which have a lower

energy due to the Zeeman effect are pushed closer to resonance. Light with a polarisation

which satisfies the angular momentum constraints of these transitions is therefore more likely

to be absorbed. Therefore, by choosing the beam polarisations to match this criterion, it

is possible to create a position-dependent force on the atoms to constrain them around the

magnetic minimum.

By fixing all six MOT beams to be circularly polarised and the anti-Helmholtz coils creating

a field which is always parallel to the beam propagation direction, the selection rules are fixed
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to be ∆mF =±1. The F ′ = 4 state is split into nine magnetic substates, and F = 3 into seven.

The polarisation of the beams which causes a constraining force must be matched to the

magnetic field direction; reversal of the magnetic field requires the polarisation handedness

to be flipped for the MOT to still function.

Any atomic species which is to be cooled via this method must have an energy level structure

containing a closed optical loop, so that once an atom absorbs a cooling photon and is excited

to a higher state, it reliably returns to its original ground state and may repeat the cooling

process. In the case of 85Rb, the cooling laser is red-detuned from the 52S1/2, F = 3 →

52P3/2, F ′ = 4 transition (see figure 2.4). This frequency predominantly excites atoms to the

F ′ = 4 state which then decays to the F = 3 state.

A MOT setup with only the 52S1/2, F = 3 → 52P3/2, F ′ = 4 transition frequency light will

quickly disappear, however, due to transitions of the form 52S1/2, F = 3 → 52P3/2, F ′ =

3 → 52S1/2, F = 2, causing all of the atoms to fall into the F = 2 ‘dark state’ and out of

the cooling cycle. To remedy this, a second frequency called the repumper frequency is

introduced, causing the transition 52S1/2, F = 2 → 52P3/2, F ′ = 3 → 52S1/2, F = 3 and

moving the atoms back into the cooling cycle.

Fig. 2.4 Energy level diagram for rubidium-85. The hyperfine ground and excited states have
total angular momentum values F = 2 and F = 3 respectively [50][51].
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2.1.3 Sub-Doppler Cooling

In order to reach temperatures below the Doppler limit, a technique called polarisation-

gradient cooling (PGC) is used. This involves switching the magnetic field off and increasing

the detuning of the cooling beams, effectively returning to an optical molasses configuration.

The atom cloud then expands in the beams, causing a cooling effect which can go below the

Doppler limit and reach micro-Kelvin temperatures. This technique relies upon both beams

being derived from the same laser, making them coherent.

Fig. 2.5 The superposition of σ+−σ− beams creates a linearly polarised field which rotates
around the z-axis. [52].

The PGC technique typically used in a MOT configuration involves σ+−σ− polarised

beams. In one dimension, the superposition of these beams results in a linear polarisation

axis which rotates around the axis of propagation z by the angle φ = −kz, where k is the

wavevector of the beams (see figure 2.5). In the case of a stationary atom, the linearly

polarised light will drive π transitions (see section 2.4) which, due to the Clebsch-Gordan

coefficients, will cause the state g0 to be preferentially populated (figure 2.6).

In the case of a moving atom, however, a stationary coordinate system is transformed to a

co-moving system, to keep the direction of polarisation constant. This results in an inertial

potential energy term of the form V = kvJz, where v is the atomic velocity and Jz is the angular

momentum operator in the z direction. This inertial term introduces couplings between the
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magnetic substates, shown by the double arrows in figure 2.6, known as adiabatic couplings

which disappear as v → 0. These couplings are strongly directionally dependent, creating a

force which opposes the direction of motion. This velocity-dependant force leads to an effect

called motion-induced orientation. This in turn leads to the photon absorption amplitude

being directionally dependent, resulting in a frictional force [52][53].

Fig. 2.6 Magnetic substates for a J = 1 ground state. The filled circles represent the steady
state populations of each state when the atom is stationary. The AC Stark effect causes the
energy level difference shown between g0 and g±1 [52].

The lower temperature limit to this method is called the recoil limit where the recoil tempera-

ture is defined as

Tr =
(h̄k)2

kBmA
, (2.8)

where mA is the atomic mass. This is the temperature corresponding to atoms with an average

momentum equal to the momentum of one photon with the wavevector k and has a value for

rubidium-85 of Tr ≈ 370 nK [34][54].
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2.2 Atomic Interaction with Radiation

2.2.1 Two-Level Systems

Alkali metals have an electron structure of a single valence electron outside of a group

of closed electron shells. This makes these metals ‘hydrogen-like’ and therefore the next

simplest atoms to analyse after hydrogen itself. Due to their simplicity, and their suscepti-

bility to laser-cooling methods, alkali metals such as 85Rb are ideal candidates for atomic

species in interferometry experiments. The hyperfine states of rubidium-85 are labelled

F = 2 and F = 3, where F is defined as the total angular momentum quantum number

F = I + L + S = I + J. The quantities I, L and S here are the nuclear, orbital and spin

angular momentum numbers respectively.

The two hyperfine ground states of 85Rb are a good approximation to a two-state system

due to their splitting, ω ≈ 2π× 3.04 GHz, being a factor 105 smaller than the separation

between the 52S1/2 and 52P3/2 states (see figure 2.4). The quantum mechanical behaviour of

a two-state system is well understood, allowing the hyperfine state manipulations of 85Rb to

be readily compared to theory. Additionally, the excited hyperfine state of 85Rb has a lifetime

of order seconds, meaning that spontaneous decay to the ground state is highly unlikely over

the time frames of the experiment.

For the purposes of this work a semi-classical treatment is used. This involves treating

the radiation as a classical, oscillating electric field but the atom as a quantized, two-state

system1. This will allow the derivation of equations required for chapters 4 and 5.

The Hamiltonian for the interacting system is composed of two terms,

H = H0 +HI(t). (2.9)

1A three-state system is briefly introduced to describe Raman transitions, which eventually reduces to a
two-state system
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The first term is the time-independent Hamiltonian for the unperturbed system; the eigenfunc-

tions of H0 are simply the wavefunctions for a non-interacting system. Taking the F = 2 state

eigenvector to be |g⟩ and the F = 3 eigenvector to be |e⟩, this leads to the equations

H0 |g⟩= Eg |g⟩= h̄ωg |g⟩ (2.10a)

and

H0 |e⟩= Ee |e⟩= h̄ωe |e⟩ , (2.10b)

where Eg and Ee are the energies of the |g⟩ and |e⟩ levels, which are assumed to be or-

thonormal. Any general state vector |Ψ⟩ consists of a superposition of the states |g⟩ and

|e⟩,

|Ψ(t)⟩= |g⟩⟨g|Ψ⟩+ |e⟩⟨e|Ψ⟩= ag(t) |g⟩+ae(t) |e⟩ , (2.11)

where ⟨g|Ψ⟩ and ⟨e|Ψ⟩ are the time-dependent amplitudes for the system to be measured in

the ground and excited states respectively.

The radiation-dependent components of the amplitudes may be factored out to give

ag(t) = cg(t)e−iωgt (2.12a)

ae(t) = ce(t)e−iωet . (2.12b)

This results in a general state vector of the form
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|Ψ(t)⟩= cg(t) |g⟩e−iωgt + ce(t) |e⟩e−iωet . (2.13)

2.2.2 Interaction Hamiltonian

The term HI(t) is the perturbation caused by the oscillating electric field. For a monochro-

matic electromagnetic field, the electric field component takes the classical form E⃗ = E⃗0cos(ωt)

with angular frequency ω interacting with an electric dipole d⃗ = e⃗r, giving the interaction

Hamiltonian

HI(t) =−d⃗ · E⃗ = e⃗r · E⃗0cos(ωt), (2.14)

representing the potential energy of a dipole in a sinusoidally oscillating electric field.

By using equation 2.13 as the general state vector for this two-state system, and inserting

equation 2.9 for the complete Hamiltonian into the time-dependant Schrödinger equation

gives

(H0 +HI)(cg(t) |g⟩e−iωgt + ce(t) |e⟩e−iωet) = ih̄
d
dt
(cg(t) |g⟩e−iωgt + ce(t) |e⟩e−iωet).

(2.15)

Differentiating and using equations 2.10 to cancel like terms results in

HI[cg(t) |g⟩e−iωgt + ce(t) |e⟩e−iωet ] = ih̄[
d(cg(t))

dt
|g⟩e−iωgt +

d(ce(t))
dt

|e⟩e−iωet ]. (2.16)

Taking the inner products of the above equation with ⟨g| and ⟨e| and noting that for a dipole

field, ⟨g|HI |g⟩= ⟨e|HI |e⟩= 0, gives the equations



20 Atom Interferometry Theory

i
d
dt

cg(t) = Ω cos(ωt)e−iω0tce(t) (2.17a)

and

i
d
dt

ce(t) = Ω
∗ cos(ωt)eiω0tcg(t) (2.17b)

respectively [55]. The parameter ω0 is the difference between the two state frequencies,

ω0 = ωe −ωg, and Ω is called the Rabi frequency and is defined as

Ω ≡ ⟨g| e⃗r · E⃗0 |e⟩
h̄

, (2.18)

with Ω∗ the Hermitian adjoint of Ω. These matrix elements describe the transition strength

and are dependent upon overlap between the electric field polarisation and the electric dipole

alignment vectors.

The sinusoidal term in equations 2.17 can be expanded as

cos(ωt) =
1
2
(eiωt + e−iωt). (2.19)

Inserting 2.19 into equation 2.17a gives

i
dcg

dt
=

Ω

2

{
ei(ω−ω0)t + e−i(ω+ω0)t

}
ce. (2.20)

where the amplitude time dependencies have been made implicit. Assuming that the electric

field frequency is near resonance, ω ≈ ω0, the ω +ω0 term oscillates much faster than the

ω −ω0 term. Over any appreciable integration time, therefore, the different frequencies in

the integral of the ω +ω0 term will cancel out and this term will average to zero. This is

known as the rotating-wave approximation.
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Neglecting these ω +ω0 terms in the expansion of equations 2.17a and 2.17b via 2.19 result

in the equations

i
dcg

dt
= ei(ω−ω0)t Ω

2
ce, (2.21a)

and

i
dce

dt
= e−i(ω−ω0)t Ω∗

2
cg. (2.21b)

Combining 2.21a and 2.21b gives the second-order differential equation

d2ce

dt2 + i(ω −ω0)
dce

dt
+

∣∣∣∣Ω2
∣∣∣∣2ce = 0. (2.22)

Taking the initial conditions cg(0) = 1 and ce(0) = 0 and solving equation 2.22 results in the

amplitudes for the ground and excited states

cg(t) = eiδ t/2
[

cos
(

ΩDt
2

)
− i

δ

ΩD
sin
(

ΩDt
2

)]
, (2.23a)

ce(t) =−ie−iδ t/2 Ω

ΩD
sin
(

ΩDt
2

)
, (2.23b)

where ΩD is defined as

Ω
2
D ≡ Ω

2 +(ω −ω0)
2 (2.24)

and the detuning δ is
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δ ≡ ω −ω0. (2.25)

Multiplying equation 2.23b by its complex conjugate results in the equation for the excited

state probability Pe,

Pe = |ce(t)|2 =
Ω2

Ω2
D

sin2
(

ΩDt
2

)
, (2.26)

For on-resonant light interactions, equation 2.26 reduces to

|ce(t)|2 = sin2
(

Ωt
2

)
. (2.27)

This sinusoidal change in the state population as pulse time is varied is called a Rabi

oscillation.

For off-resonant interaction, ω ̸=ω0, equation 2.26 is required. Figure 2.7 shows the expected

change in state population as the electric field frequency is scanned across resonance. The

detuning δ ≡ ω −ω0 is varied and plotted in units of Ω. Making the substitution δ = kΩ

and setting the time t to be a π pulse t = π/Ω reduces equation 2.26 to

|ce|2 =
1

1+ k2 sin2
(

π

2

√
1+ k2

)
. (2.28)

This function is plotted in figure 2.7 and displays a sinc-like distribution, with lobes either

side of the main resonance. The shape of this distribution is caused by the square nature

of the assumed Raman pulse; the Fourier transform of a ‘box’ function is a sinc function.

The shape of the resonance can therefore be manipulated by changing the temporal intensity

profile of the Raman pulse. This becomes of particular importance for counter-propagating

beams, where the Doppler shift of the atoms will also vary over the duration of the pulse and

affect the fidelity of the state population transfer pulses. This problem can be solved either
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by having very short, intense pulses or via the method of pulse shaping, creating a desired

pulse shape which will correct for these Doppler-induced effects [56][57][58].

Fig. 2.7 Frequency scan over resonance displays a sinc-squared function profile. The pulse
time t in equation 2.26 is kept constant and is selected so that the amplitude is equal to unity
when ω −ω0 is zero, in other words it has the duration of a π pulse.

Plotting the state population as the pulse time t is varied produces the expected Rabi os-

cillations. Figure 2.8 displays Rabi oscillations for various values of δ , where δ = 0 is

the maximum amplitude Rabi oscillations of equation 2.27. The pulse duration is given in

units of π/Ω. By setting the pulse frequency to be off-resonance, the Rabi oscillations both

decrease in amplitude and increase in frequency.

For a constant Rabi frequency, on-resonant light can be used to coherently and repeatably

manipulate the internal states of the atoms. For an interferometer, this takes the form of π

and π/2 pulses.
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Fig. 2.8 Rabi oscillations for various detunings from resonance. By increasing detuning,
more Rabi cycles are observable before any decoherence effects cause critical damping of
the oscillations.

π pulse

If a group of atoms is initially prepared in the lower state |g⟩, a radiation pulse of the

appropriate duration will cause the population to be completely transferred to the state |e⟩.

This is called a π pulse, with the restriction on the pulse duration being Ωt = π .

More generally, a π pulse will cause the transition

c1 |g⟩+ c2 |e⟩ → −i{c1 |e⟩+ c2 |g⟩}, (2.29)

inverting the state populations, |g⟩ ↔ |e⟩.

π/2 pulse

Instead of inverting the populations, an atomic wavefunction can be split into two equal

components via a π/2 pulse, with the requirement that Ωt = π/2. This means that an atom
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initially in the |g⟩ state will be in an equal superposition of both |g⟩ and |e⟩ states after the

π/2 pulse,

|g⟩ → 1√
2
(|g⟩− i |e⟩). (2.30)

Via π and π/2 pulses, the atomic states can be coherently controlled, allowing the atoms to

travel along different paths to reach a final state and hence cause interference effects.

2.3 Raman Transitions

The manipulation of atomic internal states may be performed via Raman transitions. These

occur when an atom interacts simultaneously with two electric fields. An atom initially in

the ground state |g⟩ will absorb a photon from one field, causing it to become excited to an

intermediate, virtual state. Interaction with the second field causes stimulated emission of a

photon, resulting in the atomic transition to the higher state |e⟩, see figure 2.9. Two-photon

transitions have an associated wavevector k⃗eff which depends on the relative orientation of the

beams. For counter-propagating beams, k⃗eff = k⃗1 − k⃗2. To avoid actually populating any real

intermediate states, the virtual state is detuned away from resonant frequency with respect

to any single-photon transition levels, making the amplitude for these transitions negligible.

The atom interacts with electric fields of the form

E⃗(t) = E⃗1cos(ω1t +φ1)+ E⃗2cos(ω2t +φ2). (2.31)

The two-photon detuning from resonance δ is defined as

δ ≡ ωeff −ω0 = (ω1 −ω2)− (ωe −ωg) (2.32)
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Fig. 2.9 The coupling of two states via a higher, intermediate state is called a lambda system.
Increasing ∆ while simultaneously satisfying the resonance condition makes transition to the
excited state |i⟩, and therefore single-photon decoherence, less likely.

where ωeff = ω0 is the resonance definition. Each electric field also has a detuning from the

state |i⟩ defined as

∆1 = ω1 − (ωi −ωg), (2.33a)

∆2 = ω2 − (ωi −ωe), (2.33b)

meaning that the two photon detuning can also be defined as

δ ≡ ∆1 −∆2. (2.34)

The total two-photon detuning from |i⟩ is then given by
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∆ = (∆1 +∆2)/2. (2.35)

To ensure that atoms are excited to the virtual state and not the higher state |i⟩, the detuning

∆ must satisfy the condition

|∆| ≫ Γ, (2.36)

where Γ is the linewidth of the D2 transition. This condition reduces the likelihood of sponta-

neous decay from |i⟩, which would remove atoms from the interferometry sequence.

The three-level Hamiltonian for Raman transitions is

H(t) = h̄ωg |g⟩⟨g|+ h̄ωe |e⟩⟨e|+ h̄ωi |i⟩⟨i|− r⃗ · E⃗(t). (2.37)

Solving the Schrödinger equation for a three-state system with the above Hamiltonian results

in the equations

i
dcg

dt
=

Ωgi

2
ei∆1tci, (2.38a)

i
dce

dt
=

Ωie

2
ei∆2tci, (2.38b)

i
dci

dt
=

Ω∗
gi

2
e−i∆1tcg +

Ω∗
ie

2
e−i∆2tce. (2.38c)

where the rotating-wave approximation has been made, ωn +ωi −ωg ≫ ∆ ≈ ∆1 ≈ ∆2 [59]

[60].
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Given that the detuning |∆| ≫ Γ and therefore that the intermediate state |i⟩ is negligibly

populated, the three-state system reduces to a two-state system. This is done via adiabatic

elimination of the intermediate state [61][62]. Integrating equation 2.38c with respect to time

gives

∫ t

0
ċi(t ′)dt ′ =

−i
2

(
Ωgi

∫ t

0
e−i∆1t ′cg(t ′)dt ′+Ω

∗
ie

∫ t

0
e−i∆2t ′ce(t ′)dt ′

)
. (2.39)

By assuming that the amplitudes cg(t) and ce(t) evolve much more slowly than the e−i∆t

expressions, the amplitudes can be assumed to be approximately time independent and taken

outside the integrand

ci(t)≈
−i
2

(
Ωgicg

∫ t

0
e−i∆1t ′dt ′+Ω

∗
iece

∫ t

0
e−i∆2t ′dt ′

)
. (2.40)

Solving the integrals in the above equation gives the result

ci(t)≈
Ωgi

2∆1

(
e−i∆1t −1

)
cg(t)+

Ω∗
ie

2∆2

(
e−i∆2t −1

)
ce(t). (2.41)

The state |i⟩ may now be eliminated by substituting the above equation into equations 2.38a

and 2.38b. The new coupled state equations take the form

ih̄

ċg(t)

ċe(t)

= h̄

 |Ωgi|2
4∆1

(1− ei∆1t)
ΩgiΩ

∗
ie

4∆2
(ei(δ t+φ)− ei∆1t)

Ω∗
giΩie

4∆1
(e−i(δ t+φ)− ei∆2t) |Ωie|2

4∆2
(1− ei∆2t)

cg(t)

ce(t)

 . (2.42)

Once again the rotating-wave approximation can be made, due to the fact that the single-

photon terms ei∆t oscillate much more quickly than the two-photon terms e−iδ t . Taking this

approximation the above equations become



2.3 Raman Transitions 29

ih̄

ċg(t)

ċe(t)

≈ h̄

 ΩAC
g

1
2Ωeffei(δ t+φ)

1
2Ω∗

effe
−i(δ t+φ) ΩAC

e

cg(t)

ce(t)

 . (2.43)

The above coupled equations link the two states, |g⟩ and |e⟩, where the effective Rabi

frequency Ωeff is defined as

Ωeff ≡
ΩgiΩ

∗
ie

2∆
(2.44)

and ΩAC
i is the frequency shift of the state i caused by the AC Stark effect. The effective

Rabi frequency describes how the system oscillates between the two states via two-photon

interactions.

In order to have a two-photon solution for the excited state population analogous to equation

2.26, a uniform energy shift of −h̄(ΩAC
g +ΩAC

e )/2 is applied to the Hamiltonian in 2.43

which becomes

Ĥeff =
h̄
2

 ΩAC
g −ΩAC

e Ωeffei(δ t+φ)

Ω∗
effe

−i(δ t+φ) ΩAC
e −ΩAC

g

 . (2.45)

Transforming this Hamiltonian into a frame rotating at the angular frequency δ results

in

Ĥeff =
h̄
2

−(δ −δ AC) Ωeffei(δ t+φ)

Ω∗
effe

−i(δ t+φ) δ −δ AC

 . (2.46)

The shift in frequency, caused by the AC Stark effect, takes the form [47] [63]

δ
AC ≡ Ω

AC
e −Ω

AC
g . (2.47)
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Differentiating the Schrödinger equation with the Hamiltonian 2.46 leads to a second-order

equation of the form

d2ce

dt2 + i(δ −δ
AC)

dce

dt
+

(
Ωeff

2

)2

ce = 0. (2.48)

The solution of 2.48 for the excited state amplitude is [35][64]

cg(t) = ei(δ−δ AC)t/2
[

cos
(

ΩRt
2

)
− i

δ

ΩR
sin
(

ΩRt
2

)]
, (2.49a)

ce(t) =−ie−i(δ−δ AC)t/2e−iφ Ωeff

ΩR
sin
(

ΩRt
2

)
. (2.49b)

where e−iφ is related to the phase difference between the two Raman beams. Squaring this

equation results in the excited state probability as a function of time

Pe = |ce|2 =
Ω2

eff

Ω2
R

sin2
(

ΩRt
2

)
, (2.50)

where ΩR is defined as

ΩR ≡
√

Ω2
eff +(δ −δ AC)2. (2.51)

These equations are essentially identical in form to those found in 2.2.2, with the addition of

terms arising from the AC Stark effect and the substitution of Ω for Ωeff.
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2.4 Atomic Structure and Selection Rules

The two-level systems so far considered have to be modified in the presence of a magnetic

field. The addition of a magnetic field, to provide a quantization axis, causes the hyperfine

levels to split into 2F +1 substates via the Zeeman effect. The permitted atomic transitions

between these states are dictated by the following atomic selection rules, as shown for

example in [65]

∆J = 0,±1, (2.52a)

∆L =±1, (2.52b)

∆mF = 0,±1. (2.52c)

with the exception to 2.52a that J = 0 → J′ = 0 is forbidden.

The amplitude for a particular dipole transition depends not just on the detuning δ but also

on the polarisation of the probing electric field, as described by 2.18, repeated below for

convenience.

Ω =
⟨g| e⃗r · E⃗0 |e⟩

h̄
. (2.18)

The inner product of the dipole vector and the electric field vector ensures that angular

momentum is conserved. This means that the amplitude for a transition caused by an electric

field with a particular polarisation will depend critically on direction with respect to the

quantisation axis. This gives rise to various different types of transitions:
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σ+ & σ− transitions A circularly polarised beam of light with a wavevector component k⃗

parallel to the quantisation axis d⃗ can cause σ+ and σ− transitions, changing the angular

momentum component ∆mF by +1 and −1 respectively.

π0 transitions Linearly polarised light with a polarisation vector component parallel to the

quantisation axis and wavevector perpendicular can drive a π0 transition, with ∆mF = 0.

π+ & π− transitions Linearly polarised light with polarisation perpendicular to the quanti-

sation axis can be decomposed into an equal superposition of σ+ & σ− polarisation. These

are defined as π+ ≡ (σ++σ−)/
√

2 and π− ≡ (σ+−σ−)/
√

2. These both drive transitions

with ∆mF =±1.

Figure 2.10 shows the two different Raman beams configurations used for atom interfer-

ometry, as permitted by the above selection rules. Having both beams co-propagating and

with the same circular polarisation leads to moving atoms experiencing equal Doppler shifts

with respect to the beams and so stay on resonance. Changing to a counter-propagating,

linearly orthogonal setup makes the resonance velocity sensitive as the Doppler shifts do not

cancel.

The co-propagating configuration is useful for early calibration of the experiment. This

is due to the velocity-insensitive nature of these transitions, allowing them to address all

atom velocity classes and therefore offering increased fringe visibility relative to the counter-

propagating configuration. After calibration, the setup is then often switched to the counter-

propagating configuration in order to become Doppler and hence gravity sensitive. The work

in this thesis is primarily concerned with the co-propagating Raman beam setup.
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Fig. 2.10 a) Co-propagating, velocity-insensitive Raman beam configuration. b) Counter-
propagating, velocity-sensitive Raman beams, with linear, orthogonal polarisation.

2.5 Interference

2.5.1 Ramsey Fringes

When the wavefunction of an atom is split into two paths and then brought back together, any

difference in phase between the paths can be observed as an interference effect. This requires

a multi-pulse sequence to achieve. A Ramsey pulse sequence, as discussed in chapter one, is

the predominantly used interference pulse sequence for atomic clocks. It consists of a pair of

π/2 pulses separated by an interval time T . The difference between this configuration and a

π pulse is that there may be a phase offset between the pulses due to the interval. To see this,

a two-pulse system with T = 0 and a non-zero phase offset is investigated. The excited state

amplitude after the first pulse is simply equation 2.23b. Assuming the pulse is on resonance

so Ω = ΩD and has a duration of τ = π/2Ω, equations 2.23 reduce to

cg(τ) =
1√
2
. (2.53a)
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ce(τ) =
−i√

2
. (2.53b)

This pulse is immediately followed by a second pulse with phase offset φ . This transforms

the Hamiltonian to

HI(t) = e⃗r · E⃗0cos(ω0t +φ). (2.54)

Rederiving the excited state amplitude with the new Hamiltonian 2.54 leads to

i
dce

dt
= Ω

∗cos(ωt +φ)eiω0tcg (2.55)

which may be rewritten as

i
dce

dt
=

Ω∗

2
e−iφ

(
1+ e2i(ω0+φ)

)
cg ≈

Ω∗

2
e−iφ cg, (2.56)

using the Euler equation and neglecting rapidly oscillating terms. Repeating this process

for the ground state population via equation 2.17a and combining the two results in the

second-order differential equation

d2ce

dt2 +

(
|Ω|
2

)2

ce = 0. (2.57)

The solution of this equation takes the form

ce(t0 + τ) = γ1sin
(

Ωτ

2

)
+ γ2cos

(
Ωτ

2

)
, (2.58)

where γ1 and γ2 are constants of integration. Differentiating equation 2.58 and equating to

equation 2.55 results in
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γ1 =
−ie−iφ
√

2
, (2.59)

for τ = 0. Equivalently, γ2 can be found by inserting the condition τ = 0 directly into 2.58

and equating with 2.53b to give

γ2 =
−i√

2
. (2.60)

Finally, inserting these constants into equation 2.58 with the condition Ωτ = π/2 gives the

equation

ce(2τ) =− i
2

(
e−iφ +1

)
. (2.61)

For φ = 0, this has the same effect as twice the amplitude for one π/2 pulse, in other words

a π pulse. The probability to be in the excited state is therefore

Pe = |ce(2τ)|2 = 1+ cosφ

2
. (2.62)

Thus equation 2.62 shows that varying the phase between the pulses results in a sinusoidal

state oscillation, demonstrating interference fringes. By the same reasoning, making the

interval time T non-zero can also cause a phase offset between the pulses, once again giving

interference.

To derive an equation for a non zero pulse interval, equation 2.17 is solved for the initial

conditions cg(0) = 1 and ce(0) = 0. Integration of 2.17 gives the amplitude [47]

ce(t) =
Ω∗

2

{
1− exp[i(ω0 +ω)t]

ω0 +ω
+

1− exp[i(ω0 −ω)t]
ω0 −ω

}
. (2.63)
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Once again the rotating-wave approximation is made, assuming that the radiation is close to

resonance ω and that the term with ω0 +ω in the denominator can be neglected.

Equation 2.63 is for a single pulse of time t. For a Ramsey sequence, each atom can be

excited from |g⟩ to |e⟩ by either the first or second pulse, so the amplitudes must be added

for a pulse at time τp and τp +T ,

ce(t) =
Ω∗

2

{
1− exp[i(ω0 −ω)τp]

ω0 −ω
+ exp[i(ω0 −ω)T ]

1− exp[i(ω0 −ω)τp]

ω0 −ω

}
, (2.64)

where τp is the pulse duration. Squaring the above function results in the equation

Pe = |ce(t)|2 =
∣∣Ωτp

∣∣2[sin(δτp/2)
δτp/2

]2

cos2
(

δT
2

)
, (2.65)

where δ ≡ ω0 −ω . Equation 2.65 describes the functional form of the Ramsey interference

fringes observed when the frequency difference δ is scanned across resonance, as shown in

figure 2.11. The cosine term acts to add fringes to the sinc squared function, with a frequency

proportional to the interval time T . This means that extending the interval time creates

narrower and narrower fringes, allowing a much more precise measurement of the central

frequency ω0 than a simple measurement of the centre of the resonance peak would permit.

This extended precision is the main reason the separated oscillating fields technique is used

for atomic clocks.

2.5.2 Atom Interferometry Sequence

The Ramsey sequence creates interference between the the internal states of the atoms but,

due to the imparted momentum being typically small, does not create interference between

external states. For this, a pulse sequence is required which will separate the wavefunction
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Fig. 2.11 Ramsey fringes calculation plot using equation 2.65, showing the superposition of
fringes over the ordinary resonance function. The π/2 pulse duration is taken to be around
0.2 s. The state population maximum is scaled to unity.

into two spatial paths and then recombine them. This modification to the Ramsey sequence

creates a Mach-Zehnder type interferometer.

The simplest way this can be achieved is by inserting a π pulse symmetrically between the

π/2 pulses of the Ramsey sequence. Given that the individual photon momenta are large

enough to separate the wavepackets over the time T , this sequence will create a coherent

superposition along two paths which will be spatially overlap again at time 2T . This pulse

sequence of π/2−π −π/2 creates an interferometer which is closely analogous to a Mach-

Zehnder light interferometer, as shown in figure 2.12.

The total phase difference accumulated between the two paths, assuming they are overlapped

at time t = 0, takes the form [32]

∆φtotal = ∆φlight +∆φpath, (2.66)
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Fig. 2.12 Diagram of the Mach-Zehnder type interferometry sequence with pulse interval T,
showing the trajectories of the two paths. The sensitivity of the measurement is proportional
to the integrated spacetime area between the paths [66].

where ∆φlight is the phase accumulated via interaction with the interferometry pulses, and

∆φpath is the phase accumulated along each path. For atoms falling in a gravitational field

which is either absent or spatially uniform, the term ∆φpath vanishes due to the fact that each

of the states spend equal time travelling each path.

The phase offset from the light pulses is given by the equation

∆φlight = ∑
PathII

φ
II
j − ∑

PathI
φ

I
i , (2.67)

where i and j run over the pulse numbers {1,2,3}. The phase factor which is collected at

each laser interaction point is summarised in table 3.1.
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Internal state Momentum state Phase factor φi
g → e p → p + h̄keff φ AC

avg +(keffzi −ωeffti −φeff)+π/2
e → g p + h̄keff → p φ AC

avg − (keffzi −ωeffti −φeff)+π/2
g → g p → p (φ AC

avg − 1
2φ AC

diff)

e → e p + h̄keff → p + h̄ke f f (φ AC
avg +

1
2φ AC

diff)

Table 2.1 Summary of phase shifts caused by Raman transitions. keff, ωeff and φeff are the
effective wavevector, angular frequency and phase offset respectively.

To calculate the state population after the Mach-Zehnder sequence is complete, equation

2.49b can be utilised to calculate the amplitude of the excited state |e⟩ after the first π/2

pulse

ce,p+h̄keff(t1 + τ/2) =−ie−iδτ/4e−iφA(t1)Ωeff

ΩR
sin
(

ΩRt
2

)
, (2.68)

where it has been assumed that the AC Stark effect has been cancelled via careful selection

of the relative Raman beam intensities and that initial conditions were cg,p(t1) = 1 and

ce,p+h̄keff(t1) = 0. The term e−iφA(t1) is the optical phase at position A and time t1.

Inserting the identity τ/2 = π/2ΩR to ensure the pulse duration is correct for a π/2 pulse,

and assuming the pulse is short, intense and on-resonance, equation 2.68 reduces to

cg,p+h̄keff(t1 + τ/2)≈ 1√
2
, (2.69a)

ce,p+h̄keff(t1 + τ/2)≈− i√
2

e−iφA(t1). (2.69b)

for atoms which were initially in the ground state. This equation shows that, given the above

assumptions, the amplitude to be in the excited state depends upon the optical phase, with
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each interaction accumulating a phase dependent on spacetime position. Again utilising 2.68,

the π pulse amplitudes are

cg,p+h̄keff(t1 + τ)≈ 1, (2.70a)

ce,p+h̄keff(t1 + τ)≈−ie−iφA(t1). (2.70b)

Multiplying amplitudes in the conventional way and summing over paths results in

ce,p+h̄keff(2T +2τ) = cI
e,p+h̄keff

(t3 + τ/2)+ cII
e,p+h̄keff

(t3 + τ/2)

=− i
2

e−iφB′(t2)
(

1− e−i[φA(t1)−φB(t2)−φB′(t2)+φC(t3)]
)

=− i
2

e−iφB′(t2)
(

1− e−i∆φtotal

)
.

(2.71)

2.5.3 Gravimetry

Assuming a uniform gravitational field, the Lagrangian is given by

L =
1
2

mż2 −mgz (2.72)

and ∆φpath = 0. In the absence of a gravitational field, ∆φlight would also be zero, but gravity

breaks the symmetry of the states and a phase is accumulated which is proportional to g. To

see this, the phase accumulated along each path is calculated and the difference taken as in

2.67. The offset accumulated for path I is

∆φPathI = [|g⟩ → |g⟩]t=0 +[|g⟩ → |e⟩]t=T +[|e⟩ → |g⟩]t=2T . (2.73)
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Utilising table 3.1, this term becomes

∆φPathI = [φ AC
avg +(keffzi(T )−ωeffTi −φeff)+π/2]+

[φ AC
avg − (keffzi(2T )−ωeff2Ti −φeff)+π/2]+

[φ AC
avg −

1
2

φ
AC
diff]

(2.74)

Similarly for path II, the phase offset is

∆φPathII = [|g⟩ → |e⟩]t=0 +[|e⟩ → |g⟩]t=T +[|g⟩ → |g⟩]t=2T (2.75)

∆φPathII = [φ AC
avg +(keffzi(0)−φeff)+π/2]+

[φ AC
avg − (keffzi(T )−ωeffTi −φeff)+π/2]+

[φ AC
avg −

1
2

φ
AC
diff]

(2.76)

Inserting equations 2.74 and 2.76 into 2.67 and utilising the fact that z(t) = 1
2gt2 for an atom

initially at rest results in the total phase shift

∆φtotal = keffgT 2. (2.77)

Inserting this equation into 2.71 and squaring gives the excited state population

Pg→e =
1
2
(
1− cos(∆φtotal)

)
=

1
2
(
1− cos(keffgT 2)

)
.

(2.78)
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The above equation shows that as the wavepackets travel along different spacetime paths,

they pick up different phases dependent on local gravity g. Varying an additional phase

offset between the beams will cause the state population to oscillate, resulting in interference

fringes. In the counter-propagating configuration, Doppler sensitivity will mean that the

fringe amplitude will decrease if the beams frequency is not linearly increased, or chirped, to

match the Doppler shift. By finding the chirp rate which maximises the fringe amplitude, the

gravitational field strength can be measured.



Chapter 3

Experimental Overview

A typical atom interferometer consists of three parts. The first is an initial stage where the

atoms are cooled and their internal states are prepared. This is followed by a period of coher-

ent state manipulation as the atoms propagate through space, leading to state interference.

Finally, a state detection stage is implemented to determine the phase difference accumulated

between the paths. This chapter presents how each of these three stages is achieved.

3.1 Vacuum Chamber

A vacuum chamber is required for an atom interferometer to preserve the fidelity of the

atomic internal states. Collisions with air molecules or other atoms of thermal rubidium can

cause decoherence and prevent observation of quantum effects. Most atom interferometry

experiments achieve a pressure of 10−10 mbar with a minimum pressure of 10−7 mbar

required to form a magneto-optical trap [67].

Figure 3.1 shows the vacuum configuration for this experiment. It consists of a spherical

octagon chamber and a six-way cross, connected via a 40 cm long interferometry tube.

The spherical octagon, in which the atoms are initially trapped and cooled, consists of two

11.43 cm and eight 3.38 cm diameter ConFlat flanges, with a chamber inner diameter of



44 Experimental Overview

8.13 cm [68]. Four of the eight smaller ports are used for MOT beams, one for the rubidium

source, one for the Raman beam entrance port and one for atom cloud monitoring. The

eighth is used to connect the spherical octagon to the interferometry tube. The intention is

that the atoms will eventually be dropped down to the lower chamber and state detection

performed there, allowing interrogation times of around a quarter of a second. The coils to

create the magnetic field are wound around the octagon, to create a magnetic field parallel to

the axis of symmetry which runs through the large windows.

Fig. 3.1 Diagram of the current atom interferometry vacuum chamber, showing both the
upper chamber for magneto-optical trapping and state preparation and the lower chamber for
state detection.

A pressure of 10−9 mbar was achieved by first using a roughing pump to go from atmospheric

pressure down to 10−2 mbar, followed by a turbo pump to reach 10−7 mbar. The vacuum
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chamber was then baked out and finally an ion pump used to lower the pressure to 10−9 mbar.

The ion pump and the vacuum chamber are deliberately spatially separated to minimise the

effect of the strong magnetic field created by the ion pump on the interferometer.

The rubidium source in this case is an alkali metal dispenser [69]. This consists of a ‘boat’

of rubidium chromate and a getter material. By passing a current of 3− 5 amps through

the boat, thermal rubidium, as well as other contaminant materials, is released. The getter

material acts to absorb the contaminants and results in a purer output. This method provides

a warm source of natural rubidium, with a 72:28 ratio of 85Rb : 87Rb.

3.2 Laser Control

To achieve magneto-optical trapping and cooling, precise control of laser frequency, power

and polarisation is required. The lasers and optics for this experiment are split over two tables

connected by fibres: the first on which the lasers are frequency locked and power amplified;

the second on which switching, power balancing and magneto-optical trapping occur. This

overall design is shown in figure 3.2.

3.2.1 Frequency Locking

To create the laser beams with the required two frequencies for a 85Rb magneto-optical trap,

two Littrow-configuration Moglabs external cavity diode lasers (ECDLs) are used (see figure

3.3) [71]. ECDLs are semiconductor diode-based lasers with an external cavity used for

frequency selection. In Littrow-configuration, the cavity is formed between the rear facet of

the diode and a diffraction grating, with typical length of a few centimetres. The first-order

diffraction mode of the grating is aligned to retro-reflect back into the diode and ‘seed’ light

at a frequency which depends on the grating angle (figure 3.4). This causes the naturally

broad linewidth of the diode to narrow [72]. The zeroth-order mode is then used as the laser

output.
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Fig. 3.2 Overview of both independent optical circuit system, the locking circuits and
magneto-optical trapping and Raman circuits. This separation is required so that work can
be performed on the second optical table without causing the lasers to become unlocked due
to vibrations. Optical schematics throughout created via [70].

By varying the angle of the grating (‘Littrow angle’), as well as the diode current, the laser

output frequency can be tuned [73]. For the ECD004, the Littrow angle is varied via a

Piezoelectric actuator. These ECDLs have a full width at half maximum linewidth of around

200 kHz, ideal for locking to a rubidium transition of width ∼ 6 MHz.

Diode lasers naturally drift in frequency over time and with variations in temperature, are sus-

ceptible to jumping between cavity resonance modes (mode-hopping) etc. Frequency locking

requires both the laser frequency to be measured, typically by absorption spectroscopy, and a

feed-back loop to adjust the current and grating angle to correct changes in the laser frequency.
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Fig. 3.3 ECDL Littrow configuration: By alignment of diffraction grating, an external cavity
can be created and the lasing frequency controlled.

For the ECD004, locking feedback is controlled via a Moglabs diode laser controller [74].

Straightforward absorption spectroscopy involves a laser beam passing through a vapour cell

and then being incident on a photodiode. When the laser frequency is on resonance with an

atomic transition, the laser light will be scattered and the power that reaches the photodiode

will decrease. Measuring the total power that passes through the cell as the laser frequency is

varied therefore allows the atomic transition to be characterised.

This method is however limited by the Doppler broadening of the spectral lines. Doppler

broadening is caused by the atoms in the room temperature vapour cell having a spread of

velocities along the direction of propagation of the laser. This causes non-resonant laser

light to be Doppler shifted towards resonance, resulting in a frequency broadening of the

measured transition. This broadening completely dominates the natural linewidth of the

hyperfine transitions for rubidium, causing the spectral profile to be widened by a factor of

103 to ∼ 1 GHz, see figure 3.5 [47][75].

Saturated spectroscopy is an improvement on simple absorption spectroscopy, allowing the

laser frequency to be locked to the rubidium hyperfine structure and hence providing the MHz

frequency precision required for magneto-optical trapping. To perform frequency locking via

saturated spectroscopy, a few mW of light is diverted from the ECDL laser via a polarising

beam splitter (PBS), as shown in figure 3.6. This light is retro-reflected through a rubidium

vapour cell, around which a solenoid is wound. The initial and retro-reflected beams are

referred to as the pump and probe beams respectively. The beam profile is enlarged via
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Fig. 3.4 ECDL lasing plot. The ECDL was aligned to be retro-reflective and the output power
measured. At the lasing current, the back-reflected light begins to seed the internal laser
cavity, causing the ‘hockey stick’ shape and the drastic increase in power, here at around
25 mA. This effect is useful diagnostically to check external cavity alignment.

a beam expander (not shown) to address as large a number of atoms in the vapour cell as

possible.

As the laser frequency is scanned across resonance the beam frequency may be above or

below the central resonance frequency. If the frequency is higher than the central frequency,

it is effectively blue-detuned from resonance. This means that those atoms which travel away

from the pump beam will have a compensating red-detuning, and so will be on resonance and

relatively likely to absorb a photon. These atoms are not, however, likely to be scattered via

the probe beam, due to being blue-detuned with respect to this beam and hence pushed even

further away from resonance. The probe beam will still be scattered by the vapour, but by a

different velocity class of atoms than scatters the pump beam. Similarly, when the frequency

of the laser light is lower than the resonance frequency, it is effectively red-detuned and the

pump beam will more strongly interact with those atoms moving towards this beam. By the

same logic, the probe beam will again be pushed away from resonance with respect to the

atoms in this velocity class and so little scattering will occur via these atoms.
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Fig. 3.5 Simple absorption spectroscopy plot for both species of rubidium, as the laser
frequency is swept across the resonances. Each of the peaks is Doppler broadened, resulting
in a width of the order GHz.

The exception to this is when the laser light is on resonance; in this case, both beams will only

interact with those atoms moving perpendicularly to the beam and will both be on resonance

with the same velocity class of atoms. Because both beams are now on resonance with the

same atoms, the pump beam excites the atoms to saturation leaving a reduced number of

atoms in the ground state for the probe beam to excite. The scattering probability for the

probe beam will therefore be greatly reduced. This causes an increase in the probe beam

output intensity at the central frequency ω0, resulting in the narrow resonance peaks, known

as Lamb dips, observed in figure 3.7.

These reduced width peaks are used to frequency lock the two laser frequencies needed

to create a MOT. This is done by converting the peak voltage signals measured by the

photodiode into an error signal. The laser diode controller, by dithering the current through

the coil surrounding the rubidium cell, shifts the rubidium energy levels via the Zeeman

effect. Applying a frequency dither on the laser diode with a phase shift creates an error
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Fig. 3.6 All frequency generation is done via the repumper and cooling ECDLs shown above.
The repumper light is coupled to the main table via an optical fibre, with an efficiency of
around 50 %. The cooling light is used as seed light for a tapered amplifier. Only around
20 mW is required for this, so the rest of the light is used as spare light for other experiments.

signal which can be adjusted to lock the frequency to the side of the transition. For more

information, see [74] [76].

For atoms of 85Rb, one laser, the ‘cooling’ laser, is locked to the side of the 52S1/2, F =

3 → 52P3/2, F ′ = 4 transition, which gives a red-detuning of around 10 MHz as required

to perform Doppler cooling. The other laser, known as the ‘repumper’, is locked to the

52S1/2, F = 2 → 52P3/2, F ′ = 3 transition, depopulating the F = 2 state and preventing the

cooling cycle from ending.
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Fig. 3.7 Saturated spectroscopy signal for laser locking. The narrow spikes are the ‘Lamb
dips’ caused by saturation spectroscopy. The green line shows the error signal which is
generated from the photodiode signal and is used to provide a locking slope at the peak
positions. The cooling laser is locked to one of the F = 3 transitions, the repumper to one of
the F = 2 transitions.

3.2.2 Power Amplification

Both the cooling and repumper Moglabs ECDLs produce around 70 mW of laser power. For

the cooling beam this is not sufficient power to create a large trapped atom cloud, due to the

combined losses from approximately 20 optical components. To compensate for these losses,

optical amplification of the cooling beam is required. For this, a Thorlabs tapered amplifier

(TA) was used. Around 8 mW of locked cooling light is coupled into a fibre which is then

used to ‘seed’ the TA, giving up to 2 W of output power at the same frequency as the input

light.

Unfortunately, due to the structure of the TA, the output mode is both elliptical and divergent,

with different divergences in the horizontal and vertical directions. Even with the built-in

optics of the TA, this makes the output mode very difficult to efficiently couple into a fibre.

Extra optics are therefore required to correct for this astigmatism (see figure 3.8). After
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Fig. 3.8 Around 10 mW of locked light from the cooling laser is used to seed the tapered
amplifier. The output light is then beam shaped via a concave mirror and a 1D beam expander
to correct for ellipticity, followed by a 2D beam expander for collimation and coupling
efficiency. Both a half waveplate and a quarter waveplate are used to create linearly polarised
light which is aligned to the fast axis of the fibre.

leaving the output facet, the light is incident upon a concave mirror which is angled to

stop back-reflections into the TA. The concave mirror collimates the beam in the horizontal

direction and reduces the divergence of the beam in the vertical direction. After passing

through an optical isolator which blocks back-reflections from the experiment, a pair of 1-D

lenses are used to collimate the beam in the vertical direction at the point where the diameter

of the beam in the y-direction has expanded to match the diameter in the horizontal direction.

This near-circular and collimated beam is then expanded to match the aperture of the fibre

collimator by two spherical lenses. The mode shapes before and after this procedure are

shown in figure 3.9. This mode correction allowed a maximum coupling efficiency of around

40% to be achieved.
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Fig. 3.9 As (a) shows, the output of the tapered amplifier is highly elliptical with several
different modes, causing a critical reduction in fibre coupling. (b) was taken after various
beam shaping measures were implemented, creating a much more Gaussian beam with a
single mode. This allowed a coupling efficiency of around 40%.

3.3 Sequence Timing

This section deals with the intensity control of the cooling and repumper lasers, as well as

frequency-shifting of the cooling laser, via acousto-optic modulators (AOMs). This capability

is needed both for beam switching and for the polarisation gradient cooling stage.

3.3.1 Cooling Laser Control

The cooling laser is transported to the interferometry table via a polarisation-maintaining (PM)

fibre and double passed through a pair of 80 MHz AOMs. AOMs are optical components

which use RF frequencies to diffract light as it travels through a crystal. By varying the

frequency and power of the RF signal, these AOMs are used to control the frequency and

intensity of the cooling beam, as shown in the optical schematic figure 3.10 [77]. The beam

first passes through a 500 mm focal length lens to create a beam waist at the centre of AOM0.

Before reaching this AOM, it passes through a half waveplate PBS combination set to deflect
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all of the power towards the AOM. The diffraction efficiency is then maximised via rotation

of the AOM to the Bragg angle [78]. This downshifts the frequency of the beam by −80 MHz

with a bandwidth of 20 MHz. A pick-off mirror is placed at the zeroth-order diffraction mode

to send light to the Raman system (see section 3.9).

Fig. 3.10 Around 300 mW of cooling light is transported to the main table via fibre. The cool-
ing laser is then double-passed through two AOMs to control both intensity and frequency.

The first-order mode passes through an f = 300 mm lens to collimate the light and is

then double-passed through a quarter waveplate via a retro-reflection mirror to change the

polarisation from vertical to horizontal. The retro-reflection mirror is aligned so that the

beam returns along the same path, again forming a beam waist at the centre of the AOM,

with the diffraction adding another −80 MHz frequency shift. The horizontally polarised

light is then transmitted through PBS0 and recollimated via another 300 mm focal length

lens. Another QWP/ PBS combination reorients the polarisation back to vertical, allowing

the light to travel from PBS0 to PBS1.

A similar procedure happens at AOM1, with a pick-off mirror this time placed on the zeroth-

order mode to send light to the state selection system (currently not in use). The light
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that is double passed through AOM1 is this time upshifted by 80 MHz, putting the laser

back on resonance before it enters the chamber, provided both AOMs are driven by the

same frequency RF. By switching the RF frequencies and intensities sent to the AOMs, the

frequency of the cooling beam may be shifted by ± 80 and the optical intensity can also be

controlled. For more discussion of this system and its efficiency, see section 4.3.

3.3.2 Repumper Laser Control

Figure 3.11 shows the control system for the repumper laser. The intensity of the repumper

laser needs to be controlled while the frequency is kept constant. In this case, the frequency

shift generated by passing through the AOM must be cancelled. This was done by double

passing the beam through the AOM so that the beam is first upshifted and then downshifted

by the same amount.

A half waveplate (not shown) maximises the power passing through PBS3 and AOM2. A

300 mm lens focuses the beam down to the centre of the AOM, with the first-order diffraction

modes being picked off and directed towards PBS4. Ideally, all of the light in the zeroth

mode would travel through PBS4 and dissipate on a beam dump (for more on this see section

4.3.3). The first-order mode is transmitted through PBS4, collimated and retro-reflected with

perpendicular polarisation, then travels back along the m = 0 path. This causes the AOM to

both upshift and downshift the light by 80 MHz during the first and second passes resulting

in an on-resonance repumper beam, the intensity of which can be manipulated by changing

the driving power of AOM2.

3.3.3 Shutters

Electronic shutters were installed on all three different frequency laser paths. These shutters

have a plastic blocking element and consequently were placed at positions of low beam

power density (large beam profile) to prevent damage. The various shutter timings are also
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Fig. 3.11 The repumper laser is controlled via AOM2. The above design is chosen to keep
the repumper on resonance, acting only as an intensity switch.

controlled by TTL pulses via FPGAs. There is an approximately 2.5 ms delay between the

shutter receiving a TTL pulse and the opening/closing action being completed.

To account for this delay, a photodiode was placed at the spare port of the beam overlapping

PBS (see figure 3.16) to act as a beam intensity monitoring system. Using this method for

diagnostics, the shutter timings can be adjusted to ensure they are not closing too early and

disrupting the state preparation stage, nor are they still closed during the state detection phase.

The beam monitoring system is also useful for scan diagnostics as any significant drop in

either cooling or repumper power, usually due to fibre coupling between the tables drifting,

is clearly visible on the oscilloscope trace.
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3.4 Magnetic Coils

3.4.1 Bias Magnetic Coils

Due to the Earth’s magnetic field and those fields created by various electrical devices in the

lab, the magnetic field inside the chamber is inevitably non-zero. These residual fields can

have a large effect on the molasses temperature, as well as non-vertical field components

changing the Raman transition amplitudes. Cancellation of the ambient magnetic field is

achieved by a set of three, large, Helmholtz-configuration coils, placed orthogonally around

the experiment. By varying the current in the coils, the magnetic field can be altered and

magnetic spectroscopy performed.

3.4.2 MOT Coils

A pair of coils in an anti-Helmholtz configuration is wrapped around the spherical octagon

chamber to provide the magnetic field (see figure 3.12). The coils are 8 cm in radius and are

separated by 8 cm, providing a magnetic field gradient of 0.74 G/cm·A, with a magnetic field

minimum in the geometric centre of the chamber to within 1 mm. They are connected in

series to maintain consistency of current between coils, ensuring that the atom cloud position

remains stable. The coils are operated in the range of 5− 12 A. The resistive heating is

compensated by water cooling the coils. The magnetic field gradient was chosen to minimise

atom cloud temperature, with an optimal current value of 6.9 A.

3.5 FPGA Control

The AOM driving signals, magnetic coil currents and shutters are controlled by a ZedBoard

System on Chip (SoC) which runs a Linux-based operating system [79]. This allows 10

nanosecond timing precision of the sequence. The ZedBoard controls the power supply for
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Fig. 3.12 The field lines created by anti-Helmholtz MOT coils are shown on the left, creating
an in-going magnetic field along the axial direction between the coils and an out-going field
in the plane orthogonal to the axial direction. The plot on the right shows that magnetic
field was measured to be linear when moving along the axial direction, with deviations from
linearity at distances of around 25 mm from the centre. The red and blue lines indicate
measurements for equal but opposite coil currents [75].

the MOT magnetic coils, switching the magnetic field on and off during the interferometry

sequence. The shutter sequence timings are also controlled directly from the ZedBoard.

A Novatech 409B digital signal generator is used to produce the oscillating RF signals

required to power the AOMs [80]. This generator is controlled via a Xilinx Spartan FPGA

which is in turn controlled by the ZedBoard.

3.6 MOT Beam Delivery

3.6.1 MOT Beams

The MOT beam setup evolved over several stages, from a retro-reflective configuration to

six independent, free-space beams, and finally to fibre-launched beams. During the second

upgrade stage, the beam diameters were increased from 3.4 mm to 12.0 mm, as displayed

in figure 3.14. For a cooling power of 6.7 mW, this gives an individual beam intensity of



3.6 MOT Beam Delivery 59

Fig. 3.13 Photographs of atom cloud and MOT beam fluorescence. Filling the upper chamber
with rubidium vapour allows the beams to be observed and is useful for beam alignment.

11.85 mW/cm2. There were several motivations for this important upgrade. Firstly, upgrading

from free-space to fibre-launched beams made the process of beam alignment much simpler

and power balancing possible due to identical Gaussian profiles of the counter propagating

beams. Secondly, the increase in beam diameter allowed the capture of many more atoms in

the atom cloud, from around 5×106 to 2×108. Finally, larger beams are much less sensitive

to alignment error.

The six MOT beams are transported to the spherical octagon MOT ports via polarisation-

maintaining fibres. The six independent beam outputs need to be flexible to aid alignment

and beam overlap, and are designed as follows (see figure 3.15). The PM fibre is attached

to a 3 mm output coupler, fixed to a kinematic mount. The beam passes first through a

quarter waveplate, mounted in a rotation mount, which converts the linearly polarised light

to circular light. The beam then passes through a pair of lenses to expand the beam from

3 mm to 12 mm diameter. This telescope is mounted in a screw-in optics tube for removal

during power balancing. The kinematic mount gives an angular range of ±4◦, and the mount

is fixed to a pair of orthogonal translation stages. This allows the beams to be both translated

in two dimensions and tilted with respect to the chamber.
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Fig. 3.14 Photograph a) shows the beams and atom cloud before the fibre launch upgrade and
b) after the upgrade. The beams are clearly larger and a bigger atom cloud is now visible,
especially relative to the larger and therefore more dispersed MOT beams.

To achieve the correct polarisations for the MOT beams, the six independent beam configura-

tion is temporarily reverted to a retro-reflective setup. This is done by installing lens tubes

with quarter waveplates and mirrors inside on one of the beams along each axis. This ensures

that the input and reflected beams share the same ellipticity, so that once a visible MOT is

produced, optimising the brightness of the MOT by rotating each QWP sets the polarisation

of the beams to be circular, reducing the number of degrees of freedom from six to three.

Once the brightest MOT is achieved, the retro-reflective components are removed and the

same procedure is repeated for the other three beams. This way, using retro-reflected beams

allows the polarisations of the pairs of beams to be set independently.

3.6.2 Power Balancing

To create a magneto-optical trap, both cooling and repumper frequency light are delivered to

the vacuum chamber as orthogonal pairs of beams. The two beams must be overlapped, split

into six and power balanced so that the radiation pressure on the atoms from opposing beams

is equal, creating a stable atom cloud. To achieve this, a power balancing optical system is

required (see figure 3.16). The beams are overlapped on a PBS, half waveplates ensuring

maximum transmission. Overlapping in this way causes the cooling and repumper beams to
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Fig. 3.15 Upgraded MOT beam delivery design. Translation stages to move the beams with
respect to the chamber windows are not shown.

have orthogonal linear polarisations. Some power is always ‘lost’ due to the transmission

and reflection inefficiencies of a PBS, so a photodiode for power monitoring is placed here to

make use of this. The beams, which are perpendicularly polarised from the PBS onward, are

split by a series of half waveplates and PBSs into six arms. These are then coupled into six

fibre couplers, with a half waveplate before each to match the polarisations of both cooling

and repumper beams to the fast (or slow) axis of the fibre.

By placing cage-mounted power meters in front of the fibre outputs, varying the half wave-

plate angles can be used to pairwise match the beam powers. For power balancing, only

the cooling beam powers are matched. By balancing the powers for each pair and then

balancing between pairs, all six cooling beam powers can be made equal. The current setup

has a cooling beam power of around 6 mW per beam. Balancing this way, the repumper
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Fig. 3.16 The cooling and repumper beams are overlapped and the half waveplates adjusted
to balance the cooling powers. The cooling light is required to travel a long way (∼ 6 m)
before entering the final fibre collimator, so is recollimated after it passes through AOM1.

powers of each beam will not all be equal, but they will be pairwise equal. This stems from

the orthogonality of polarisation between cooling and repumper mentioned earlier. The

power ratio between repumper beams is 6 : 2 : 1, with a maximum power of 180 µW per

beam.

3.7 MOT and Molasses Diagnostics

By varying the MOT beam alignment, the atom cloud can be made both larger and colder.

It is important therefore to be able to measure the beam alignment and variables such as

atom number and cloud temperature. This section discusses the methods by which these

observables are measured.
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3.7.1 Cameras

To perform atom cloud diagnostics, both the MOT and beams may be imaged using cam-

eras, focused at the intersection of the beams where the MOT forms. A pair of Thorlabs

DCC1545M CMOS cameras, as well as a single Thorlabs DCU223M CCD camera, are

mounted around the upper vacuum chamber to image the MOT beams. They are positioned

to cover all three independent planes of the MOT beams, with one camera utilising one of the

eight 3.38 cm ports, and the other two viewing via one of the large chamber windows.

3.7.2 Beam Alignment Procedure

To create a stable and spherical atom cloud, the optical and magnetic forces on the cloud

need to be balanced. This requires both that the beam powers be balanced and that the beams

themselves are correctly aligned, with all three pairs being correctly overlapped and the three

propagation axes being orthogonal. By flooding the chamber with rubidium vapour, the

beams themselves become visible via the cameras. This is due to the increase in rubidium

density in the chamber, causing an increase in the fluorescence scattering.

Fig. 3.17 Example photograph a) and Gaussian fit b) to determine the beam alignment.

Coarse alignment is performed by placing laser-cut plastic inserts onto the vacuum chamber

ports. These consists of a broadly circular profile with a central hole of ∼ 1 mm, much
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smaller than the MOT beam diameters. These are designed to fix onto the chamber ports,

with two different designs for the two different window sizes. By placing a pair of inserts

onto opposing chamber ports, the translation stages and tip-tilt MOT beam mounts (see 3.6.1)

can be adjusted to maximise the power passing through the chamber of one of the beams.

The power is measured by mounting a power meter at the output insert. Given that the beams

are approximately Gaussian, the maximum power should correspond to the beam passing

through the geometrical centre of the chamber. Repeating this procedure for all six beams is

then a first approximation to alignment.

Fig. 3.18 The three lines show how the beam alignment procedure outlined matches with a
photograph of the MOT beams. The beam parameters are then adjusted to ensure a common
crossing point for all six beams.

To achieve a more accurate alignment method, the camera images can then be analysed and

the paths of the beams determined. This is done by fitting the beam profiles with Gaussians

and then fitting the Gaussian peaks with straight lines (see figure 3.18). The beam was

found to vary in position by less than one pixel, resulting in a beam position precision of

< 10 µm.
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3.7.3 Atom Number Measurement

Once the beam alignment is completed and the MOT beam polarisations are set correctly,

further improvements can be made to the MOT via atom number measurements. By varying

the magnetic field strengths and tweaking the beam alignment, the number of atoms in the

cloud can be increased and thus the signal improved.

Atom number measurements are performed via a camera and lens system imaging the atom

cloud. Once the atom cloud is imaged, an iris is used to cut out background light. The

camera can then be replaced with a power meter, which measures the radiated power scattered

from the atom cloud, allowing for a power calibration of the camera to be performed. The

background can be further reduced by subtracting the power measured with the MOT coils

off, giving a good indication of the amount of scattered light from the MOT. This power can

be related to the number of atoms captured via the equation

N =
P

RscattEγ

4πD2

A
, (3.1)

where N is the number of atoms in the cloud, P is the power measured, Rscatt is the scattering

rate from equation 2.1 and Eγ is the energy of a single scattered photon, equal to 1.589 eV.

The ratio A/4πD2 is the area of collected light, equal to the active area of the lens closest

to the MOT, divided by the total spherical surface area of the light with radius D, equal to

the distance from the focusing lens. Using this method the atom number was consistently

measured to be ∼ 100 million atoms.

3.7.4 Temperature Measurement

The observation of coherent effects requires as little interaction between each atom and

its surroundings as possible, which in turn leads to the necessity for very low atomic

temperatures. During the MOT stage, the atom cloud is constrained and its shape is dictated
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Fig. 3.19 Camera image of an atom cloud. The widths of the Gaussian atom distributions
are found by summing over the pixel counts in each row/column and fitting the resultant
histogram. From this fit, information about size as a function of time can be inferred.

by beam alignment, power balancing and other factors. When the magnetic field is switched

off during the molasses stage, however, the cloud expands uniformly as described by the

equation

σ
2(t) = σ0

2 +
kBT
m

t2, (3.2)

where σ0 is the initial cloud radius, T the atom temperature in Kelvin, m the atomic mass

of 85Rb and t the time after release in seconds. This equation assumes that the cloud has an

initial Gaussian distribution which remains Gaussian throughout. As this equation shows,

the atomic cloud expansion rate and temperature are related, so by taking a succession of

photographs for different expansion times, the temperature of the atoms after the PGC stage

is complete can be inferred. The sum of the pixel counts in each row are plotted for both x-

and y-dimensions, see figure 3.19. These are then fitted with Gaussian distributions and an

x- and a y-axis width determined. The photographs were taken with a CCD camera which
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was calibrated so that the size of the atom cloud could be reliably deduced from the image

size.

Fig. 3.20 Example of a temperature measurement, with the red and blue lines fitting the x-
and y- atom cloud positions respectively.

The procedure to measure the temperature is as follows. The MOT cloud is initially prepared

and the magnetic field is then switched off to allow the cloud to expand. After a delay of

time t, the cloud is fluoresced by a flash of on-resonant light, imaging the cloud. To reliably

and easily perform temperature measurements, a programme was written which would use

the videos taken during the expansion process, identify the last MOT frame which is used

to measure σ0 and the ‘flash’ frame which is used to measure σ(t). These two frames are

then fitted and the process repeated over a range of delay times. This will of course lead to as

many values of σ0 as time increments, so these are averaged. The averaged initial width and

the other widths as functions of time are then plotted in both x- and y-dimensions, and fit via

equation 3.2. The output results for a particular measurements are shown in figure 3.20. The

average temperature was found to depend on factors including magnetic field strength and
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the stepping/ramping procedure during the PGC stage, see figure 3.21. After exploring these

variables, the cloud temperature was minimised to 8 µK, and found reliably to be between 8

and 15 µK.

Fig. 3.21 Data showing the reduction of cloud temperature as the molasses duration is
increased, where molasses duration here refers to the duration of the PGC cooling effect,
where the anti-Helmholtz coils are switched off and the cooling beams are highly detuned.

3.8 Microwave Horn

The main focus of this thesis is the manipulation of atomic states via Raman transitions,

but coherent single photon manipulation was also achieved via the application of ω ≈ 2π×

3.04 GHz radiation. The generation of ω ≈ 2π× 3.04 GHz radiation is provided by a

microwave horn (Pasternack WR-284 PE9863/SF-10) [81] using the same RF source used

for the Raman system [82]. This generator is incapable of producing an RF signal at this

frequency, so a frequency doubler (Mini Circuits ZX90-2-19-S+) is used [83]. The signal

generator is capable of a maximum output power of around 18 dBm and the frequency
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Component Power Change (dB) Total Power (dBm)
Rohde & Schwarz SG - 15

Attenuator -5 10
Frequency Doubler -15 -5

Attenuator -3 -8
ZVE-3W-83+ amplifier +30 22
Miscellaneous Losses -7 15
HX2400 Amoplifier +12 27

Table 3.1 Summary table of RF increases and losses from each component, as well as the
total power. Miscellaneous losses most likely come from waveguide connector imperfections
and from the presence of a > 2 m long cable to the microwave horn.

doubler is limited to a maximum input power of 23 dBm due to the damage threshold1. The

generator is therefore first connected to the frequency doubler at a power of 15 dBm. At

frequencies of approximately 1.5 GHz, the conversion loss on the doubler was profiled as

shown in figure 3.22. Including the loss from the 5 dB attenuator to protect the Rohde &

Schwarz generator from back-reflections, this resulted in an output power of −5 dBm. This

was then amplified via a Mini Circuits ZVE-3W-83+ amplifier with a gain of 30 dB [84].

As shown in figure 3.23, this resulted in an output power of around 15 dBm. Including the

contributions from the attenuator losses, this results in a power loss of around 7 dBm, from

various return losses.

An RF power of 15 dBm is equivalent to 31.6 mW. Due to the divergence of the microwaves

and distance from the atom cloud (combined with very little evidence of state manipulation)

a second amplifier was introduced into the circuit. The Holzworth HX2400 RF amplifier

[85] has a gain of approximately 12 dBm, boosting the horn input power from 15 dBm to

27 dBm. This is an order of magnitude increase in power, from 31 mW to 500 mW.

The horn is situated at one of the large spherical octagon windows. Due to the frequency

requirements of the waveguide the horn itself is rather large, with a length of 25.4 cm and a

wave guide opening size of 11×8.79 cm. This means that the distance between the RF source

and the atom cloud can be no less than 28.9 cm. The horn is placed as close to one of the

1Decibel-milliwatts or dBm are logarithmic units often used when referring to radio-frequency signal
powers. 10 dBm is defined as equal to 10 mW.
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Fig. 3.22 Calibration plot for the microwave horn. The frequency doubler has a cut-off input
power of around 10 dBm, below which the power into the amplifier is lower than expected,
exhibiting non-linear behaviour. These measurements include a loss contribution from a 5
dB attenuator.

Fig. 3.23 The power going into the microwave horn increases linearly with the power into
the amplifier, with an offset of around 7 dBm from what is expected.

large chamber windows as possible, each of which has a diameter of 11.43 cm, comparable

to the horn opening size. Combining this with the fact that one of the MOT beams shares
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Fig. 3.24 Position of the microwave horn, situated beneath one of the horizontal MOT beams.

this vacuum port, the horn is necessarily situated away from the window and at an angle

of around 32.6◦ (see figure 3.24), further increasing the distance. Any reflections from the

window are also increased due to this angle, adding further to sources of lost power.

3.9 Raman System

The cooling beam is split into two frequency components to create the Raman frequencies

required [86][87], as shown in figure 3.25. This is performed by a system composed of a

1.5 GHz Brimrose GPF-1500-200-780 AOM [88], with an input RF frequency controlled by

a Rohde & Schwarz RF generator [82], see figure 3.27. This RF frequency is amplified from

18 dBm to the required 30 dBm via a Mini-Circuits ZHL-5W-2G+ amplifier [89].

When AOM0 is switched off, the cooling beam passes straight through and is sent to the

Raman system. The beam is double passed through the Brimrose AOM and the downshifted

and upshifted beams, labelled R1 and R2 respectively, are created by the first-order diffraction

modes of the AOM. After AOM0, there is around 200 mW of power travelling towards the
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Fig. 3.25 Energy level diagram for rubidium-85. The cooling and repumper frequencies are
shown, as well as the on-resonance detection beams, the further detuned molasses frequency
and the two Raman frequencies detuned by ≈ 1.5 GHz.

Brimrose. The damage threshold power density of the Brimrose is 100 W/mm2, with an

active area of 0.004 mm2. This gives a maximum input power in both passes of the AOM of

190 mW. The beam is therefore attenuated with ND filters before passing through an optical

system which focuses the beam down to a waist at the centre of the Brimrose.

The optical system on the approach to the Brimrose is used to create a beam waist matching

the Brimrose active area which can be translated to the centre of the AOM crystal. The

polarisation of the incident light must be set horizontal to maximise diffraction efficiency

as, in contrast to the Gooch & Housego AOMs used for the MOT beams, the diffraction

efficiency is highly polarisation dependant. This is achieved via a half waveplate placed after

the first collimation lens.

As the beam passes through AOM0, it is first collimated by an f = 40 mm lens. A pair of

lenses L1 and L2 (with focal lengths denoted FL1 and FL2) are then employed to create

a composite lens allowing the creation of an adjustable beam waist which depends on

the distance between the lenses. The position of a third lens L3 (with focal length FL3)

must be adjusted to collimate this beam, as the position of the beam waist as well as its
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size vary with the relative positions of L1 and L2. The collimated beam then travels to a

fourth lens (L4) placed at its focal length from the Brimrose AOM. The Brimrose position

is fine-tuned via a Thorlabs MBT616D/M three-axis translation stage and a Newport M-

UTR80 rotation stage. The beam waist size was iterated to maximise diffraction efficiency,

with a maximum efficiency size of 68.5 µm, just below the active aperture size of 75 µm

(see figure 3.26). The focal lengths used for this optical system were FL1 = 100 mm and

FL2 = FL3 = FL4 = 50 mm.

Fig. 3.26 Calibration of the cooling laser beam waist as it passes through the Brimrose. A
camera was placed on a translation stage to take photos of the beam waist as it is moved
along the direction of propagation. Doing this ensured that the beam waist is less than the
active area of the AOM crystal.

The Brimrose AOM is aligned to maximise the diffraction efficiency in both first and second

passes. The first pass alignment is performed by a pair of steering mirrors, which act to to set

the height and the angle of the beam, as well as a three-axis translation stage for the Brimrose.

Together these ensure that the beam passes horizontally through the active area of the crystal.

The second pass alignment utilises a Thorlabs CM254-100-E03 concave mirror, mounted in

a 5-axis motion control mount and fixed to a 2D translation stage. This mirror has a radius

of curvature of 10 cm and is therefore placed at this distance from the crystal output facet
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to create the second diffraction pass. Owing to its high operating frequency, the Brimrose

has a low diffraction efficiency compared to the Gooch & Housego AOMs, with a first pass

maximum diffraction efficiency of around 30%. Another 10% is lost due to reflection from

the coating of the crystal.

Fig. 3.27 Schematic of the cooling laser being split into the two Raman beam components
(R1 and R2). The beams are overlapped via a beam splitter and coupled into a 10 m fibre.
To match the Raman polarisations to the key of the fibre, the overlapping beam splitter is
necessarily non-polarising. The PBS acts as a polarisation purifying element. The four
composite lens elements are labelled from L1 to L4 moving downstream along the beam
path.

These phase-locked beams, separated by the approximately 3.04 GHz hyperfine frequency

difference, can therefore perform the Raman transitions required to coherently manipulate the

atomic states. The beams are passed through a heated rubidium cell to remove on-resonant

cooling light reflecting off the input facet of the AOM, overlapped on a 50 : 50 beam splitter

and coupled into a 10 m polarisation-maintaining fibre. Coupling to a fibre is used for spatial

mode filtering, with a 10 m long fibre chosen to diminish the amount of light which is carried

into the chamber via the cladding modes. The Raman beams are injected into the top window

of the vacuum chamber via a 13 mm Schäfter + Kirchhoff collimator [90]. This collimator is
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fixed into a kinematic mount which is itself attached to a vertical breadboard. The beam then

passes through a quarter waveplate to create the σ+ - σ+ or σ− - σ− polarisations required

for velocity-insensitive, co-propagating Raman transitions.

Using a Brimrose AOM to create the Raman beams allows the Raman system to be made using

a single input laser. The need for any active phase-locking between beams is also removed

by this method. The current Raman system has a two-photon detuning ∆ = 1.5 GHz, given

by equation 2.35. The ratio of the linewidth (see Appendix A) to the detuning is 4.04×10−3,

thus satisfying equation 2.36.

3.9.1 Raman Power Upgrade

The Raman beam coupling was upgraded to increase the power in the Raman beams with

the intention of increasing the Rabi oscillation frequency. This would therefore permit

state oscillations to be observed before sources of non-Raman contaminant light destroyed

coherence. The previous setup achieved a maximum total output Raman power of around

2.5 mW out of a possible 13 mW. To improve on this, both beam profiles were measured

using a Thorlabs beam profiler as they entered the collimation package, see figure 3.28 [91].

The downshifted beam R1 was measured to have a Gaussian horizontal diameter of 1.962 mm

and a vertical diameter of 1.423 mm. This gives a reasonably large mode ellipticity of 0.68.

The upshifted beam R2 was measured to have a horizontal diameter of 2.992 mm and vertical

diameter of 2.263 mm, with a similar ellipticity of 0.65 in the horizontal plane.

The collimation package was therefore changed from an F280APC-780 to an F240APC-780

with a 1/e2 beam diameter of 1.5 mm at one focal length. The total Raman beam powers

were consequently increased from around 2.5 mW to 6.7 mW of total Raman power, with

maximum R1 and R2 powers of 5 and 1.7 mW respectively.
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Fig. 3.28 Profiles of Raman beams R1 (left) and R2 (right) entering the Raman fibre collima-
tion package. Profile was measured via the Thorlabs BP208-IR/M scanning slit optical beam
profiler.

3.9.2 Raman Beam Alignment

The Schäfter + Kirchhoff collimator is aligned using two orthogonal translation stages in

combination with a tip-tilt mount. The beam is aligned to pass straight through the upper

and lower MOT ports, passing through the centre of the chamber where the magnetic field is

minimised. Alignment is initially performed via a camera placed at the bottom of the lower

vacuum chamber, with more precise alignment utilising a pair of custom made port covers

with 1 mm diameter apertures at their centre. Due to the fact that the beam is Gaussian, the

tip-tilt and translation mounts can be varied to maximise the power through the apertures and

hence ensure good alignment. For further details see [50].

3.9.3 Raman Beam Coherence

For the Raman beams to coherently manipulate the internal atomic states, the two Raman

beam arms R1 and R2 must be in-phase. The current Raman system generates the shifted

frequencies by the splitting of an incoming laser beam via the Brimrose AOM, with no
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phase-locking required. This means that both arms should be initially in-phase and any phase

difference when the beams reach the chamber is caused by phase noise accumulated between

the separate paths. This phase noise is caused by thermal and mechanical vibrations of the

optics.

To test coherence, a beat note measurement was performed. The Raman beams were

coupled into the same, single-mode fibre to ensure they both had the same beam profile and

polarisation, and could be conveniently manipulated. The outgoing beam was then focused

down to a waist, at which point a 12.5 GHz bandwidth, Newport 818-BB-45 fast photodiode

sensor was placed [92]. The beam was focused to a 52 µm waist, just smaller than the 60 µm

photodiode sensor. The photodiode was set up on a pair of orthogonal translation stages

to allow the beam waist and sensor to be accurately overlapped. The beam was aligned to

be incident on the sensor via a kinematic collimation package mount and a pair of steering

lenses. The two different frequencies in the beam cause the measured intensity to sinusoidally

vary or ‘beat’, as shown in figure 3.29. This beat note is measured by a Picoscope 9201

fast spectral analyser [93], with a timing reference provided by the Rohde & Schwarz RF

generator [82], showing that the Raman beams are indeed phase-locked.

3.10 State Detection

3.10.1 Fluorescence Measurement Apparatus

During the commissioning stage, state detection is performed in the same chamber as the

formation and cooling of the atom cloud. The atoms are fluoresced by the MOT beams to

determine the state population. This fluorescence is measured by the state detection system,

shown in figure 3.30. It consists of a photodiode (APD430A), fixed to a kinematic mount

via an iris. This allows the reduction of scattered light from the chamber windows and other

sources of stray light. A 780 nm filter is attached to a Thorlabs SM1L10 lens tube, which

screws in to the mount, reducing any sources of background light hitting the photodiode.
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Fig. 3.29 The sinusoidal fit shows how the photodiode signal varies with time as the two
Raman beams exhibit a ‘beat note’ effect. This behaviour is only possible if the two beams
have a constant phase difference, showing that they are in phase with one another. The
absolute vertical offset is a function of the difference in powers between R1 and R2.

A lens system is then attached via 30 cm cage plates to enable imaging of the atom cloud.

The setup is designed so that the photodiode can be replaced with a camera, for diagnostic

purposes, with no disruption or need for realignment.

The state detection system was redesigned to make it more stable, flexible and to improve

imaging efficiency. The photodiode and lens system was previously suspended adjacent to

the chamber viewing window via 12.7 mm posts and right-angle clamps. This was unstable

and meant the whole system needed regular realignment. This setup was upgraded to one

with the photodiode fixed to an adjustable height mounting post bracket with an associated

3.8 cm diameter mounting post. For this new design, the photodiode once secured needed

essentially no realignment.

The new system also vastly improves the image quality, as seen in figure 3.31. The previous

system created blurred images with glare caused by laser light reflecting from the chamber

windows. The atom cloud is now much clearer and free of glare.
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Fig. 3.30 State detection setup. The photodiode and filter act to stop unwanted light reaching
the photodiode and causing an offset on the signal. The lens positions were then calibrated to
image the atom cloud onto the photodiode. The distance between the photodiode and the
atom cloud is ≈ 10 cm.

3.11 Interferometry Sequence

The magnetic field and laser beam timings for a single-pulse Raman sequence is shown in

figure 3.32. The procedure begins by loading up the atom cloud, requiring the cooling and

repumper beams to be on, as well as the magnetic field. The cooling beam is approximately

10 MHz detuned from resonance. After a loading time of around 10 s, the magnetic coils are

switched off. A gap of 5 ms is then inserted to allow any eddy currents to die down. The

frequency of the cooling laser is then stepped from 10 MHz to 30 MHz. After 2 ms, the

cooling intensity is ramped down for a further 2 ms. During this ramp down, the repumper is

switched off, causing the F = 3 population to be totally depleted and therefore preparing all

of the atoms to be initially in the F = 2 state. To manipulate the state populations, the Raman

beams are then switched on for around 75 µs.

After a period of time for interferometry to be performed, the atoms are fluoresced for 2 ms by

an on-resonant cooling pulse, the brightness of which is proportional to the F = 3 population

which decays exponentially due to atoms being pumped to the F = 2 dark state. There is

then a gap of 3 ms to allow the shutter on the repumper to open. A repumper pulse of 2 ms

completely repopulates the F = 3 state, and then a second 2 ms cooling pulse fluoresces the
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Fig. 3.31 Photograph a) shows the atom cloud before the state detection system was updated,
showing evidence of glare and also a blurry image of the cloud. The iris and filter were
uses to remove the glare and the imaging was improved by changing the lens setup, as
demonstrated in b).

atoms, the intensity of which is proportional to the total number of atoms, see figure 3.33.

By integrating the area beneath each exponentially decaying signal, removing the common

background light contribution and taking the ratio of the two signals, a normalised F = 3 state

population is found. This is the metric which is used to indicate the influence of the Raman

beams on the atomic states.
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Fig. 3.32 Schematic of interferometry sequence, with the interferometry sequence timing on
the x-axis. The photodiode signal shows the exponential decay of the F = 3 state during the
cooling pulses.

Fig. 3.33 Example of photodiode signal, showing the cooling pulse fluorescences. The ratio
of the signal amplitudes is used to infer the excited hyperfine state population after the state
manipulation stage.





Chapter 4

Search for Coherent State

Manipulation

4.1 First Observation of Raman Resonance

In December 2015, the first evidence of Raman beams state manipulation was found (figure

4.1). The atoms were initially prepared in the F = 2 state and transferred into the F = 3 state

via Raman beams. Figure 4.1 shows the population of the F = 2 state as a function of the RF

frequency, or equivalently as half the Raman beam frequency difference. The Raman powers

in beams R1 and R2 for this measurement were 3.5 mW and 1.5 mW respectively, with a

detuning ∆ of 1.5 GHz. This would give a predicted π pulse duration of 25 µs. The Raman

pulse length was of order 5 ms which would suggest that the final state population passed

through many Rabi cycles, causing decoherence effects in the process and reducing the state

population to half the maximum value. The contrast of this peak is around 0.15 (see [76] for

more details).

This work appeared to be in agreement with what was expected. Achieving data this clear,

however, took days to scan and the averaging of many data sets. It was therefore near

impossible to use this system to perform Rabi oscillations and measure the magnetic field via
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Fig. 4.1 First evidence of state manipulation via Raman beams. This data was taken with a
5 ms Raman pulse.

the Zeeman splitting. Rabi oscillation with this resonance was attempted but no indication of

coherent manipulation was observed (see figure 4.2), with the population of the F = 3 state

seen to asymptotically approach its peak value in ∼ 5 ms.

Fig. 4.2 Attempted Rabi oscillation scan shows the behaviour expected of critically damped
oscillations.
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Additionally, after the MOT beams were upgraded (section 3.6.1) the resonance was still

visible but much less pronounced, as shown in figure 4.3. This led to the conclusion that the

MOT beams were affecting the internal states of the atoms during the state manipulation

phase. It was therefore decided to improve the system, primarily by enhancing the signal-

to-noise ratio to reduce the need for repeated scanning of the same data ranges, making the

procedure faster and more reliable.

Fig. 4.3 The peak contrast measured after the beam delivery system was upgraded. With
reference to figure 4.1, the contrast has reduced from around 0.15 to 0.06.

4.2 Signal to Noise Improvement

Figure 4.4 shows the signal from the state detection system used to infer the population

ratio

Ratio ≡ R =
PF=3

PF=2 +PF=3
, (4.1)
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where PF=2 and PF=3 are the F = 2 and F = 3 populations respectively. As discussed in section

3.10, the area beneath the exponentially decaying segment of the signal is proportional to the

state population.

Fig. 4.4 Example state population measurement with the Raman beam path blocked.

It can be observed from figure 4.4 that exponential signal decays may be seen in both peaks,

indicating a significant F = 3 population. It was found that this large population transfer

to F = 3 was independent of the frequency of the Raman beams and significant F = 3 state

populations were observed even when the Raman beam sequence was absent. This showed

that either the state preparation stage was not completely depopulating the F = 3 state or

another interaction was causing the atoms to be excited.

To ensure that the state preparation stage was working as expected, figure 4.5 was produced.

The sum of the first two stages of the ‘state preparation’ stage was held constant (see figure

3.32) and the length of the last stage pumping atoms into F = 2 was linearly varied. The

x-axis therefore indicates the variation of the time during which there was only the cooling

component present in the MOT beams. The y-axis is the ratio of the heights of the first and

second peaks. Figure 4.5 demonstrates that, after 1.6 ms, the state preparation reaches an
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Fig. 4.5 Example of state preparation stage calibration, showing the F = 2 state becoming
fully depopulated after 1.2 ms.

asymptote. A greater than unity peak ratio value for small cooling beam times is caused by

the signal height reducing as the atom cloud falls out of the MOT beams. This plot shows

that the initial state population approaches an asymptotic value around 5%. The value of this

asymptote would vary greatly, however, indicating the presence of non-Raman interactions

after the state preparation stage.

Given the change in the resonance measured after the MOT beam upgrade, ‘contaminant light’

was suspected in the MOT beams. Due to the atom cloud preparation, state manipulation and

state detection all occurring in the crossover area of the MOT beams, any ‘leaked’ laser light

incident upon the atoms when the MOT beams are switched off could cause the non-zero F =

3 population and explain the change in the Raman resonance.

4.3 Reduction of Contaminant Light

To locate and minimise the various sources of contaminant light in the chamber, the power

downstream of the repumper and trap beam combination PBS in figure 3.16 was measured,

for various AOM settings. Measurement here allows the unwanted light getting into the

chamber via the MOT beams to be quantified without disrupting the MOT beam alignment.
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The attempt to reduce this background light is described for each AOM below, as well as

reduction of the resonant light entering the chamber via the Raman system collimator.

4.3.1 AOM0

The configuration of AOM0 is shown in figure 4.6a. It was assumed in this setup that a half

waveplate can direct all of the power towards AOM0, with negligible power transmitted

towards PBS1. By varying the half waveplate and measuring the power that is reflected from

PBS1 it was found (see figure 4.7) that the minimum power that is transmitted by PBS0 and

then reflected off PBS1 is 92 µW, for a total input power of 310 mW. This resulted in µWs

of cooling light power reaching the power balancing system.

Fig. 4.6 Figure a) shows the previous PBS configuration, and figure b) the improved configu-
ration. An extra PBS, labelled PBS3, is inserted to reduce the contaminant light. 156 mW of
power is observed at the power meter when AOM0 is on.

To correct this, the cooling laser PBS setup was altered, as shown in figure 4.6. By inserting

another PBS into the circuit, the direct route between PBS0 and PBS1 can be blocked, greatly

reducing the power along this path when AOM0 is switched off. The double-passed light

is then rerouted via PBS3 and a pair of steering mirrors, requiring everything downstream

to be realigned. This modification results in a power loss of a few mW, both via the light
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now hitting the beam dump and also the extra component inefficiencies. The unwanted light

along this path is, however, reduced from 92 µW to 1.6 µW.

Fig. 4.7 Variation of waveplate angle shows that contaminant light passing through AOM0
could not be reduced below 92 µW.

4.3.2 AOM1

With both AOM0 and AOM1 switched on, a cooling power of 63 mW was measured at the

combination PBS. When AOM1 was switched off, this reduced to 120 nW, giving a leaked

light ratio of 1.9×10−6. Two causes were found for this ‘leaked’ light through AOM1. The

first was a retro-reflection along the state selection arm, causing light to be returned via the

PBS when AOM1 was switched off, passing back through AOM1 and then into the chamber.

The other cause was a reflection from the mirror on the upshifted arm of AOM1 (see figure

3.10).

The state selection system on AOM1 is currently not in use, so a beam dump was placed

as near as possible along this pass, spatial constraints permitting. This resulted in a leaked

light measurement of 113 nW, reducing the unwanted power by 7 nW. The state selection
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path was therefore found to contribute only minimally to the leaked light, with no redesign

required for future use.

The power reflected from the retro-reflecting mirror back through the AOM was measured to

be 49 µW. When the retro-reflecting mirror was blocked, the leaked light measured at the

PBS fell dramatically from 113 nW to 67 nW, showing that this is the major contribution

to contaminant light via AOM2. Obviously blocking this mirror is not a viable long-term

solution to this problem. Repositioning of this AOM may lead to a reduction in diffractive

inefficiencies, and shutters will also reduce the power travelling to the vacuum chamber via

this route. This was deemed unnecessary, however, due to the configuration of AOM0 being

switched on and AOM1 switched off never occurring in the frequency scan program.

4.3.3 AOM2

AOM2 is used to switch the repumper beam on and off. The repumper power measured at

the combination PBS, with AOM2 switched on, is 3 mW. When AOM2 is switched off, this

reduces to 40 nW, with a 10 nW contribution from background light, giving a leaked light

ratio of 1×10−5 and showing that a far larger fraction (4:1) of the repumper beam than the

cooling beam is constantly in the chamber when the beams are nominally switched off.

As seen in figure 3.11, the PBS is deliberately configured so that any incorrectly polarised

light, as it enters the PBS, is reflected onto a beam dump. This prevents light from bypassing

the AOM and travelling straight to the chamber. The PBS used (CM1-PBS252) is designed

for use in a transmission configuration, meaning that any light that passes through this

PBS should be horizontally polarised, with an extinction ratio2 of 1000:1. When AOM2 is

switched off, any light that travels undeflected through the AOM and reaches the second PBS

should also be horizontally polarised and very little should reflect off the diagonal interface

of the PBS. When this light was measured, however, it was found to have a power of 572 µW,

2The extinction ratio is defined as the minimum to maximum transmission power of a linearly polarised
input beam.
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compared to the 14 mW which are transmitted. This indicates that the light which travels

through the AOM accumulates a change in polarisation angle of around 3◦.

With such a large contribution of leaked light via this channel, it is perhaps surprising that

more repumper light is not measured going into the chamber. The reason for this is that the

repumper and contaminant light take opposite routes around the AOM2 circuit, meaning that

beams reflect off PBS3 at slightly different angles. An iris is therefore used to block most of

the light from this unwanted path.

4.3.4 Raman System

Figure 3.27 shows that in the Raman system, light passes first through the Brimrose AOM

and is then retro-reflected via a concave mirror to perform a second pass. As the Raman

system is extremely well aligned, it is possible for the light which is not diffracted into the

R2 beam path to travel back along its original path and eventually reach the chamber via the

MOT beams. This is another source of contaminant cooling light reaching the chamber, with

the largest effect during the Raman sequence when most light is being sent to the Raman

system.

To prevent this, a 35 dB optical isolator (IO-5-780-VLP) was installed in the optical circuit

before the Brimrose. When AOM0 is switched off, 220 mW of power is sent towards the

Brimrose AOM, which is reduced to around 120 mW via neutral density filters. Before the

isolator was installed, the cooling power reaching the combination PBS was measured when

AOM0 was off and AOM1 was on. In this configuration, 1.75 mW of unwanted cooling

power was observed. After the isolator was installed, this was reduced to 60 nW.

Leakage is also possible via the Raman collimator, with light reaching the chamber via the

Raman system even when the Brimrose is switched off. This was measured, however, and

found to have a sub nW effect.
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4.3.5 Shutters

Besides the specific solutions discussed above, a more general solutions is simply the

installation of optical shutters on each of the beam paths (see 3.3.3). These shutters do,

however, have an opening and closing time of around 2.5 ms, allowing contaminant light

into the chamber during this time.

4.3.6 Summary

After all possible sources of MOT beam contamination were identified and minimised, the

oscilloscope signal with no state manipulation was as shown in figure 4.8. The amount of

total contamination measured at the combination PBS was reduced from 100s of µWs to

around 10 nWs, where this value represents an upper limit to the amount of light actually

entering the chamber; the coupling efficiency of around 50%, reflections from windows

etc implies a value closer to a few nW. This reduction causes the F = 3 state to remain

depopulated in the absence of any deliberate state manipulation. This change can be seen in

the difference between figures 4.4 and 4.8, with a background reduction of around 10 mV but

an increase in overall signal size by around 35 mV. With the reduction of contaminant light,

it was hoped that the scattering rate from contaminant light was reduced enough to allow

atomic coherence to exist for sufficient time to be observed. The microwave horn scans were

therefore repeated to search for Rabi oscillations.

4.4 Microwave Horn Scans

The inability to observe any coherent manipulation of the atomic states resulted in the belief

that the lack of coherence might be due to the Raman system. To perform an independent

check, the Raman system was blocked and a microwave horn was used for state manipulation

(see section 3.8 for horn installation and calibration).
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Fig. 4.8 Photodiode signal example plot. The shutter gap which was eventually inserted
between the first cooling pulse and the repumper pulse has been removed for easy comparison
with figure 4.4.

4.4.1 Frequency Scans

Figure 4.9 is a frequency scan using the microwave horn. The scan is performed in 10 kHz

steps and each data point is averaged four times. The x-axis shows the frequency offset

from the current leading empirical measurement of the mF = 0 → mF = 0 transition between

the F = 2 and F = 3 states, f0 = 1.517866220 GHz. A bias field in the z-direction was

deliberately applied during this scan, removing the degeneracy of the Zeeman substates. A

narrow central peak is visible at this frequency, accompanied by a pair of much broader peaks

either side.

A narrower scan across the central peak was performed with step size of 0.1 kHz, as

shown in figure 4.10. Fitting the peak with a Lorentzian results in a Rabi frequency of

f = 0.439±0.03 kHz and an offset from f0 of ∆ f0 = 0.0966±0.027 kHz.



94 Search for Coherent State Manipulation

Fig. 4.9 Frequency scan with microwave horn showing central peak and broadened, magneti-
cally sensitive side resonances.

This data shows a noticeable lack of secondary ‘lobes’ associated with the sinc-squared

function expected via equation 2.50, despite repeated efforts to observe them. For this reason

the simpler Lorentzian function is used to infer the resonance height, width and offset.

4.4.2 Data Readout and Errors

The state detection system utilises a Thorlabs PDA36A-EC photodiode which reads out

to an oscilloscope. This photodiode has a single data point measurement error of 1.1 mV.

Every state detection measurement consists of 500 voltage measurement data points. Each

oscilloscope trace is repeated eight times, leading to an individual data point error of

1.1/
√

8 ≃ 0.4 mV.

For an oscilloscope setting of 20 mV/division, the total oscilloscope voltage range is 20×8 =

160 mV. The screen is split into 200 vertical slices, giving a quantisation standard deviation

of
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Fig. 4.10 Frequency scan of the horn central peak, with a microwave pulse time of 5 ms.

σQ =
160/200√

12
= 0.23 mV. (4.2)

Combining the two separate sources of error for the peak height value in quadrature gives

∆V =
√

∆V 2
Photodiode +∆V 2

Oscilloscope =
√

0.42 +0.232 = 0.46 mV.

The averaged data is then analysed by using a script to identify both of the peak heights, the

average flat background for each pulse and the total background. The population ratio R is

then given by

R =
h1−b1
h2−b2

, (4.3)

where h1 is the height of peak 1, b1 the fit to the flat background of peak 1, and the same for

peak 2. This is permitted, rather than integrating under each peak, because the ratio of the

heights of two exponential decays and the ratio of their areas is the same, provided that both
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curves share the same exponential decay factor. The total error on the peak height ratio ∆R is

therefore

∆R =

√(
∆V

h1−b1

)2

+

(
∆V

h2−b2

)2

×R, (4.4)

giving a typical measurement error around 5%.

4.4.3 Rabi Oscillation Scan

A scan in microwave pulse length from 0 to 10 ms was performed to search for Rabi

oscillations. Figure 4.11 shows a heavily damped Rabi oscillation seen at the central pulse

peak frequency. The oscillation is fit with a simple decaying sine function. Using the peak

width and equation 2.26 allows a comparison of the π pulse time with what is expected. A π

pulse tπ must satisfy the equation

ΩRtπ = π. (4.5)

Fitting the data with a decaying exponential resulted in a π pulse length of 3.055 ± 0.017 ms

and therefore a Rabi frequency of ΩR of 2π ×163.7 Hz.

4.5 Magnetic Spectroscopy

The magnetic field can be determined, and eliminated, by measuring the Zeeman splitting

of the magnetic substates, as the current in the bias coils is varied. The individual Zeeman

resonances, as shown for example in figure 4.12, were fit with Gaussian functions to determine

their positions, and these positions plotted as a function of coil current, as shown in figure

4.14 where the North-South coils are varied, with the other two coils kept constant. The
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Fig. 4.11 Rabi oscillation with microwave horn. Coherent oscillations are clear if heavily
damped.

constant currents were chosen so that the separate peaks do not overlap, but nor are they so

distant that scanning across every peak in a sensible time frame becomes unfeasible.

The microwaves that are emitted from the horn are linearly polarised, which would drive π

transitions if the horn were positioned either parallel or perpendicular to the quantisation

axis. Due to the spatial constraints caused by the MOT beams, however, the horn is in

neither of these positions. It is therefore expected that the horn will drive both ∆mF = 0 and

∆mF =±1 transitions. The five clearly visible peaks in figure 4.12 are therefore expected to

be, from left to right, mF =−1 → mF =−2, mF =−1 → mF =−1, mF = 0 → mF =−1,

mF = 0 → mF = 0 and mF = 0 → mF = 1. This is due to the mF = 0 → mF = 0 peak being

magnetically insensitive to first order and the other transitions being the closest energetically

to this peak (see figure 4.13).

The Zeeman splitting for each hyperfine substate is given by

∆EZeeman = µBgFmF |B|, (4.6)
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Fig. 4.12 Wide frequency scan showing several resonance peaks, the separation of which
gives an indication of the magnetic field strength.

where the Landé g-factors are 1/3 and −1/3 for the F = 3 and F = 2 states respectively. The

two levels therefore split in opposite directions, as shown in figure 4.13.

The total splitting between the states is therefore given by

∆Ehyper f ine = h̄∆ω = h̄ω0 +µB|B|(gF=3mF=3 −gF=2mF=2). (4.7)

Inserting the Landé g-factors gives

Ehyper f ine = h̄ω = h̄ω0 +
1
3

µB|B0 +BI|(mF=3 +mF=2), (4.8)

where B0 is the sum of the magnetic field without the coils, the Earth’s magnetic field etc.,

and Bi is the magnetic field induced by the bias coils. Rearranging equation 4.8 to give the

energy offset and assuming that magnetic field B is a linear function of current I gives
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Fig. 4.13 Diagram showing the single-photon transitions between the hyperfine ground state
of rubidium-85 which are permitted by the selection rules. The distance between the levels is
indicative of the hyperfine energy splitting. The arrows shown are the 11 non-degenerate
single-photon transitions.

∆Ehyper f ine = h̄(ω −ω0) =
1
3

µB(kI +B0)(mF=3 +mF=2), (4.9)

where k is some constant of proportionality with dimension T/A. This shows that the energy

levels are evenly spaced with energy difference from the mF = 0 → mF = 0 transition being

a constant multiplied by sum of the magnetic substate quantum numbers, as shown in figure

4.13. Fitting the non-mF = 0 → mF = 0 peaks with straight lines and inferring the gradient

and crossing point allows the inference of the magnetic field via

BI =
3Ih

µBml(mF=3 +mF=2)
(4.10)

where ml is the line gradient and a factor of 2π has been dropped to convert between ω and

f . The ‘background’ magnetic field strength is given via the y-intercept
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c =−B0

k
. (4.11)

Extracting the fitting parameters from the data in figure 4.14, a conversion value of 8.406×

10−6 T/A was found. Utilising equation 4.11 gives an approximate value of B0 of 180 mG,

which is the same order of magnitude as the Earth’s magnetic field.

The error on the position of each Gaussian peak, as given by the uncertainty on the peak fit,

is ∼ 0.01 kHz. For this reason the error bars on these measurements are not visible in figure

4.14. The peaks all appear to shift approximately linearly with current, with a central peak

independent of magnetic field strength. Figure 4.14 indicates that the current should be set to

around -2.5 A to minimise the magnetic field in the North-South direction. This process was

repeated for the other magnetic coils, to minimise North-South and East-West, while setting

the vertical field to maintain a quantisation axis parallel to the Raman beams.

4.6 Summary

Reducing the unwanted light from approximately 100 µWs to around a nW reduces the

scattering rate from 4.43×103 to 5.77×10−2 per atom per ms. For an experiment with an

interrogation time of order milliseconds, it is important that is this scattering rate is less

than 1. By greatly reducing these unwanted sources of interaction, clear evidence of reliable,

frequency dependent state transitions was observed with a microwave horn. Evidence

of heavily damped Rabi oscillations was then observed with single-photon microwave

transitions. These transition frequencies were then measured as a function of magnetic field

strength via the Zeeman effect. This led to the magnetic field being measured and hence

minimised via adjustment of the bias coil current.

These results show that it is possible to observe coherent manipulation within the current

experimental setup. Using the microwave horn allowed a very useful separate check on the

experiment, showing that the atoms are sufficiently cold and the collision rate low enough
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Fig. 4.14 Position of resonance peaks as the magnetic coil current is linearly varied. The
mF = 0 → mF = 0 transition (orange data points) is fit with a line which is constrained to be
vertical.

to permit coherent effects. Any inability to observe Raman transitions is therefore down to

deficiencies in the Raman beams.





Chapter 5

State Manipulation: Raman Beams

After coherent transitions were observed with the microwave horn and any critical decoher-

ence effects via the MOT beams were ruled out, state manipulation via Raman transitions

was then reinvestigated. Returning to the Raman beams, several upgrades were made to the

Raman system before Rabi oscillations and eventually Ramsey fringes were observed.

5.1 Raman System Upgrade

5.1.1 Circular Polariser

The Raman system is coupled to the chamber via a 10 m optical fibre. The light entering the

fibre is linearly polarised and set to align with the fast-axis of the fibre via a half waveplate.

The fibre output light then passes through a quarter waveplate, converting linear light to

circular light appropriate for the σ+−σ+ transitions of co-propagating Raman beams.

Regular measurement of the Raman polarisation after the quarter waveplate showed that,

though the preceding steps had been followed, the light could not be perfectly circularly

polarised. Variations over time of the alignment of the incident light into the fast axis of
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the fibre may have caused this, as well as the effects of changing laboratory conditions on

the fibre itself. Changes in laboratory temperature, as well as mechanical stress on the fibre,

can cause the polarisation to vary between input and output. A temperature differential

along the fibre can cause the polarisation to vary because the thermal expansion changes at

different points along the fibre cladding. This leads to a variation in strain and a change in

birefringence. Due to the Raman delivery fibre being 10 m in length, these effects may well

be amplified and thus cause the change in polarisation observed [94][95].

To remedy this effect, a circular polariser was used to replace the quarter waveplate. As

shown in figure 5.1, a linear polariser is used to convert all incoming light to linear light.

The light then passes through a quarter waveplate which is fixed at a 45◦ angle to the linear

polariser. The effect of this is to guarantee that the Raman beam light is circularly polarised,

and converts any variations in polarisation from the fibre to a variation in power.

Fig. 5.1 Schematic of circular polariser. The Raman system delivers linearly polarised
light to this optical element, ensuring the polarisation is correct to drive velocity insensitive
transitions [96].

5.2 Raman Resonances

The scan searching for a Raman resonance as shown in section 4.1 was repeated with

confidence that atom coherence would not be lost instantly due to contaminant in the MOT

beams. Resonant structure was observed and the mF = 0 → mF = 0 transition with Raman

beams is shown in figure 5.2. Fitting this peak with a Lorentzian as with the peak from the
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microwave horn, it was found that the peak has a width of 5.06 ± 0.24 kHz. This is much

wider than the horn peak, due to the increased power broadening via the Raman beams. It

is therefore expected that the Rabi frequency will be larger for Rabi oscillations via Raman

transitions.

Fig. 5.2 Scan of the frequency difference between the Raman beams, offset from the empirical
transition (see appendix A). This data was taken with a pulse duration of around 5 ms.

Figure 5.3 shows how the peak contrast is improved when the vertical bias coils are on and

aligned ‘backwards’ to add to the magnetic field of the Earth in the vertical direction. The

upper plot is the central resonance peak with a ‘background’ magnetic field, while the lower

plot shows the peak when the z-coil is on, but the east-west and north-south coils are off. An

increase in peak amplitude of around 20% was observed. This shows that some non-vertical

component of the Earth’s magnetic field remains uncancelled so that the quantisation axis is

not well aligned with the direction of the Raman beams. This misalignment then causes the

amplitudes for the σ+−σ+ transitions to be reduced. Adding a strong vertical field thus

increases these amplitudes and hence increases the resonance amplitude.
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Fig. 5.3 Raman resonances fit with Lorentzian functions, for different bias field configurations.
The above plots show that the amplitude with the z-coils on is larger, providing a larger signal-
to-noise ratio, demonstrated by the data more closely resembling a Lorentzian distribution.

This was significant because, in the current experimental setup, the shim coils remain in their

initial configuration for the duration of the scan. This means that optimising the coil currents

to minimise the magnetic field, as was done in section 4.5, will both decrease the temperature

of the atoms and decrease the signal of both Raman resonances and Rabi oscillations. It was
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decided that having the north-south and east-west coils on to cancel any stray magnetic fields

in this plane, whilst using the vertical coils to add a quantization axis, was the most effective

compromise.

5.3 Rabi Oscillations

By fitting the resonance in figure 5.2 to determine the central frequency and varying the

Raman pulse length, the Rabi oscillation in figure 5.4 was observed. This scan was taken

with R1 and R2 powers of 3 mW and 0.9 mW respectively. It clearly shows F = 3 population

oscillating as a function of pulse length, but also evidence of a strong decoherence effect,

with the F = 3 state failing to return to PF=3 ≈ 0. By fitting the decaying oscillation

via a damped sinusoidal curve with a multiplicative contrast factor, a Rabi frequency of

ΩR = 2π ×6.859 kHz was found.

Fig. 5.4 Initial Rabi oscillation data after removal of contaminant effects and Raman system
upgrade.

Figure 5.5 (left) shows the variation of the Rabi oscillations as the Raman frequency is detuned

from resonance. As discussed in section 2.2.2, this causes Rabi oscillations to decrease in
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Fig. 5.5 Rabi oscillations for various detunings from resonance. The plots on the left show
the linear increase in F = 3 populating mentioned earlier, due to these scans being taken
without heated cells. The plots on the right have had this linear background subtracted.

amplitude and increase in frequency. By increasing the detuning, more oscillations are visible

before coherence was lost. By increasing detuning, the π/2 pulse time was reduced from

80 µs to 31 µs.

These Rabi oscillation scans showed not just decoherence effects but a linear increase in

the F = 3 population. It was observed that performing a Rabi oscillation scan with only the

R2 beam caused a linear F = 3 population increase without the initial oscillations, as shown
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by the blue line in figure 5.6. The heated cells on the Raman beam path had been removed

initially to increase the Raman beam power, increasing the Rabi frequency and reducing

the risk that any evidence of coherent control was being masked by decoherence effects.

Inserting the heated cells back into the Raman beam path caused this effect to disappear, at

the cost of a large reduction in power, from around 8 mW total power to around 5 mW. The

Rabi oscillations with this linear effect subtracted are shown in figure 5.5 (right).

Fig. 5.6 Excited hyperfine state population as the R2 beam pulse length is increased. Both
data sets are fit with linear functions.

These oscillations are a clear indication that the Raman beams are capable of coherent

manipulation of the atomic states, and shows that the Rabi oscillation behaviour is in

agreement with what is expected.

5.4 Ramsey Fringes

By fitting the on-resonance Rabi oscillation, a π/2 pulse time of 80 µs was inferred. By

performing a scan with two 80 µs pulses separated by an interval time of 800 µs, the Ramsey
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fringes in figure 5.7 were observed. This fringe pattern is a clear indication of interference

effects between the states.

Fig. 5.7 Ramsey fringes with an interval length of T = 0.8 ms. A slight offset from the
theoretical central frequency is clear, caused by the AC Stark shift.

By increasing the interval time between the two pulses, it is expected that the Ramsey

envelope will remain the same width but there will be a greater number of fringes. This is

shown in figure 5.8, where the interval time is increased in steps of 0.3 ms. In order to keep

the shutters synchronised with the delayed state detection pulses as the Ramsey pulse interval

becomes longer and longer, it was decided to set the total time between the first Raman pulse

and the state detection pulse to be equal to a constant 5 ms. The sequence therefore included

two Raman pulses, an interval time between the pulses with no Raman beams present and a

time between the last Raman pulse and the state detection pulses called the ‘buffer’. This

way, increasing the interval time and concomitantly decreasing the buffer time allowed the

shutters to remain synchronised. The benefit of this method over changing the shutter timings

is that pushing the state detection pulses later and later causes the fluorescence signal shape

to change, potentially affecting the data analysis. Keeping the state detection pulse timings

the same for every scan prevents this problem. The error on the position of the central fringe,
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as given by the fit uncertainty, is around 25 Hz for an interval time of 0.8 ms. This means that

the central resonance frequency, and hence the hyperfine energy splitting, can be measured

to around 1 part in 108, giving a value of 3035732838±25 Hz [97] [98]. Deviations from

the expected value of 3035732440 may be ascribed to uncancelled AC Stark shift.

Fig. 5.8 Ramsey fringes as a function of interval length. For T = 0.8 ms, the central frequency
offset was found to be 0.19 ± 0.01 kHz.

For a consistency check, the Ramsey fringes for various interval times were fit with sinusoidal

functions giving the fringe periodicity from which the inferred interval times were calculated.

The comparison of the interval time between the pulses in the interferometry sequence and

the inferred interval time is shown in figure 5.9. This shows that the fringes measured are
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in good agreement with what would be expected for the programmed pulse timings and

intervals, giving confidence in the observed Ramsey fringes.

Fig. 5.9 Consistency check between the fitting parameters and the Ramsey sequence pulse
settings. The proximity to the red line shows how close the expected and measured pulse
intervals are, for some given offset c. By fitting with a straight line with a gradient equal to
unity, this offset was found to be 0.107 ± 0.008 ms. This discrepancy may be caused by
assumptions involved in deriving the Ramsey fringe equation, the pulses not being perfectly
square etc.

5.5 Loss of Coherence

By increasing the Raman pulse interval for the Ramsey fringe sequence, the number of

fringes increases, as shown in figure 5.8. This allows the central frequency to be more

accurately determined, so it is natural to make this interval as large as possible. It was found,

however, that after around 0.8 ms, the contrast of the fringes starts to decrease, as shown in

figure 5.10.
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Fig. 5.10 Decrease in the fitted central fringe amplitude as the pulse interval time is increased.

This loss of contrast can also be displayed by performing a Ramsey scan over interval time

rather than frequency. The Raman frequency is deliberately set off-resonance, then the

interval time is scanned, resulting in the decaying oscillation curve shown in 5.11. Both of

these plots show that beyond around a millisecond, either dephasing or decoherence begins

to severely damp the interference fringes, with all evidence of fringes extinguished after

around 1.5 ms [99].

5.6 Sources of Decoherence

To increase the precision of the Ramsey sequence frequency measurement, causes of deco-

herence must be identified and eliminated. Some of the possible causes of decoherence are

discussed below (see eg. [46] for more information).
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Fig. 5.11 Decrease of the Ramsey fringe contrast as the time between Ramsey pulses is
increased. The Raman beam detuning is set to be 3 kHz away from resonance. Data was fit
with a decaying sine curve.

5.6.1 Atomic Collisions

Collisions between the cooled 85Rb atoms or between the atoms in the MOT and the back-

ground vapour atoms, particularly 87Rb atoms, will cause decoherence. For our setup,

however, this is unlikely. The vacuum pressure in the chamber is consistently of order

10−9 mBar, and damped microwave horn oscillations were observed over an order of magni-

tude longer time than the Raman oscillations, suggesting that collisions might be the cause

of the horn oscillation damping, but not the Raman damping.

Inter-cloud collisions may explain the difference in coherence times between the horn and

Raman beam setups. For the horn measurements, the field was approximately cancelled,

whereas for the Raman scans the ambient field was amplified to increase the signal size. This

increase in magnetic field could cause an increase in cloud temperature and hence decrease

the coherence times observed.
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5.6.2 On-Resonant Light

As discussed in chapter 4, reduction of on-resonant light, particularly light which entered

the vacuum chamber during the state manipulation phase via the MOT beams, was a critical

factor in observing coherent behaviour. After these sources were minimised, the cooling

power constantly entering the chamber was of order a few nWs. This gives a scattering rate

of around a single scattering event per atom every 20 ms. Considering this and the various

sources of contaminant light identified, it seems likely that the system is currently limited by

these effects.





Chapter 6

Summary

This thesis presents the advances in an atom interferometer at the University of Liverpool

following a series of design enhancements and their implementation over several years,

tailored towards observing interference in the chamber. The following is a summary of the

improvements to the experiment that were undertaken as part of this work.

The rubidium-85 magneto-optical trap was redesigned to be both fibre coupled and have

increased beam diameters, allowing for a two orders of magnitude increase in the amount of

trapped atoms. This was a vast improvement over the previous, mirror-based method, allow-

ing much more convenient beam alignment. With the implementation and optimisation of

laser cooling techniques an optical molasses at around 10 µK was demonstrated. The state de-

tection system was upgraded to improve both sensitivity and stability. This reduced unwanted

light reaching the photodiode, allowing the MOT to be imaged with an enhanced signal-

to-noise ratio, and resulted in a state detection system which needs minimal realignment

and is flexible enough to be used for diagnostics, atom number measurements, temperature

measurements and ultimately for the state ratio detection of the interferometer.

Various sources of contaminant light were found to be present during the state manipulation

phase, leading to incomplete depopulation of the excited hyperfine state. These sources

were identified and removed or minimised. These improvements allowed for the coherent
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manipulation of an atomic system via the observation of Rabi oscillations. The Raman

beams were further used to calibrate π/2 and π pulses, leading to a clock sequence being

implemented, demonstrating Ramsey fringes. Observation of fringes was clear evidence of

interference between the two hyperfine states.

The experiment is currently undergoing a series of upgrades, based on the outcomes of

this work and the consequent understanding of the system’s limitations. These upgrades

consist of redesigning the vacuum chamber to allow more scope for optical improvements

and increasing the measurement cycle rate. This will be achieved in part by a cold-atom

source for the MOT (as opposed to loading the atom cloud from warm vapour) which is

currently under construction and will reduce the ∼10 s loading time by an order of magnitude

[100][101][102]. The new design will increase the interference times and will, combined with

large momentum transfer techniques [103], vastly improve measurement sensitivity.

In summary, the coherent control of atomic states via Bloch oscillations, as well as the ability

to demonstrate interference, both of which are necessary for an atom interferometry sequence,

were established. The near-term future of the experiment consists of demonstrating velocity

sensitive interference, with an upgraded experiment to be realised in the longer term.



Appendix A

Rubidium 85 D2 Transition Data [51]

Frequency ω0 2π ·384.230406373(14) THz

Transition energy h̄ω0 1.589 049 139(38) eV

Wavelength (vacuum) λ 780.241 368 271(27) nm

Isotope shift ω0(
87Rb)−ω0(

85Rb) 2π ·78.095(12) MHz

Lifetime τ 26.2348(77) ns

Natural Linewidth Γ 2π ·6.0666(18) MHz

Recoil Velocity vr 6.0230 mm/s

Recoil Energy ωr 2π ·3.8597 kHz

Recoil Temperature Tr 370.47 nK

Doppler Temperature TD 145.57µK
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