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Abstract

This study explored whether visual (body movements) or auditory (musical material) information dominates perceived and felt emotions when observing a music performance. In a musical analogue of the McGurk effect and extending work juxtaposing facial expressions and auditory information for sung intervals to an actual musical performance, participants either watched video clips in which musical material and performer’s body movements were congruent or they saw incongruent clips that combined musical material with body movements from another piece that differed in emotional valence. Subsequent ratings of perceived and felt emotions showed a significant interaction between music and body movements, indicating that both auditory and visual channels determine the emotional content of the performance for listeners.
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Is seeing (musical) believing? The eye versus the ear in emotional responses to music

Music can elicit strong emotions in listeners, and these emotions are manifested psychologically, behaviourally, and physiologically (e.g., Khalfa, Peretz, Blondin, & Robert, 2002). For example, Lundqvist, Carlsson, Hilmersson and Juslin (2009) found that ‘happy’ music generated higher skin conductance levels, led to more smiling (indexed by zygomatic activity), and caused more self-reported happiness than ‘sad’ music. That music produces emotions in listeners is clear; considerably less clear, however, is how this comes about. Attributes of music such as mode and tempo create and influence the specific emotions experienced and perceived by the listener. For example, in line with the common assumption that major mode and fast tempo might evoke happy emotions – and minor mode and slow tempo encourage sad emotions – Gagnon and Peretz (2003) found that while these musical qualities in isolation influenced emotions, the effect was strongest when both attributes converged. Moreover, sensitivity to tempo and mode as sources of information develops early in life (Dalla Bella, Peretz, Rousseau, & Gosselin, 2001) and is relevant across cultures (Fritz et al., 2009). However, such musical characteristics are unlikely to be the only factors in producing and influencing emotions. Indeed, research has begun to address aspects of interpretation, focusing most strongly on performers’ body movements. The present study was designed to explore the role of body movements in eliciting emotional responses to music. In particular, we studied responses to music where the performer’s body movements were either congruent or incongruent with the musical material, to be able to assess the relative importance of auditory and visual channels in music perception.


How might visual aspects of a performance, such as body movements, and auditory information combine? Vision has been shown to influence audition in speech perception, as demonstrated by the McGurk effect, in which incongruent visual and auditory syllable information leads to the perception of a new speech syllable entirely (McGurk & MacDonald, 1976). In addition, research on nonverbal communication has shown that when semantic content and nonverbal visual signals are incongruent, perceivers tend to base their impressions on the nonverbal information. For example, DePaulo, Rosenthal, Eisenstat, Rogers, and Finkelstein (1978) demonstrated that when confronted with discrepant verbal and facial cues or verbal and body cues, perceivers based their affect judgments on the information conveyed by the nonverbal channels. Therefore, it is interesting to assess the role of visual information in other multimodal contexts such as a music performance.

In keeping with findings on the importance of visual information in the verbal domain, it has recently been demonstrated that seeing a singer’s face aids the comprehension of lyrics (Jesse & Massaro, 2010). However, the impact of visual information in the context of a music performance may extend far beyond speech. Thompson, Russo and Livingstone (2010) demonstrated that facial expressions of singers influence the perception of pitch in listeners, Schutz and Lipscomb (2007) showed an influence of visual information on perceived tone duration, and Davidson (1993) found that visual (point-light) information conveys musical expressivity (whether the performance manner is deadpan or exaggerated) more clearly than auditory information.

Moreover, Dahl and Friberg (2004, 2007) provided evidence that viewers can extract information about emotional intention from the body movements of instrumentalists alone. Specifically, percussionists and woodwind players were asked to perform the same piece in different ways so as to communicate happiness, sadness, anger or fear. Participants then viewed clips of these performances without sound and rated the emotional content with respect to these four emotions. Ratings successfully discriminated content for all emotions but fear. However, although such studies demonstrate that information about emotional content may be communicated visually, these studies differ markedly from ‘normal’ musical experience. Participants typically rate the same clips repeatedly, and are instructed to provide ratings not just for the target emotions, but also a variety of general movement characteristics (‘jerky’, ‘smooth’ etc.) thus drawing particular attention to body movement. Finally, some of these studies did not involve sound (Thompson et al., 2010, Experiment 1; Dahl & Friberg, 2004, 2007) and those with sound predominantly used musical components such as intervals (Thompson et al., 2010; Thompson, Russo, & Quinto, 2008; Thompson, Graham, & Russo, 2005; see Schutz, 2008, for a review). Hence, these studies can tell us little about whether and how visual information is spontaneously extracted and integrated with auditory information to shape emotional responses when viewing an actual, realistic music performance. 
An exception is Vines, Krumhansl, Wanderley, Dalca, and Levitin’s (2005) study, which had two performers record a Stravinsky piece for solo clarinet in each of three different body movement conditions: immobile, standard, and exaggerated. Such variations in body movement during a performance are likely to induce differences in the actual musical performance (see also e.g., Wanderley, Vines, Middleton, McKay, & Hatch, 2005). Participants’ sensitivity to such differences was evaluated by asking them to provide ratings of 19 experienced emotions across conditions for “auditory only”, “visual only”, and “auditory plus visual” presentations of those performance clips (akin to Davidson, 1993). Results were inconsistent across performers and emotions, but there were greater differences in felt emotion when visual information was also available, thus providing support for its importance.  Again, however, presentation conditions were somewhat unusual in that participants rated three performances of the same piece. Moreover, the nature of the design meant that, in effect, participants’ ratings were providing measures of variations in intensity for the same underlying emotional content (see also Vines, Krumhansl, Wanderley, & Levitin, 2006). 

The present study

To examine the extent to which auditory and visual information are spontaneously combined when watching an actual music performance, the present study examined emotional impact as a function of both auditory and visual information by adopting the experimental methodology underlying the McGurk effect. Specifically, we recorded two pieces differing in putative emotional content. Audio and visual components were then crossed so as to compare ratings of felt and perceived emotion across four between-participant conditions: two in which body movement and musical material were congruent in emotional valence, and two where they were not. 

Our study investigated the relative importance of visual and auditory information by placing the two in juxtaposition. This approach is similar to that used by Thompson et al. (2008), who found evidence for visual influence on perceived emotions when placing a vocalist’s facial expressions in juxtaposition with sung musical intervals. However, our study extended this in two major ways: a) by investigating body movements instead of facial expressions and b) by using actual music performances rather than musical components. While facial expressions communicate emotion (Ekman et al., 1987), evidence that body movements can do the same is limited to Dahl and Friberg’s (2004, 2007) studies, which did not include sound. Therefore, our study is the first to examine the relationship between visual and auditory information contrasting body movements and sound for complete pieces of music. More specifically, while there is evidence to suggest that people can extract emotion information from body movements, it is presently unknown whether and how such information will interact with the auditory musical information itself to generate emotional responses in the listener.

In addition to using congruent video clips (as in Vines et al., 2005; Vines et al., 2006), the present study employed incongruent video clips in which the body movements did not match the auditory material. Specifically, we chose two pieces involving contrasting emotions in the form of putatively ‘happy’ and ‘sad’ musical material (on these emotions in music, see for example, Dalla Bella et al., 2001; Khalfa et al., 2002; Dahl & Friberg, 2004; Thompson et al., 2008; Fritz et al., 2009; Lundqvist et al., 2009; Brattico et al., 2011). The material was drawn from Ludwig van Beethoven’s “Lustig-Traurig” (“Happy”-“Sad”) Bagatelle (WoO 54) which consists of a ‘happy’ and a ‘sad’ movement in the keys of C major and C minor, respectively. Participants saw a video of a performance of one of these movements played by a clarinet player with either the corresponding audio track or the audio track of the other movement. In response to the performance they provided ratings for both perceived and subjectively felt (i.e., experienced) emotions. 

Method

Participants and design
Seventy-two students (59 female and 13 male) at Cardiff University participated in the study for course credit. All were non-musicians (fewer than three years instrumental/voice tuition and not currently playing an instrument), ranging in age from 18 to 25 years old, with a mean age of 19.7 years. Non-musicians were recruited to avoid meta-knowledge of music in participants. 

Materials

Music stimuli. We selected music designed to elicit distinct emotions from the hands of a single composer to avoid differences in terms of individual musical style. Specifically, the Beethoven Bagatelle (originally for piano) consists of two movements, labelled by the composer “Lustig” (happy) and “Traurig” (sad), respectively. The sheet music is freely available for download on the internet (http://everynote.com/piano.show/100770.note). Only the melody line was used; it was performed on the B-flat clarinet (an instrument that has figured in previous research on performance gestures, see e.g., Wanderley, 2002; Vines et al., 2005; Vines et al., 2006). Not only is it easy to see body movements with this instrument, but it was also straightforward to obscure finger movements through the positioning of a music stand to rule out the possibility of detecting a mismatch between audio and video-track through attention to the performer’s finger movements. 

Video clips. The video clips were recorded and edited with Sony Vegas Movie Studio 9.0. A male final year music student with a long history of performing played both movements in front of a neutral background. The performer wore a neutral coloured top to avoid unwanted influences on participants’ mood. The congruent conditions, labelled operationally “happy” (specifically, MUHappyBMHappy; music happy, body movements happy) and “sad” (MUSadBMSad; music sad, body movements sad) consisted of each movement of the bagatelle performed in its entirety. The MUHappyBMHappy piece was 14 seconds long and the MUSadBMSad movement was 28 seconds long. From these recordings, the incongruent clips were created by splitting visual and audio tracks, taking care to match the clarinettist’s breaths with logical breathing points within the audio track, and repeating visual material to match the length of the audio recording.
  The resulting incongruent MUHappyBMSad video clip was 13 seconds long and the MUSadBMHappy video clip was 29 seconds long; they were thus well-matched to the congruent clips in length.
 The video clips are available online: http://www.bbk.ac.uk/psychology/videos/UHahn/musicstudy/ 

Perceived and felt emotions. Previous research has emphasised the difference between perceived and felt emotions. Specifically, Zentner, Grandjean, and Scherer (2008) claimed that negative emotions are more often perceived than felt. We used Zentner et al.’s (2008) Geneva Emotional Music Scale (GEMS), which provides a taxonomy based on a set of emotion terms specifically geared towards the music domain. This scale is sensitive to nuances of emotions that can be experienced in music without involving action tendencies. The 33-item short version was used because it was derived from a study using only classical samples of music as in the present study. All 33 items were rated on a scale ranging from 1 (not at all) to 5 (very much). Four items were selected to measure the happy or sad quality of perceived and felt emotions: ‘joyful’, ‘amused’, ‘sad’, and ‘tearful’. Crucially, the remaining 29 items of the scale were used as filler items to distract from the purpose of the experiment and avoid task demands. 

Two sets of instructions were given to participants for the rating of felt and perceived emotions: 

(1) Instructions for completing the felt emotions questionnaire: 

When providing your ratings, please describe how the music performance you watch and listen to makes you feel (e.g., this performance makes me feel sad). Do not describe the performance (e.g., this performance is sad) or what the performance may be expressive of (e.g., this performance expresses joy). Bear in mind that a performance can make you feel sad without being or sounding sad. 

Please rate the intensity with which you felt each of the following feelings on a scale ranging from 1 (not at all) to 5 (very much).

(2) Instructions for completing the perceived emotions questionnaire: 

When providing your ratings, please describe the performance (e.g., this performance is sad) or what the performance may be expressive of (e.g., this performance expresses joy). Please do not describe how the performance you watch and listen to makes you feel (e.g., this performance makes me feel sad). Bear in mind that a performance can be sad or can sound sad without making you feel sad. 

Please rate the intensity with which you perceived each of the following feelings to be present in the performance on a scale ranging from 1 (not at all) to 5 (very much).

Questionnaires were administered to participants in a paper-and-pencil format. In addition to the GEMS, participants were asked “Do you play an instrument/ do you sing?”, “If yes, which instrument/voice type?” and “How many years of tuition?”
Procedure

Participants were randomly allocated to one of the four conditions, defined by the four recordings.  Participants were instructed that the experiment would involve watching two short video clips and then filling out two questionnaires. They first saw the video clip pertaining to the condition they had been randomly assigned to. Subsequently, they were instructed to complete the first questionnaire (either felt or perceived). They were then shown the same video clip again and afterwards filled out the second questionnaire before they were thanked and debriefed. Ratings of perceived and felt emotion were obtained in counterbalanced order. The entire experiment took approximately 10 minutes.

Results

Sad items (sad, tearful) were reverse-scored for all further analyses. Cronbach’s alpha for the four critical items was good with α = .72 for felt emotions and α = .74 for perceived emotions. Therefore, the items were averaged into overall scores for felt and perceived emotions, with higher scores indicating higher levels of happiness. Felt and perceived emotions were highly correlated, r  = .74, p < .001. The results by condition are displayed in Figure 1. 

A 2 (happy music, sad music) × 2 (happy body movements, sad body movements) Analysis of Variance was carried out separately for felt and perceived emotions. The findings, however, are directly parallel for both. There were main effects of both auditory material (perceived emotion, F (1, 68) = 23.67, p < .001, partial η²  = .26 ; felt emotion, F (1, 68) = 12.37, p = .001, partial η²  = .15) and body movement (perceived emotion, F (1, 68) = 13.22, p = .001, partial η²  = .16; felt emotion, F (1, 68) = 3.86, p = .054, partial η² = .05). There was also a significant interaction between musical material and body movement (perceived emotion, F (1, 68) = 6.82, p = .011, partial η²  = .09; felt emotion, F (1, 68) = 5.86, p = .018, partial η² = ..08). 

Simple effects tests showed that there were significant differences between the congruent and incongruent ‘sad’ music clips (perceived emotion, F (1, 68) = 19.51, p < .001, partial η²  = .22; felt emotion F (1, 68) = 9.62, p = .003, partial η² = .12) such that ‘sad’ music was perceived as significantly less happy when paired with ‘sad’ body movements than when paired with happy movements. There were no significant differences between the congruent and incongruent ‘happy’ music clips (perceived emotion, F (1, 68) = 0.52, p = .470, partial η² = .01; felt emotion, F (1, 68) = 0.10, p = .748, partial η² = .00).  

Additional analyses were carried out with the 29 filler items to establish whether the findings were specific to the happiness scale. Using a corrected significance level of .002 (.05 / 29), no significant interactions of music and body movements were found on any of the filler items.

Discussion


The results of this study demonstrate that both musical material (auditory information) and body movements (visual information) determine which emotions are felt and perceived by observers of a recorded music performance. Specifically, the emotional impact of the ‘sad’ musical material changed as a function of the body movements it was paired with. In the condition where ‘sad’ music was paired with ‘happy’ body movements, felt and perceived emotional responses were significantly more happy than when ‘sad’ music was paired with the body movements that actually underlay its original performance. Crucially, this effect was not simply one of incongruity whereby a mismatch in audio and visual information might have elicited less clear emotions reflecting some kind of ‘oddity’ or ‘dilution’ effect. In fact, ratings for perceived and felt emotions in the ‘sad’ mismatch condition were further from the ambivalent mid point of the scale than in the ‘sad’ congruent condition. These results thus testify to the importance of seemingly extraneous visual information in generating emotional responses to music. 


At the same time, the results point also to potential limits on the impact of the visual channel. The musical material of our ‘happy’ condition elicited high happiness ratings regardless of whether the accompanying visual information was emotionally congruent or not. In other words, it seems from our results that visual information may be insufficient to override the musical content altogether. Rather, body movements may serve to disambiguate or accentuate musical material that is emotionally ambiguous. This could be a function of the specific musical example we used, but research by Fritz et al.(2009) suggests there may be more general differences in terms of ambiguity between ‘happy’ and ‘sad’ music. Further work, replicating the current findings as well as studying other emotions (for example, fearfulness or peacefulness, e.g., Khalfa et al, 2002) is required to clarify this further. 

Such work could seek to elucidate whether in the context of music the importance of one modality relative to the other is modified, in general, by the degree of reduction in uncertainty it affords, as has been suggested in other cross-modal contexts (e.g., Driver & Spence, 2000). In this context, it may also be the case that the musical characteristics associated with positive emotions (e.g., major mode and fast tempo) generally provoke more unambiguous responses than do those associated with negative emotions such as ‘sadness’ or ‘fear’ (Fritz et al., 2009). 


In this vein, it seems important to explore these issues across a range of musical genres and musical cultures (Scherer & Zentner, 2001). However, fully understanding the nature of music and its performance should include assessing the potential influence of performers’ felt emotions (Van Zijl & Luck, 2013) on listeners’ emotional responses, as well as the role of audiences and how our perception of other listeners may shape our musical experience. In all of this, the methodological tool of placing auditory and visual information in contrast promises to be of prime importance. 
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� Participants were asked at debriefing whether they had noticed anything unusual about the videos to check that the incongruent performances were believable. None of the participants reported anything unusual (e.g., the looping) having attracted their attention while watching the clips. As we employed a between-subjects design, participants could not compare congruent and incongruent clips.


� The differences in video length were not problematic given that for each clip we were interested in differences between congruent and incongruent conditions. MUHappyBMHappy (14 seconds) was compared with MUHappyBMSad (13 seconds), and MUSadBMSad (28 seconds) was compared with MUSadBMHappy (29 seconds).






