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Abstract 

Background: Streptococcus pyogenes is an important human pathogen responsible 

for clinical manifestations ranging from mild superficial infections such as 

pharyngitis to serious invasive infections such as necrotising fasciitis and sepsis. The 

drivers of these different disease phenotypes are not known. The M surface protein 

encoded by the emm gene is used to type GAS isolates and is used as an 

epidemiological marker; over 230 emm types have been described to date. Using in 

vitro and in vivo models of GAS infection the aim of this thesis was to consider the 

different pathogenic mechanisms GAS employs to cause serious acute infection, 

host-immune evasion and chronic infection.  

 

Methods: In vitro characteristics such as susceptibility to opsonophagocytosis, 

complement deposition, and whole blood survival were characterised for a range of 

emm types across outbreak and non-outbreak isolates. These findings were translated 

to murine infection models of GAS. The role of streptolysin in determining disease 

outcome in vivo was investigated, by using two different clinical lineages: the 

emergent hypervirulent outbreak emm type 32.2 isolates including the development 

of an isogenic deletion mutant of streptolysin, that result in sepsis, and the emm type 

1.0 isolates that cause septic arthritis. Finally, the local host immune response in the 

knee joints during arthritic GAS infection was characterised using flow cytometry 

and cytokine quantification. 

 

Results: The emm32.2 isolate was able to resist opsonophagocytosis, survive in 

whole blood, produce large quantities of highly haemolytic SLO and result in the 

rapid development of sepsis in the murine infection models. By contrast, the emm1.0 

isolate was susceptible to opsonophagocytosis, was not able to survive in whole 

blood and produced lower levels of SLO which led to translocation of bacteria to the 

joints. Importantly, sepsis associated strains that were attenuated by deletion or 

inhibition of SLO also translocated to the joint, confirming the key role of SLO in 

determining infection niche. The characterisation of the immune response in the joint 

during infection showed a highly pro-inflammatory immune response with an influx 

of neutrophils, macrophages, and associated cytokines early in the infection which 

may ultimately contribute to the severe joint damage caused during GAS septic 

arthritis. 

 

Conclusion: The findings throughout this thesis have implications for the future of 

vaccine design and therapeutics for GAS. By understanding the mechanisms of 

infection, the varying virulence characteristics and the proceeding host response it 

provides a foundation with which to target specific bacterial and host proteins. 
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2 

1.1 Background of GAS infections 

The clinical importance of Streptococci was first highlighted in 1879 when Louis 

Pasteur isolated the organism from the uterus and blood of women with puerperal 

fever [1, 2]. Friedrich Julius Rosenbach then later refined the name streptococcus; he 

examined isolates from suppurative lesions and named the species Streptococcus 

pyogenes (Gr., pyo, pus, and genes, forming) [1]. Streptococcus pyogenes also 

known as group A Streptococcus (GAS) is one of the most phenotypically diverse of 

any human pathogen, and has a varied range of clinical manifestations [3]. GAS 

causes mild superficial infections such as pharyngitis and more severe invasive 

infections such as necrotising fasciitis and sepsis [3]. In addition to this, repeated 

GAS infection can also lead to autoimmune diseases including acute rheumatic fever, 

and rheumatic heart disease [3]. 

 

1.1.1 Bacteriology 

GAS is a Gram-positive, non-motile, non-sporeforming cocci that occur in pairs or 

chains [4] (Figure 1). It is -haemolytic when grown on agar enriched with 5% horse 

blood. Prominent microbiologist Rebecca Lancefield introduced the initial 

classification of GAS based on specific group A carbohydrates on the cell wall [5]. 

The group A carbohydrate is made up of a polyrhamnose core with an 

immunodominant N-acetylglucosamine (GlcNAc) side chain [6]. This has been 

important in the development of rapid diagnostic tests in the laboratory and for use in 

the clinic [7]. The rapid latex agglutination test is based on latex beads coated with 

antibodies that react with the specific carbohydrate antigens on the cell wall of 

streptococci species. If the carbohydrate antigen is present, the latex beads clump 

providing a visual positive result that enables subsequent typing into streptococcal 
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groups A, B, C, D, F and G from primary culture plates [8]. The Streptococcal M 

protein may also be used to determine GAS serotypes [9]. The M protein is coded by 

the emm gene and through advancements in sequencing technology can be used as an 

epidemiological marker to identify GAS isolates [10]. Over 200 emm types have 

been identified, and although a large number there is a distinct prevalence in the 

distribution of serotypes [11, 12]. Steer et al., analysed the global distribution of 

emm types and found that emm type 1.0 is the most common globally, and this emm 

type has also been found to be more likely in invasive infections [10, 12]. 

Importantly, it was also found that there were significant differences in emm-type 

distribution between high-income countries and lower and middle-income countries 

(LMICs) throughout Africa and the Pacific [12]. The reasons for the contrasting 

epidemiology is not fully understood [12].  

 

 

 

 

 

 

 

 

 

Figure 1 – Diagram of GAS with associated cell wall and excretory proteins. 

GAS is encapsulated by a hyaluronic acid capsule and has several other important 

cell wall associated proteins including the M protein. GAS also has an array of 

important secretory proteins which are key in establishing infection and evading the 

host response. Adapted from [Alila Medical Image].  
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GAS has a genome size of approximately 1.8 to 1.9 Mb, with five to six highly 

conserved rRNA operons, and a core group of virulence genes [13-15]. GAS has a 

pan-genome comprised of 3,451 with 1,221 constituting the core genome (present in 

≥99% of 118 isolates [16-19]. All GAS isolates are polylysogenic, containing 

multiple prophages or prophage-like elements [16-18]. Many prophages encode one 

or two virulence factors such as DNAses, pyrogenic superantigens or adhesins [13]. 

 

1.2 Clinical manifestations 

There are a broad range of GAS related diseases across a clinical spectrum of both 

benign and serious infections which include pharyngitis, impetigo, cellulitis, scarlet 

fever, bacteraemia, pneumonia, streptococcal toxic shock syndrome (STSS) and 

necrotizing fasciitis [3] (Figure 2). Also, GAS infection can trigger serious post 

infectious immune-mediated disorders, including acute post streptococcal 

glomerulonephritis (APSGN), acute rheumatic fever (ARF), and rheumatic heart 

disease (RHD) [3]. 
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Figure 2 – Range of group A Streptococcal diseases. 

GAS infections range in both seriousness of clinical phenotype (x-axis) and 

(invasiveness y-axis). Within both parameters there are differences in frequency of 

infection types. 

 

1.2.1 Asymptomatic carriage  

Asymptomatic carriage of GAS was first identified during outbreaks of GAS 

infection, where numerous individuals were found to be harbouring GAS in the 

pharynx yet were asymptomatic [20, 21]. The classical features of carriage can be 

defined as the confirmed presence of GAS in the posterior pharynx, with no signs or 

symptoms of acute infection and an absence of serological antibody rise after serial 

blood testing [22-24]. A large meta-analysis of studies reporting GAS infection, 

found that in children who lacked clinical symptoms, GAS was detected in the 

pharynx 12% of the time [25]. The study also found that the prevalence of GAS in 
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children who presented with a sore throat was 37% [25]. Asymptomatic carriage of 

GAS ranges from 8-40% in the school aged population [21]. 

 

There have been several theories proposed as to how GAS is asymptomatically 

carried. The first hypothesis is based on the idea that the normal bacterial flora of the 

pharynx produces -lactamase that shields GAS from the effects of penicillin [26, 

27]. These studies showed that the predominant bacteria isolated from around one-

third of patients were Bacteroides melaninogenicus, Bacteroides oralis, Bacteroides 

ruminicola, and Staphylococcus aureus [24]. Further studies have supported this 

theory where there have been higher eradication rates of GAS when -lactamase 

producing organisms harbouring in the pharynx have first been cleared by 

antimicrobials [28, 29]. GAS has been found to internalise into cell types such as 

epithelial cells and macrophages during acute invasive infections, thereby explaining 

why GAS persists even after prolonged intravenous antibiotic treatment [30-32]. In 

addition to this, penicillins which are frequently used to treat GAS infections are 

unable to penetrate host cell membranes [33]. 

 

The ability of GAS to be transmitted by carriers is somewhat inconclusive, as it is 

generally regarded that although infection from carriers can occur it is substantially 

less likely than transmission from a person with an active infection [21]. GAS 

carriers may play some role in providing a reservoir for invasive infection. A case 

control study looking at risk factors for paediatric invasive disease found that 

invasive infection was related to other children living in the home [34]. In addition to 

this, the study of an outbreak found an increase in the carriage of invasive GAS 

strains among school-aged children [35]. Carriage of GAS may also have some role 
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in perpetuating invasive infection, a study by Medina et al., found that increased 

intracellular survival may have some effects on bacterial virulence [36]. The study 

showed how GAS could be transported around the body after ingestion by 

neutrophils [36]. This and similar work may be able to explain how necrotizing 

fasciitis occurs when there is no entry wound or trauma for GAS to invade [37].  

 

1.2.2 Pharyngitis and scarlet fever 

Pharyngitis, an infection of the throat, is the most common clinical manifestation of 

GAS infection [38]. GAS is the causative agent of up to 40% of overall pharyngitis 

cases in children and 15% of adult cases [25, 39, 40]. The initial presentation of 

pharyngitis begins with an abrupt onset of fever and sore throat. Complications with 

GAS pharyngitis can result from direct extension of infection to other adjacent 

structures or by haematogenous spread to other sites in the body [38]. Severe 

complications can include otitis media, bacteraemia, pneumonia and meningitis [3]. 

There is also the risk of further inflammatory complications after the acute infection; 

these include acute rheumatic fever and post-streptococcal glomerulonephritis [39]. 

GAS pharyngitis is self-limiting, however antibiotic treatment is justified to shorten 

the duration of the infection and to prevent post infection syndromes like rheumatic 

fever [39, 41]. Penicillin is the main course of treatment, and most clinical isolates 

causative of pharyngitis have remained susceptible to penicillin [38]. 

 

Scarlet fever is a clinical syndrome of GAS, which is characterised by a rash 

alongside a GAS infection, which is most commonly pharyngitis [39]. The rash is 

made up of minute papules, resulting in a distinctive sandpaper feel to the skin [39]. 

Many studies have implicated the role of toxins in the pathogenesis of scarlet fever, 
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and more specifically a group of related streptococcal pyrogenic exotoxins (SPEs); 

SpeA, SpeC and SSA, are associated with outbreaks of scarlet fever [42-45]. There 

has been a recent resurgence of scarlet fever cases in the UK [46]. The reasons 

behind the resurgence are largely unexplained and investigations into the possible 

causes have largely focused on the potential expansion of a single clonal lineage or a 

genetic element which renders the population more susceptible [46]. Other 

hypotheses include a return to natural cyclical patterns of disease, up until the 

widespread use of antibiotics in the 1960’s there were more frequent scarlet fever 

outbreaks [46].  

 

1.2.3 Severe group A Streptococcal infections 

Severe GAS infections affect 663000 people per year globally and are associated 

with a diversity of invasive diseases such as life-threatening bacteraemia, 

pneumonia, necrotizing fasciitis, myonecrosis and streptococcal Toxic Shock 

Syndrome (STSS) [47]. This is largely due to the ability of GAS to breach epithelial 

barriers, primarily in the lung and skin [3]. The mortality rate for invasive infection 

ranges from 8-23% within 7 days [48-50]. This increases to 23-81% in cases where 

the patient develops STSS post infection [3, 48, 49]. During the past decade there has 

been an increase in the number of cases of severe GAS infections [51, 52]. Prompt 

antimicrobial therapy with high-dose penicillin and clindamycin is required and in 

the case of necrotizing fasciitis surgical clearance of infected tissue is also required 

[53]. 
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1.2.4 Septic arthritis 

Septic arthritis is an inflammatory disease of the joints which primarily affects 

children under 15 or adults over 55 years of age with an estimated incidence of 

around 6 cases per 100,000 persons per year [54]. GAS is isolated in up to 20% of 

septic arthritis cases and is the second most common cause of infectious arthritis 

after Staphylococcus aureus [55-58]. The joints become infected when the bacteria 

enter the synovium. GAS can enter the joints by the following routes: (1) 

Haematogenously, with the consequent clumping of the bacteria in the synovial 

capillaries; (2) infected contagious foci; (3) neighbouring soft tissue sepsis; and (4) 

by direct inoculation due to trauma or during joint surgery (Figure 3) [59].  

 

 

 

 

 

 

 

 

 

 

 

Figure 3 – Routes of bacterial infection in the joint, adapted from [60]. 

Bacteria can enter the joint through a number of routes: (1) Haematogenous spread; 

(2) from neighbouring infected tissue; (3) as a consequence of infection in the bone; 

(4) due to trauma; (5) or during invasive treatment/diagnostics [60].  
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The joints have several features that promote/enhance bacterial adherence and 

colonisation. The synovium is highly vascularised with no limiting basement plate 

which allows easy access by bacteria, and once the bacteria are able to colonise the 

joint the low fluid shear conditions enhance bacterial adherence and invasion [56, 

59]. In addition, the production of host matrix proteins may facilitate the attachment 

of bacteria in the joint [61]. Joint destruction usually begins at the cartilage-

synovium junction, with pannus formation and then cartilage and bone destruction 

[54]. Prompt antimicrobial therapy and removal of purulent material via needle 

aspiration is required for successful management [54, 59]. 

 

1.2.5 Post-streptococcal disorders 

GAS infection may result in a number of post immune sequelae, which include acute 

rheumatic heart fever/ rheumatic heart disease (ARF/RHD), acute poststreptococcal 

glomerulonephritis (APSGN), and paediatric autoimmune neuropsychiatric disorders 

[62]. Most cases of rheumatic fever follow another GAS infection, commonly 

pharyngitis [62, 63]. A correct diagnosis requires the presence of elevated antibodies 

to anti-streptolysin O over normal levels and a positive throat culture for GAS [62, 

63]. Post immune sequelae often occurs in children and adolescents and there has 

been a resurgence in the number of reported cases, as seen with other types of GAS 

infections over the past 30 years [3, 63-65]. There has been no link found between 

emm types and the outcome of ARF and RHD [3]. ARF and RHD occur due to 

autoimmune mechanisms related to molecular mimicry i.e. the production of 

antibodies that recognise both the host and microbial antigens [66]. Molecular 

mimicry has been shown to initiate and potentiate the development of symptoms 

associated with ARF and RHD [66]. GAS also has a large repertoire of antigens and 
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superantigens that are able to stimulate B and T cell responses to auto-antigens [67-

70]. APSGN is due to the formation of immune-complexes in the kidney, which 

result in symptoms such as oedema and decreased levels of complement components 

in the serum. ASPGN is commonly associated with emm types 1, 4, 12, 49, 55, 57, 

and 60 [3]. Some studies have shown that GAS infection is temporally associated 

with obsessive-compulsive disorder and Tourettes’s syndrome traits, termed 

paediatric autoimmune neuropsychiatric disorders [3, 66]. This area of research has 

gained more attention recently and some studies have highlighted the potential for 

anti-neuronal antibodies [3]. Vaccine development however, remains to be the main 

focus for reducing the number of cases of post GAS infections [63].  

 

1.3 Therapeutic approaches 

Treatment options vary slightly for the different types of the diseases caused by GAS 

but in general antimicrobial therapy is needed in almost all cases [71]. Although 

GAS pharyngitis is self-limiting, antibiotic treatment is still recommended for 

individuals with symptomatic pharyngitis where GAS has been confirmed as the 

causative agent [3]. Most advisory groups recommend penicillin as the treatment 

choice for GAS pharyngitis, because of its narrow spectrum and because GAS has 

remained remarkably susceptible to -lactam antibiotics [3]. First-generation 

cephalosporins are acceptable in people who are allergic to penicillin. In patients that 

have GAS bacteraemia or STSS, penicillin G is administered intravenously (i.v.) (3 

to 4 million units i.v. every 4 h) plus clindamycin (600 to 900 mg i.v. every 6 to 8 h) 

for 10 to 14 days [72]. For cases of necrotising fasciitis prompt surgical exploration 

and often debridement or fasciotomy is required alongside antibiotic therapy [53].  
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1.4 Vaccines 

Research into producing a safe and effective vaccine to prevent GAS infections has 

been ongoing for several decades [73]. There has been strong evidence to show that 

natural infection with GAS results in protective immunity, with this being ascribed to 

the accumulation of protective antibodies most commonly against type-specific 

regions of the M protein or other conserved antigens [74]. Early studies in the 1970’s 

by Fox et al., showed that volunteers immunised with purified M protein 

preparations showed some level of protection during subsequent challenge infections 

[75, 76]. However, others have argued that repeated GAS infections raise antibodies 

against conserved antigens, which may explain the immunity acquired by adults [74]. 

One of the limiting factors of GAS vaccine development is due to the major concern 

that GAS vaccine antigens may contain autoimmune epitopes that could trigger ARF 

[77]. Another impediment, is due to the complexity of the molecular epidemiology of 

GAS with geographic differences in the prevalence and burden of specific diseases 

and emm types [74, 78]. 

 

GAS vaccines can be divided into M protein-based and non-M protein-based 

vaccines. The vaccines that have entered clinical investigation are the N-terminal M 

protein-based multivalent vaccines (26-valent and 30-valent vaccines) and conserved 

M protein vaccines (the J8 vaccine and the StreptInCor vaccine) [77, 79]. There are a 

variety of other vaccine candidates that are at various stages of development (Table 

1). 
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Table 1 – Current vaccine candidates for group A Streptococcus 

Vaccine candidates are grouped as non-M protein vaccines, Type-specific M protein 

vaccines-N-terminus based and M protein vaccines-conserved C-repeat based. 

 

Antigen 
 

Advantages 
 

Disadvantages 
 

Stage 
 

Non-M protein Vaccine 

Group A 

Carbohydrate 

[80] 

Highly conserved and 

prevents colonisation 

Potential trigger of 

autoimmunity 

Preclinical  

C5a peptidase 

[81-83] 

Potential high emm type 

coverage. No 

implication in 

autoimmune side effects 

None reported Preclinical 

 

Type-specific M protein vaccines-N-terminus based 

Hexavalent 

tandem antigen 

[84] 

Protective in humans 

No autoimmunity 

observed 

Low emm type 

coverage 

Successful 

in phase I 

and phase II 

completed 

26-valent 

combination of 

tandem antigens 

(StreptAvax) 

[85, 86] 

Protective in humans 

No autoimmunity 

observed 

Limited emm type 

coverage 

Successful 

in phase I 

and phase II 

completed 

30-valent 

combination of 

tandem antigens 

[87] 

Increased emm type 

coverage 

Limited emm type 

coverage 

Preclinical 

 

M protein vaccines-conserved C-repeat based 

StreptinCor [88-

90] 

Induced cellular and 

humoral responses 

Cross-reaction against 

four non-vaccine M 

types shown 

No autoimmunity 

observed 

Limits of emm type 

coverage unknown 

Preclinical 

P145 and 

derivatives J8 

and J14 [91] 

Human antibodies 

against P145 cross-react 

with different emm types 

Limited emm type 

coverage despite cross-

reactivity 

Preclinical 

Multivalent J14 

[92] 

Broader emm type 

coverage 

Limits of emm type 

coverage not known 

Preclinical 
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1.5 Epidemiology  

1.5.1 Disease burden 

The global burden of disease caused by GAS is not well established [12]. Global 

estimates suggest that there are at least 517,000 deaths each year due to severe GAS 

diseases (acute rheumatic fever, rheumatic heart disease, post-streptococcal 

glomerulonephritis, and invasive infections) [93]. The prevalence of severe GAS 

disease is at least 18.1 million cases, with 1.78 million new cases each year [93]. The 

greatest burden is due to rheumatic heart disease, with a prevalence of at least 15.6 

million cases, with 282 000 new cases and 233 000 deaths each year (Figure 4) [63, 

93].  

 

 

 

Figure 4 - Prevalence of rheumatic heart disease in children aged 5–14 years 

(circles represent indigenous populations) [93] 

Global disease burden of rheumatic heart disease. The circles within Australia and 

New Zealand represent indigenous populations. 
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The burden of invasive GAS diseases (bacteraemia/STSS) globally is high, with at 

least 663,000 new cases and 163,000 deaths each year [47]. In addition, there are 

over 600 million cases of pharyngitis reported annually, the majority of which (550 

million cases) are in developing countries [94]. In European countries, 8% of all GP 

consultations are for pharyngitis, with 15% of school aged children in developed 

countries developing pharyngitis annually, which has a significant impact on the 

economy through loss of school and work days [94]. In LMICs, levels of pharyngitis 

infection in school children are five-to ten-fold higher [95].  

 

1.5.2 Outbreaks 

GAS disease is ordinarily as a consequence of asymptomatic carriage or recent 

acquisition from a close contact, it also has the ability to cause outbreaks [3]. An 

outbreak of GAS is defined when two or more cases of GAS infection occur within 1 

year and are related by person or place, which are of the same emm type [96]. 

Throughout the literature, small-scale localised outbreaks of GAS pharyngitis have 

been described, examples include outbreaks in military training centres due to 

overcrowding and hospital-acquired puerperal sepsis outbreaks [97, 98]. Large-scale 

outbreaks also occur through the emergence of dominant clones [99, 100]. The 

increase in invasive GAS disease burden since the 1980’s has been closely correlated 

with the emergence of the M1T1 clone, which has disseminated globally and now 

accounts for the majority of clinical isolates in developed regions [3, 99, 100]. Since 

2011, there has been an increase in the number of scarlet fever cases in Hong Kong 

(>10 fold increase in incidence) and the Chinese Military of Health reported a 

combined 110,000 cases of scarlet fever in 2011 to 2012 [101, 102]. The reason for 



16 

this surge is unclear, however recent studies have suggested that toxin acquisition 

and multi-drug resistance might have contributed [3, 101]. 

 

1.5.3 Molecular epidemiology 

Studies of molecular epidemiology of GAS have progressed from the study of single 

genes to population-based genomic comparisons [103]. There have been many large 

scale emm-typing surveillance studies undertaken over the last decade in almost all 

global regions, which have shown that the epidemiology of GAS differs significantly 

between developing and developed regions [103]. In developing countries, the emm 

type found is far more diverse than in developed countries [12]. A significant 

percentage of GAS isolates belong to a few emm types in developed countries, most 

notably emm type 1, 3, 12, and 28, which account for around 40% of disease in these 

countries [3]. There are also significant associations of emm types with particular 

disease manifestations. Examples include the association of emm types 1, 3, and 49 

with invasive disease and emm types 2, 4, 6, 12, and 44/61 with superficial disease 

[103]. A recent large-scale analysis of 3,615 genomes by Nasser et al., delineated the 

nature and timing of molecular events that led to the on-going global epidemic 

caused by emm protein 1 (M1) GAS [104]. 
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1.6 Virulence factors 

As an obligate human pathogen, GAS is protected by a multitude of surface bound 

and secreted virulence factors that work not only to protect against host immune 

defences but also contribute directly to host damage (Figure 5) [9, 51, 105-107]. 

 

 

Figure 5 – The range of virulence factors produced by group A Streptococcus 

[3]. 

The collection of virulence factors that GAS expresses in order to bypass the host 

innate immune response. The secreted proteases SpyCEP/ScpC and ScpA degrade 

the chemokines IL-8 and C5a, inhibiting phagocyte recruitment to the site of 

infection. Surface-associated M protein binds Fc domains of Ig and the complement-

regulatory proteins C4BP and factor H to interfere with complement deposition. 

Antimicrobial peptide resistance is mediated by hyaluronic acid capsule. Ig and 

antimicrobial peptides are degraded by SpeB. Secreted Sda1 DNase activity degrades 

NETs. SLS and SLO mediate lysis and apoptosis of neutrophils and macrophages 

[3]. 
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1.6.1 CovR/CovS transcriptional regulator of virulence 

GAS encodes a two-component master of virulence regulator called the control of 

virulence regulator the CovR/S, which controls the transcription of several important 

virulence factors [108]. CovS recognises external signals (elevated Mg2+, 

temperature, low tissue oxygen, salt concentration) and then transduces them to the 

regulator protein CovR, which regulates the expression of several virulence genes 

[108-114]. Analysis of the CovR/S has revealed that it has an effect on transcription 

of up to 15% of all chromosomal genes of GAS [115]. CovR both regulates multiple 

virulence factors that repress the hyaluronic acid capsule operon (hasABC), and 

control the expression of the haemolytic exotoxins streptolysin O (SLO) and 

streptolysin S (SLS), a cysteine protease (SpeB), a neutrophil chemokine inhibiting 

protease (SpyCEP), streptokinase (Ska), an immunoglobulin modifying protein 

(EndoS), and a fibronectin binding protein (Fba) [108, 115, 116]. Several invasive 

clinical isolates have been isolated with mutations in the CovS gene, which in turn 

down regulates an extracellular cysteine protease SpeB, this repression permits other 

virulence factors to be secreted which would normally be cleaved by SpeB [110]. 

Selection for CovS mutants in invasive infection suggests that only GAS isolates 

maximally expressing important virulence factors can survive in these host sites 

[110].  

 

1.6.2  M protein 

The M protein encoded by the emm gene is considered a major determinant of 

virulence for GAS, it is a surface bound protein consisting of long fibrils shaped into 

relatively-conserved C terminal coiled-coil with a hypervariable region on the N-

terminal [15, 117]. There are over 200 known emm types that have been identified by 
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N-terminal hypervariable region sequencing [118]. The M protein was identified by 

Rebecca Lancefield nearly 90 years ago, and since then has become one of the most 

well-defined molecules among the gram-positive virulence factors [117, 118].  

 

The M protein is a highly versatile molecule and is able to bind multiple host 

proteins giving it a varied role in its contribution to pathogenesis [118]. One of the 

important functions of the M protein is to inhibit complement deposition on the 

bacterial surface protecting the bacteria from phagocytosis [119]. Different M 

proteins have developed different anti-complement strategies, highlighting the 

importance of this for the survival of GAS [120]. A more passive evasion of 

complement-mediated phagocytosis is achieved through the binding of the M protein 

to fibrinogen and albumin [118]. The binding of fibrinogen to the M protein also has 

an effect on inflammation through the activation of neutrophils and consequently 

inducing vascular leakage [118, 121]. The M protein has also been linked to multiple 

roles in adhesion and invasion of different host cells, with emm type being linked to 

specificity of cell type [122]. 
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1.6.3 Hyaluronic acid capsule 

Since its discovery it has been well documented that GAS produces colonies of a 

mucoid/matte phenotype (Figure 6) [123-125].  

 

 

 

 

 

 

 

 

 

Figure 6 – Colonies of group A Streptococcus grown on 5% blood agar 

 

The mucoid phenotype was later characterised as hyaluronic acid, a linear polymer 

of N-acetylglucosamine and glucuronic acid with a high molecular mass that is 

almost identical to hyaluronic acid found in the extracellular matrix of humans [123, 

126]. Hyaloronic acid is synthesised by the hasA/B/C operon, which is highly 

conserved among strains of GAS that have a capsule [123, 127]. Although the 

operon is conserved there is a large amount of variation in production of the capsule 

between GAS isolates [123, 126]. The CovR/S two component regulatory system is 

responsible for regulation of the has operon in response to environmental signals 

[123].  
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Early studies on the capsule found an association between virulence and capsule 

production and this is supported by subsequent epidemiological analysis [128, 129]. 

More recent work involving targeted deletions of the hasA gene found that there was 

reduced virulence in systemic infection models and airway challenge models in mice 

[130, 131]. Capsule-deficient mutants are more susceptible to complement-mediated 

phagocytosis; this increase in resistance to phagocytosis is believed to be the major 

mechanism by which the capsule increases pathogenicity [132]. 

 

1.6.4 Secreted extracellular virulence factors 

GAS produces a wide variety of extracellular products, many of which are secreted 

proteins that are considered to be virulence factors. The total number of these 

potential virulence factors far exceeds that of many other pathogens [3].  

 

Streptokinase  

Streptokinase (Ska) is a single-chain 414 amino acid protein secreted by GAS as well 

as group C and G Streptococci [133, 134]. Ska non-enzymatically converts inactive 

plasminogen, a key component of the fibrinolytic system, to produce proteolytically 

active plasmin [135]. The generation of active plasmin at the infection site is thought 

to lead to activation of host matrix metalloproteinases leading to fibrinolysis and 

degradation of the extracellular matrix, this could provide a mechanism by which 

GAS can spread from the initial site of infection [133, 135]. In addition to this, Ska 

has also been shown to activate the complement cascade, which may play a role in 

post-infectious diseases [133]. Expression of Ska is under tight negative control by 

the CovRS regulatory system, with phosphorylated CovR repressing the expression 

of Ska [3]. 
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Cysteine proteinase 

SpeB, also known as streptococcal pyrogenic erythrogenic toxin B, is produced as an 

inactive zymogen that must undergo autocatalytic cleavage, followed by loss of a 

cysteine residue to become active [133]. Although SpeB is one of the most studied 

virulence factors of GAS, its multiple roles in pathogenicity are not well understood 

[136]. SpeB has a broad specificity and is able to degrade host proteins like 

cytokines and complement components, as well as some GAS proteins such as SLO 

and DNase [137]. A key role of SpeB in invasive infections may be its ability to 

enhance bacterial spread through degradation of the tissue and further dissemination 

of other virulence factors throughout intracellular spaces [138]. There have been a 

number of studies that have proposed that SpeB has a modulating effect on the host 

response both in inducing inflammation and also having anti-inflammatory 

properties [133, 139]. SpeB has shown to inhibit neutrophil infiltration to the site of 

infection whilst also preventing degradation of neutrophil traps, and it both activates 

and inhibits complement activation [137, 140]. The control of SpeB is highly 

complex, and is managed through both environmental indicators and intrinsic 

regulators including the protease B regulator (RopB), the multiple gene regulator 

protein (Mga) and the CovR/S regulatory system [3, 109, 133]. 
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Streptolysin O 

The haemolysin SLO (69 KDa) is well established as having cell and tissue 

destructive activity, and is part of the family of cholesterol dependent cytotoxins that 

also includes perfringolysin, pneumolysin, and listeriolysin O [141-143]. SLO is 571 

residues in length, however 70 residues are cleaved from the N-terminus before the 

protein is secreted, these 70 residues have been shown to have no effect on toxin 

activity [144]. The molecule is composed of four discontinuous domains and is rich 

in β-sheets (Figure 7) [144].  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7– Predicted three-dimensional structure of Streptolysin.  

The image shows a ribbon representation of the water-soluble SLO monomer lacking 

the first unfolded 71 amino acids in two orientations rotated 180° relative to each 

other [145].  
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SLO is a highly conserved protein secreted by nearly all clinical isolates of GAS, and 

acts against a wide number of eukaryotic cell types including macrophages, 

neutrophils, and erythrocytes, by interacting with cholesterol in target cell 

membranes to form pores, with sufficiently high doses of SLO resulting in complete 

cell lysis [145-148]. Pore formation by SLO follows a series of steps. Firstly, soluble 

monomeric SLO binds to cholesterol-containing membranes. Once toxin is bound, 

ring shaped oligomers form and lipids are removed from within the ‘pre-pore’ ring 

and once the pore complex is formed, cell lysis occurs (Figure 8) [149]. 

 

 

 

 

 

 

 

 

 

Figure 8 – Generalized mechanism of pore formation by streptolysin. 

Soluble Streptolysin binds to cholesterol containing membranes, which leads to 

oligomerization and insertion of an aqueous pore into the plasma membrane. 

Adapted from [150]. 
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SLO is produced alongside another streptococcal product the NAD-glycohydrolase 

(nga) which is transferred into the cytoplasm of host cells, the delivery of NADase 

results in major changes in the cell which enhances pathogenicity and intracellular 

survival [151]. SLO has a number of other biological effects on the host that act at 

different stages throughout infection, such as its ability to cause hyper-stimulation 

and cell-meditated apoptosis of host immune cells such as neutrophils [152, 153].  

 

Although most GAS isolates encode the gene for SLO, the production of SLO is 

tightly regulated, as shown in studies that have seen variation in cytotoxicity within 

and between emm types [154]. Early studies with SLO demonstrated that the purified 

toxin was lethal to mice and rabbits when injected intravenously, mainly due to 

cardiotoxicity [155]. More recently, there have been studies to assess the effects of 

biologically relevant concentrations of SLO in in vivo models. Limbago et al., found 

that SLO-deficient GAS resulted in attenuated skin infections and similarly Zhu et 

al., reported a reduction in virulence when using SLO-deficient GAS in an invasive 

wound infection model [156, 157]. 
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Streptolysin S 

Streptolysin S (SLS) is another haemolysin produced by GAS. SLS is an oxygen 

stable cytotoxin that forms hydrophilic pores in a variety of cell types [147]. SLS can 

also form pores in sub-cellular organelles [133, 147]. SLS has been shown to 

contribute to the pathogenicity of GAS through cellular cytotoxicity, activation of the 

inflammatory response and inhibition of phagocytosis. Like SLO, SLS-deficient 

mutants have shown a decrease in virulence in in vitro and in vivo studies [133]. 

Although this is the case recent studies have shown that naturally occurring mutants 

of SLS are still capable of causing severe soft tissue infections and pharyngitis [158]. 

 

Serine Proteinase  

The serine proteinase SpyCEP, is a proteolytic enzyme that cleaves and inactivates 

neutrophil chemokines [133]. A range of pathogenic streptococci produce homologs 

of SpyCEP suggesting that it could have more than one role in pathogenicity [133]. 

Although SpyCEP deficient mutant studies have shown varying results, it has been 

demonstrated that SpyCEP reduces bacterial clearance and allows bacterial 

dissemination in systemic infection [159]. SpyCEP is believed to be under control by 

the CovR/CovS two-component regulatory system [160]. 
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DNases 

GAS encodes up to four DNases (SdaD2, Sda1, SpdI1, SdaB) which are secreted as 

extracellular products, and are considered to be major contributors to virulence 

[133]. Arguably the most important for virulence being the bacteriophage-encoded 

SdaD2, a potent DNase produced by the M1T1 globally disseminated clone [104]. 

SdaD2 has the ability to protect GAS from neutrophils through the degradation of 

neutrophil extracellular traps [161].  

 

Streptococcal inhibitor of complement  

Streptococcal inhibitor of complement (SIC) is a 31 kDa protein found in emm type 

1.0 strains of GAS [133]. SIC interferes with complement-mediated lysis by 

inhibiting the formation of the membrane attack complex. In vivo studies in a sepsis 

model have found that SIC enhances bacterial dissemination and promotes bacterial 

proliferation in the blood [162]. In addition, SIC also plays a role in adherence and 

colonisation interrupting host cells ability to effectively clear the bacteria [163]. 

 

Superoxide dismutase 

Superoxide dismutase (SodA) is a metalloprotein that converts superoxide anions to 

oxygen and hydrogen peroxide. SodA plays a major role in detoxifying oxidative 

bursts produced by the host response [133]. 
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1.6.5 Superantigens 

Superantigens (SAgs) are a group of extracellular protein toxins produced by a small 

number of bacterial species and some viruses [164-166]. The main distinguishing 

feature of SAgs is their ability to simultaneously bind to the major histocompatibility 

complex (MHC) class II on antigen presenting cells and the T cell receptor on T cells 

[164]. SAgs are able to attach to MHC class II in a number of different ways, that 

can be peptide dependent, peptide independent or a combination [164, 167]. By 

establishing stable binding efficiency, a small amount of SAg is needed to cause vast 

amplification of T-cell signalling [105]. The super antigen-MHC complex interacts 

with the T cell outside of the recognition site of antigenic peptides [164]. SAgs 

interact with the variable (V) part of the beta chain of the TCR [168]. The human 

genome encodes around 50 TCR V beta elements, and super antigens are estimated 

to be able to activate up to 20% of the T cell pool [54]. The SAg SpeA has been 

shown to stimulate V beta 2, 4, 8, 12 , 14, 15 [165, 168]. The streptococcal SAgs Spe 

A, Spe H, Spe I, and SSA are more closely related to the staphylococcal SAgs than 

any other streptococcal SAg [165]. All SAgs were derived from a common ancestor, 

genes for these toxins are all located on mobile genetic elements so it is assumed 

they arose through horizontal gene transfer from S. aureus [165]. SAgs are thought 

to be involved in a number of GAS diseases [169]. In particular the SpeA gene was 

found in a high percentage (40-90%) of isolates associated with invasive disease and 

only a small number (15-20%) of those isolates from non-invasive disease [170]. A 

recent study looking at the M1T1 strain showed that the acquisition of SpeA was an 

important step in the evolution of hyper virulence [104]. 
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1.7 Host response to severe group A Streptococcal infections 

The development/refinement of effective and safe vaccines and therapeutics against 

GAS lies heavily on the knowledge about the immune systems response to combat 

GAS infection [171]. In recent years there has been a large contribution of studies on 

the basic principles of GAS innate and adaptive immune defences, and more research 

has focused on dissecting the individual immune components involved. 

 

1.7.1 Innate immune cells in defence against GAS 

Upon detection of GAS in the host, the immune system launches a complex response 

which, initially depends on the recruitment and fine activation of neutrophils, 

macrophages, and dendritic cells (DCs) [172-174]. The innate immune response is 

activated through the interaction of pattern recognition receptors (PRRs) with GAS-

derived pathogen associated molecular patterns (PAMPs), such as GAS-derived 

nucleic acids and secretory proteins [175]. 

 

The primary line of defence comes from tissue resident macrophages and 

polymorphonuclear neutrophils (PMNs) which effectively phagocytose invading 

bacteria [176]. There have been a number of studies that have used diphtheria toxin 

mediated depletion of macrophages to address the direct role of macrophages in the 

clearance of GAS, whereby it was found in these studies that there was an increase in 

GAS dissemination and a significant decrease in host survival [173, 177]. Tissue 

resident macrophages also rely on the recruitment of new macrophages to the site of 

infection, with TNF- a major pro-inflammatory cytokine that acts to facilitate the 

rapid chemotactic relocation of macrophages to the infected tissue [175]. Similarly, 

mice depleted of DCs also fail to control bacterial dissemination, DCs are a 
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significant source of IL-12 and IFN- (macrophage activating cytokine) which serve 

to enhance macrophage antimicrobial function [175]. Macrophages and DCs produce 

a number of PMN recruitment factors, including IL-1 and CXCL1 (IL-8 in humans) 

[178]. The production of IL-1 is strongly dependent on GAS-derived SLO, however 

there has been little evidence to suggest that this cytokine is required for successful 

defence [178]. In vivo and in vitro studies have shown PMNs to play a vital role in 

host protection [179-181]. PMNs control bacterial infections mainly through the 

production of antimicrobial peptides and reactive oxygen species. In addition, GAS 

induces an extensive formation of neutrophil extracellular traps (NETs) which 

immobilise the bacteria and are key in limiting bacterial dissemination [182, 183]. 
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1.7.2 Evasion of innate immune responses 

Many of the virulence factors already discussed in this chapter employ a number of 

strategies to evade the innate response and more specifically phagocytosis (Figure 9).  

 

  

Figure 9 – Evasion strategies of GAS to the innate immune system [175]. 

(I) Adhesion and/or invasion; (II) SLO, hyaluronic acid capsule and M-proteins 

interfere with phagocytosis; (III) Secreted GAS virulence factors inhibit complement 

activation and antimicrobial peptides prevent phagocyte recruitment, induce 

apoptosis of phagocytes (SLO), and interfere with cytokines or cytokine production. 
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GAS can increase its survival by the expression of SLO within the phagosome to 

inhibit its transportation to lysosomes and also facilitate the escape of GAS [184, 

185]. SLO also has a more general function in the induction of cell death of immune 

cells like macrophages and PMNs [153, 186]. The production of SLS has also been 

shown to limit the recruitment of neutrophils, by blocking the production of 

chemokines [182]. DNases work to degrade NETs and free entrapped GAS, 

promoting bacterial dissemination [161, 181, 187]. GAS is able to breakdown blood 

clot formation through the proteinase streptokinase, which activates plasminogen 

[135]. Another proteinase SpeCYP cleaves and inactivates key neutrophil 

chemoattractant (IL-8) [188]. There also a number of strategies that impede the 

complement system via C5a peptidase and SIC [162, 189-191]. 

 

1.7.3 Adaptive immunity against GAS 

The humoral response to a range of cell bound and secreted streptococcal antigens 

have been investigated both in terms of pathogenesis and from a clinical standpoint 

[192-197]. Antibody titres to a variety of secreted and extracellular products, such as 

DNases (anti-DNase B) and streptolysin O (ASO) underpin serologic tests used in 

the diagnose of GAS diseases [171, 198]. Numerical differences in antibody titres to 

different antigens have been observed in the sera of patients with different body site 

infections [199]. A number of studies have showed the overwhelming protective 

effect of antibodies [194, 197, 200-203]. The M protein is arguably the most studied 

GAS antigen, antibodies are often raised specific to the M protein and opsonise GAS 

for phagocytosis, in addition to this antibodies provide emm-type specific protection 

[204]. Paradoxically however these antibodies are very often found in healthy 

people, who would have been exposed to GAS in their lifetime [205, 206]. 
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Nonetheless, a key study showed the relative importance of the adaptive immune 

system in those people who lack the signalling adaptor MyD88 (required for 

activation of the innate response), who are very susceptible to GAS infections at a 

young age but decreased in adulthood [207]. Another consideration is the successful 

use of intra-venous poly-specific immunoglobulins (IVIG) as a therapy in severe 

GAS infections [198]. 

 

There has been very little research in the area of T-cell responses to GAS infections. 

Cleary et al., showed a significant contribution of IL-17 producing Th17 cells in the 

clearance of GAS during pharyngitis [208-210]. Further to this, it was shown that 

these cells developed after repeated immunisation, implying that the cells were 

antigen-specific [208-210]. There has been a recent study that identified cellular 

Th1/Th17 memory responses in children and adults, with IgG3 levels increased 

[211]. This is an interesting finding as IgG3 has been shown to be the most potent 

activator of the complement cascade (via C1q binding-classical pathway) [211, 212]. 
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1.8 Animal models of group A Streptococcal infections 

In vivo models of GAS infection have proved to be challenging to develop. As GAS 

is a human adapted pathogen, many of its key virulence factors are only active 

against human cells and receptors, as is the case with the secreted virulence factor 

Ska (human plasminogen activator) [135, 213]. Another issue derives from the 

versatility of GAS as a pathogen as it is able to cause a broad range of diseases by 

very different mechanisms, and infect a number of different tissue compartments in 

the host [213]. Finally, GAS has extensive strain diversity with no GAS isolate 

considered representative of the population [214]. Despite these challenges there are 

number of useful animal models that have been developed to explore different 

disease types and pathogenic mechanisms (Figure 10). 

Figure 10 – Animal models of group A Streptococcus [213]. 

Key represents the different types of animals used in the various models and whether 

the model is of an active infection, carriage (colonisation model) or immune 

mediated. 
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1.8.1 Models of nasopharyngeal colonisation 

The nasopharyngeal mucosa is one of the principal sites of GAS asymptomatic 

colonisation, and is a common site for infection (pharyngitis) [9]. It is also a primary 

reservoir for the maintenance and transmission of GAS, and as a result there has 

been considerable interest in the development of animal models to study the disease 

process at this site [3]. Development has been challenging as rodents lack a 

homologue for the key infection site in the pharynx, the Waldeyer’s ring, and instead 

possess nasal associated lymphoid tissue (NALT) which shares some similarity to 

the tonsils [215]. Indeed, a number of groups have used murine models to investigate 

GAS colonisation and infection in the upper respiratory tract [130, 215-219]. There 

is not one widely accepted model used, instead each model varies depending on 

strain, sex, or age of animal used. A key difference between the models is the dose 

volume used to establish an infection, as it needs to be a large enough volume to 

establish an infection but not so that it enters the lung [213, 215]. One of the major 

disadvantages is the limited number of GAS isolates that will effectively colonise the 

nasopharynx of mice and of those that do the duration of colonisation is often short 

(up to 7 days) [213]. Despite this, the models developed have been particularly 

useful in examining passive and active mucosal immunisation and also the adaptive 

host response following colonisation [201, 220, 221].  
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1.8.2 Models of soft tissue and wound infection 

One of the most commonly used models for the analysis of GAS virulence factors is 

a subcutaneous wound infection model [213]. The infection results in a highly 

inflamed lesion in the soft tissue where there is a high level of bacterial proliferation 

followed by extensive recruitment of inflammatory cells [222]. Typically, bacteria 

are injected into the tissue and a lesion forms 12 hours post-infection which is 

characterised by the infiltration of neutrophils and other leukocytes [223]. By 24 

hours, the lesion ulcerates with the margins continuing to expand up until day 3 

[213]. Resolution of the wound occurs between day 8 and 14 [213]. Many different 

GAS strains have been shown to be virulent in this model and strains fall into two 

general classes; those that remain localised to the site of infection and eventually 

resolve, and those that subsequently invade into the vasculature system resulting in 

systemic infection [156, 223]. Interestingly, studies looking at spontaneous mutations 

in the CovR/CovS two component regulatory system have shown that a primarily 

localised strain can switch into a more invasive strain [224]. Some of the key 

limitations of this model are due to general differences in the anatomy of murine 

cutaneous tissue in comparison to humans [213]. However, this model has proven 

valuable for exploring the host innate response and further to this has a proven utility 

in monitoring the GAS transcriptome during growth in a soft tissue environment 

[225-227]. 
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1.8.3 Models of systemic infection 

Severe systemic GAS infections result from the ability of the bacterium to migrate to 

normally sterile sites of the host such as the blood stream [3, 228]. There is co-

ordinated expression of multiple GAS virulence factors which lead to tissue 

destruction, bacterial proliferation and subsequently hyper inflammation [3, 9, 186]. 

The mechanisms that underpin GAS invasive disease, such as virulence factor 

expression and the dysregulation of the host response, are the subject of intense 

research [3]. In murine models, the different types of systemic disease models can be 

distinguished from each other by their route of inoculation, which may be 

intravenously (IV), intraperitoneally (IP), or intranasally (IN) [213]. The IV route of 

infection introduces bacteria directly into the vasculature system whereas the IN and 

IP route require the bacteria to breach tissue barriers in order to invade the blood 

stream [213]. Studies using an IN route of infection in a mouse model have shown 

that systemic infection is initiated by flooding of the alveoli with bacteria followed 

by breaching of endothelial barriers into the blood [130, 219]. Further to this, lung 

infection models developed in rats explored the direct tissue damage caused by SpeB 

and SLO which then allow bacteria to cross into the blood stream [229]. IP infection 

is typically much slower than IV injection of bacteria and it takes longer for the 

bacteria to disseminate through the host [230]. Virulence of strains in systemic 

infection is often examined by observing survival of the animals and by examining 

the kinetics of clearance or proliferation of bacteria in the vasculature system by 

enumeration of CFUs from the blood and highly perfused organs such as the spleen 

[213].  
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1.8.4 Models of bone and joint infection 

There have been relatively few in vivo studies on bacteraemia induced septic 

arthritis, and all but one study with GAS were confined to infection with 

Staphylococcal aureus [54, 231-240]. There have been a number of studies using 

group B Streptococcus in models of septic arthritis, that have effectively shown that 

different strains of mice have varying susceptibility to infection due to the immune 

responses ability to control the infection [241-244]. Although bacteraemia induced 

septic arthritis is regarded as the best model for replicating human disease, as often 

bacteria enter the joints through haematogenous seeding, many studies with GAS use 

a direct method to introduce bacteria into the joint [61]. Directly initiating infection 

in the joint and the bone (osteomyelitis) can be useful for examining the role of 

bacteria induced by foreign materials such as in the case of orthopedic-implant-

associated infections [245]. Mouse studies have generally been accepted as good 

models for septic arthritis and osteomyelitis; and it has been shown that the 

progression of infection and in particular the erosive profile of the joints is very 

similar to that described in human infection [54].  
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1.8.5 Transgenic mice 

As described previously, many GAS virulence factors only interact with human host 

receptors and cells. One way to circumvent this limitation is by the use of transgenic 

mice which express human host cells of interest [246]. 

 

In patients with STSS there is extensive immune activation, which has been linked 

primarily due to the action of SAgs [168]. The relationship between SAgs and the T 

cell response is important in characterising how the host response contributes to the 

clinical outcome in patients with STSS [247]. Characterising the role of SAgs in 

murine models has proven difficult, as mice are unable to produce a robust response 

to SAgs in vivo [248]. Early studies used sensitising agents such as D-galactosamine 

(D-galN), which render the mice more susceptible to the action of SAgs, however 

this method skewed the clinical phenotype towards the liver [249]. There have now 

been a number of studies that have utilised mice expressing human MHC-II 

molecules in infection models and also in early phase vaccine efficacy trials [250-

252]. When using transgenic mice in a STSS infection model it highlighted the extra-

hepatic pathology that is seen in STSS but that is not demonstrated in earlier studies 

due to the sensitising technique using D-galN [248]. Different polymorphisms in the 

MHC-II gene were analysed to see if there were any effects on the outcome of 

infection or altered interactions with SAgs [253, 254]. Early studies, showed the 

potential for preferential binding of SpeA to MHC class DQ molecules compared to 

DR alleles, which could be contributing to host susceptibility of infection [253]. A 

more recent study complemented this data and displayed that mice expressing DQ 

alleles outputted 10-fold more CFUs compared to mice expressing the DR alleles 

[255].  
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Kasper et al., presented a study using HLA-DR4 and HLA-DQ8 transgenic mice in a 

nasopharyngeal infection model [255, 256]. The results provided evidence that acute 

infection in the upper respiratory tract is enhanced notably in mice expressing human 

MHC-II molecules [255, 256].  
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1.9  Research aims 

The aim of this PhD project is to understand the mechanisms of pathogenesis of GAS 

using a range of in vitro and in vivo models of infection. 

 

1. Use in vivo models to assess different disease types in GAS 

a. Consider the virulence of different GAS isolates from various emm types 

(outbreak, non-outbreak, invasive and non-invasive) by analysing key 

phenotypic characteristics 

b. Use information regarding each isolate from in vitro assays to develop 

different models of invasive and non-invasive infection (carriage, pneumonia, 

sepsis and septic arthritis) 

 

2. Investigate the role of streptolysin in invasive disease pathogenesis 

a. Study the role of streptolysin in septic arthritis and invasive disease 

b. Compare the effects of streptolysin from various GAS isolates and compare 

this with an isogenic knockout mutant of streptolysin 

 

3. Characterise the local host response to infection in septic arthritis 

a. Determine the kinetics of infection of GAS-induced septic arthritis 

b. Investigate the local immune response in the joint over the course of infection 
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 Materials and Methods 
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2.1 Microbiology 

2.1.1 Bacterial strains 

All GAS strains used in this study were supplied by the Royal Liverpool University 

Hospitals Trust and Alder Hey Children’s Hospital. A full list of the isolates along 

with the date of collection, age of patient, sex of patient, type of collection, isolate 

ID, age and disease category can be found in Table 2. 

 

Table 2 – List of GAS isolates and the associated clinical data used for this 

study. 

Sex denoted as either male (M) or female (F) and / where information was not 

available 

 

Date 

collected Age Sex Type 

Store 

ID 

Category 

age Disease category 

06/01/2010 84 M Blood culture 101007 adult Invasive 

05/01/2010 47 M Blood culture 101008 adult Invasive 

11/02/2010 69 M Blood culture 101257 adult Invasive 

10/03/2010 39 F Blood culture 101452 adult Invasive-outbreak 

01/04/2010 78 M Blood culture 101563 adult Invasive 

15/04/2010 70 M Blood culture 101640 adult Invasive 

25/04/2010 29 M Blood culture 101700 adult Invasive-outbreak 

30/04/2010 34 F Blood culture 101724 adult Invasive 

08/05/2010 65 F Blood culture 101767 adult Invasive 

25/05/2010 37 M Left hip pus 101910 adult Invasive 

25/05/2010 24 F Blood culture 101911 adult Invasive 

09/06/2010 87 F Blood culture 101967 adult Invasive-outbreak 

18/06/2010 51 M Blood culture 102018 adult Invasive 

20/06/2010 43 M Blood culture 102029 adult Invasive-outbreak 

23/07/2010 61 M Blood culture 102256 adult Invasive 

04/08/2010 76 M Blood culture 102314 adult Invasive 

23/08/2010 41 F Blood culture 102434 adult Invasive-outbreak 

13/11/2010 58 F Blood culture 102920 adult Invasive-outbreak 

05/12/2010 45 M Blood culture 103045 adult Invasive-outbreak 

25/04/2011 53 F Blood culture 111617 adult Invasive-outbreak 

10/09/2011 56 F Blood culture 112327 adult Invasive-outbreak 

12/12/2011 42 M Blood culture 112844 adult Invasive-outbreak 
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01/03/2012 51 M Blood culture 121324 adult Invasive-outbreak 

31/03/2012 71 M Blood culture 121511 adult Invasive-outbreak 

08/09/2012 18 M Blood culture 122397 adult Invasive-outbreak 

/ / / / 126214 child Invasive 

/ / / / 126215 child Invasive 

/ / / / 126216 child Invasive 

/ / / / 126217 child Invasive 

/ / / / 126218 child Invasive 

11/12/2012 3 M / 127250 child non-invasive 

11/05/2012 3 M / 127251 child non-invasive 

24/05/2012 4 F / 127263 child non-invasive 

28/05/2012 4 F / 127286 child non-invasive 

18/04/2012 14 F / 127371 child non-invasive 

29/04/2012 20 M / 127577 adult non-invasive 

25/11/2012 20 F / 127655 adult non-invasive 

06/09/2012 21 F / 127656 adult non-invasive 

08/06/2012 21 M / 127657 adult non-invasive 

18/04/2012 29 M / 127745 adult non-invasive 

08/01/2013 29 F / 127746 adult non-invasive 

26/02/2013 29 M / 127755 adult non-invasive 

22/03/2013 33 M / 127783 adult non-invasive 

14/05/2012 35 M / 127784 adult non-invasive 

24/05/2012 35 F / 127785 adult non-invasive 

06/12/2012 35 F / 127786 adult non-invasive 

30/04/2012 36 F / 127789 adult non-invasive 

12/06/2012 37 F / 127790 adult non-invasive 

03/04/2012 38 M / 127793 adult non-invasive 

16/05/2012 38 F / 127801 adult non-invasive 

17/08/2012 34 F / 128401 adult non-invasive 

17/04/2012 39 F / 137000 adult non-invasive 

02/05/2012 39 F / 137027 adult non-invasive 

06/06/2012 43 M / 137072 adult non-invasive 

11/03/2013 44 M / 137081 adult non-invasive 
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2.1.2 Standard media 

 

Blood agar base (BAB) culture plates 

16 grams of BAB medium (Sigma) was mixed with 400 ml of distilled water and 

autoclaved. Following autoclaving the media was allowed to cool until it had reached 

56°C. 20 ml of sterile defibrinated horse blood (Sigma) was added and evenly mixed. 

The media was then poured into sterile petri dishes (90 mm), and left to dry 

overnight. The plates were inverted and stored at 4°C for 1-2 weeks. 

 

BAB culture plates +5% v/v horse blood with gentamicin  

BAB culture plates were prepared as above. Immediately after the addition of horse 

blood, 2 μg/ml of gentamicin (Sigma) was added and the media gently mixed. 

 

Brain heart infusion (BHI) culture plates 

20 grams of BHI medium (Sigma) was mixed with 400 ml of distilled water and 

autoclaved. After the media had cooled it was then poured into sterile petri dishes 

(90 mm), and left to dry overnight. The plates were inverted and stored at 4°C for 1-2 

weeks.  

 

Todd Hewitt Broth +0.5% yeast (THY)  

14.4 g of Todd Hewitt broth (Sigma) plus 2 g of yeast (Sigma) was mixed with 400 

ml of distilled water an autoclaved. The medium was stored at room temperature. 
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2.1.3 Viable count of bacteria (Miles and Misra Method) 

The Miles & Misra method is an accurate method for determining the number of 

colony forming units (CFU) present in a given sample [257]. The number of CFU 

found can then be used to calculate the CFU/ml or mg of a sample. 20 μl of a sample 

(e.g aliquot, dose, blood or tissue homogenate) for testing was added to 180 μl sterile 

PBS and serially diluted (10-fold) until dilutions of 106 or higher if using more 

concentrated stocks. Agar culture plates were divided into six sections, and 60 μl (3 

× 20 μl spots) of each dilution was plated into the sector. Plates were incubated at 

30°C 5% CO2 for 16 hours. After incubation, sectors in which contained 30-300 

CFU were counted and the CFU/ml or CFU/mg were calculated. 

 

To calculate numbers of CFU in liquid dose: 

 

𝐶𝐹𝑈

𝑚𝑙
= 𝑎𝑣𝑒𝑟𝑎𝑔𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑙𝑜𝑛𝑖𝑒𝑠 𝑖𝑛 𝑠𝑒𝑐𝑡𝑜𝑟 ×  𝑑𝑖𝑙𝑢𝑡𝑖𝑜𝑛 𝑓𝑎𝑐𝑡𝑜𝑟 ×

1000

60
 

 

To calculate numbers of CFU in tissue: 

 

𝐶𝐹𝑈

𝑚𝑔
=

𝐶𝐹𝑈

𝑚𝑙
 × 

𝑚𝑙 𝑜𝑓 𝑃𝐵𝑆 𝑡𝑖𝑠𝑠𝑢𝑒 𝑤𝑎𝑠 ℎ𝑜𝑚𝑒𝑔𝑛𝑖𝑠𝑒𝑑 𝑖𝑛

𝑡𝑖𝑠𝑠𝑢𝑒 𝑤𝑒𝑖𝑔ℎ𝑡
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2.1.4 Preparation of bacterial stocks 

GAS from laboratory bead collections were streaked for isolation on BAB culture 

plates and grown overnight at 37°C (5% CO2). One colony from the culture plates 

was used to inoculate 7.9 ml of THY media supplemented with 100 μl of glucose in a 

sterile universal tube. The inoculum was incubated statically for 16-18 hours at 37C 

(5% CO2). 200 μl of the overnight broth was added to 8 ml of fresh THY 

(supplemented with glucose) and incubated statically at 37C (5% CO2), until it 

reached mid exponential phase. Depending on the strain this length of time varied 

but was approximately four hours. 1.6 ml of 100% glycerol was added to the 8 ml of 

resulting broth, to make 20% glycerol stocks. They were then vortexed and placed on 

ice before being dividing into 500 μl of single use aliquots in sterile cryotubes. The 

aliquots were stored at -80°C, and after 24 hours aliquots were thawed and numbers 

of GAS / ml determined used the Miles and Misra method. Stocks produced using 

this method contained around 108 CFU/ml. Sometimes more concentrated stocks 

were needed and so were made using the same method but with a slight 

modification. Following overnight culture 5 ml of the broth was added to 200 ml 

fresh THY media (supplemented with glucose) and incubated statically at 37 C (5% 

CO2), until it reached mid exponential phase. Following this the culture broth was 

centrifuged at 1500 x g for 15 minutes and the supernatant discarded. The pellet was 

re-suspended in 8 ml fresh THY media (supplemented with glucose). The proceeding 

steps were the same as previous. 
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2.1.5 Growth curves 

The OD550 of 200 µl of 105cfu/ml bacteria in THY media (supplemented with 

glucose) was determined every 30 minutes for a total of 24 hours using a BMG 

labtech FLUOstar OMEGA microplate reader. 

 

2.1.6 Emm typing GAS isolates 

Genotyping using the emm gene is an accurate method of determining the M type of 

GAS [258]. The emm gene is amplified using PCR and then sequenced, it can then 

be compared to the CDC database of emm types. The system relies upon the use of 

the two highly conserved primers to amplify a large portion of the emm gene. 

 

DNA extraction 

GAS from laboratory bead collections were streaked for isolation on BAB culture 

plates and grown overnight at 37°C (5% CO2). One colony from the culture plates 

was used to inoculate 7.9 ml of THY media supplemented with 100 μl of glucose in a 

sterile universal tube. The inoculum was incubated statically for 16-18 hours at 37 C 

(5% CO2). DNA was then extracted from the overnight using the DNeasy Blood & 

Tissue Kit (Qiagen) as per protocol. The concentration and purity of each extraction 

was then measured using the NanoDrop® 1000 spectrophotometer (Thermo Fisher 

Scientific, Inc.). Measurements were taken following manufacturer protocols and 

done in triplicate. Concentrations were determined using an undiluted sample. 
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Amplification of emm gene 

The two highly conserved primers: 

Forward primer [TATTSGCTTAGAAAATTAA] 

Reverse primer [GCAAGTTCTTCAGCTTGTTT] 

 

ReadyMix Taq PCR reaction mix (Sigma P4600) was used to prepare the samples 

along with the primers for amplification in the PCR machine. 1 μl of template DNA 

was added to each PCR tube at a concentration of 5 ng/μl. 

 

The PCR machine was run using the following conditions: 

1. 94°C for 1 min 

2. 94°C for 15 s 

3. 46.5°C for 30 s 

4. 72C for 1 min 15 s 

5. Cycle to step 2 (x 10) 

6. 94°C for 15 s 

7. 46.5°C for 30 s 

8. 72°C for 1 min 15 s with a 10 s increment for each of the subsequent 19 

cycles 

9. Cycle to step 6 (x 20) 

10. 72°C for 10 min 

11. 15°C hold 
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Confirmation of amplification 

The PCR product was run on an agarose gel to confirm that the amplification had 

been successful. A 1% gel was prepared by dissolving 1 g of agarose powder in 100 

ml of Tris/Borate/EDTA buffer (TBE). Ethidium bromide was added to the gel to 

allow visualisation of the gel under ultraviolet light. 1 x loading dye (Thermo 

Scientific) was added to the samples before they were loaded into the wells. The gel 

was run at 6 V/cm for 45 minutes. The PCR should show products ranging from 800 

bp - 1200bp. The remaining PCR reaction was purified using Wizard® SV Gel and 

PCR Clean-Up System (A9281) – as per manufactures protocol. The concentration 

and purity of each sample was measured using the NanoDrop® 1000 

spectrophotometer (Thermo Scientific). Measurements were taken following 

manufacturer protocols and done in triplicate. Concentrations were determined using 

an undiluted sample. 

 

Sending samples for Sanger sequencing 

Samples were first diluted with DEPC-treated water so that there was 1 μg/ml 

per 100 bp. The emm_seq primer forward primer was used for sequencing at a 

concentration of 3.2 mM, a minimum of 5 μl was needed per reaction. 

 

Designation of emm type 

The Streptococci group A subtyping Blast 2.0 Server (National Centres for Disease 

Control, Biotechnology Core Facility Computing Laboratory) was used to query the 

sequences and retrieve the emm type of the sample. 
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2.2 Tissue culture 

2.2.1 HL60 cell culture 

The HL-60 cell line was first established from a patient with promyelocytic 

leukaemia in 1977 [259]. The defining feature of this cell line is that it is composed 

of undifferentiated haemopoeitic cells that can undergo differentiation into functional 

polymorphonuclear - like cells upon chemical induction [259]. Induction using DMF 

(N,N-dimethylformamide) results in granulocytic differentiation yielding 44% 

myelocytes/metamyelocytes and 53% PMNs. 

 

Media 

RPMI 1640 (Sigma, UK) was used for all HL-60 cell culture. Media was 

supplemented with 20% fetal bovine serum (FBS) (Gibco) to help maintain growth. 

 

Establishing and maintaining HL-60 culture 

1 ml aliquots of frozen HL-60 cells were thawed quickly in a water bath and rapidly 

diluted in 15 ml of RPMI media for a 10 min centrifugation step at 300 x g. The 

supernatant was discarded and the above step repeated. The cell pellet was then re-

suspended in 10 ml of media and transferred to a T-25 tissue culture flask (BD 

Biosciences) and placed upright in a tissue culture incubator at 37°C (5% CO2). 48 

hours later the cell suspension was moved to a T-50 culture flask (BD Biosciences) 

and an extra 10 ml of media was added. At 72 hours the flask was observed for 

turbidity, as an indication of cell growth. The cells were then tested for viability 

using trypan blue and a haemocytometer to assure >80% cell viability. To ensure 

viability during maintenance and differentiation, growing flasks of cells were 

maintained every 24 hours.  
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2.2.2 Differentiating HL-60 cells 

DMF (Fisher) was used to differentiate HL-60 cells into PMN-like phagocytic cells. 

750 μl of DMF was carefully added to a T-75 tissue culture flask (BD Biosciences) 

containing 80 ml of fresh media. Growing, undifferentiated cells were tested for cell 

number and viability, and 20 ml of cell suspension at a concentration of 2 x 105 

cells/ml was carefully transferred to the flask containing media and DMF. Cell 

viability of >90% only was used for differentiation. 4 days following chemical 

induction, cell morphology of undifferentiated cells changed towards PMN-like cells 

as demonstrated by granularity and a lobe like shape, indicating that the cells were 

ready for use.  

 

2.2.3  J774.2 cell culture 

J774.2 is a murine derived macrophage cell line [260]. 

 

J774.2 media 

Dulbecco’s Modified Eagle Medium (Sigma) was used for all J774.2 macrophage 

cell culture. Medium was supplemented with 10% FBS and 5% antibiotic/mycotic 

(10,000 units penicillin, 10 μg streptomycin + 25 μg amphotericin B/ml (Sigma)) 

solutions to maintain growth and prevent contamination. Additionally, DMEM 

supplemented with 10% FBS without the addition of antibiotic/mycotic solution was 

prepared for use in phagocytosis assays.  
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Establishing and maintaining J774.2 culture 

Frozen cell aliquots were quickly thawed in a 37°C water bath and centrifuged at 300 

x g for 10 minutes. The supernatant was discarded and cells re-suspended in 10 ml 

sterile PBS for another wash (300 x g for 10 minutes). The supernatant was then 

discarded, the resulting cell pellet re-suspended in 15 ml of medium and added to a 

T-75 tissue culture flask for overnight incubation at 37°C (5% CO2). The following 

day, viable cells had attached to the tissue culture flask. Medium was carefully 

removed from the flask and the cells washed once with 10 ml of DPBS. 15 ml of 

fresh medium was added, and the cell culture maintained by washing cells and 

replenishing medium every two days. The cell line was split as soon as macrophage 

attachment to the flask reached 50% confluence, judged by assessing the flask using 

an inverted microscope. Medium was removed, and cells washed with 10 ml DPBS. 

8 ml of medium was added to the flask and a cell suspension created by gently 

detaching cells using a cell scraper. 1 ml of the resulting cell suspension was added 

to 14 ml fresh medium. 
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2.3 Peripheral blood neutrophil isolation 

2.3.1 Volunteer recruitment  

Healthy adult volunteers were invited to give informed consent to a study in 

Liverpool (UK) involving blood donation. The only criterion is that the volunteer 

had been feeling healthy and well in the last week and had no serious medical 

conditions (ethics number: RETH000685). 

 

2.3.2 Isolation 

50 ml of peripheral blood was obtained from healthy volunteers and collected in 50 

ml falcon tubes containing heparin (10 units/ ml). PMNs from peripheral blood were 

isolated using sequential sedimentation in dextran followed by gradient density 

centrifugation, which relies on components of blood being separated by their ability 

to pass through histopaque. Firstly, heparinised blood was transferred into dextran 

solution (Sigma) at a ratio of 1:2, and slowly inverted to mix. Following incubation 

at room temperature for 30 minutes the blood separates. The upper phase was then 

carefully layered into a 15 ml falcon tube containing 7 ml of Histopaque 1077 

(Sigma). The tube was centrifuged at 700 x g for 30 minutes to allow for separation 

to occur. Following centrifugation, a clear white band was seen containing the PMN 

population (Figure 11). The layers above the PMN population were carefully 

removed using a pasteur pipette and the PMNs transferred to a 50 ml falcon tube. 
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Figure 11 – Density gradient seperation of peripheral blood leukocytes. 

(A) Peripheral blood is layered on top of dextran solution. Following incubation, (B) 

red blood cells separate out, and (C) the upper phase band is layered on top of 

histopaque 1077. Following centrifugation (D) the neutrophils are separated into a 

distinct band. 

 

2.3.3 Purification 

The tube containing the PMNs was brought up to 30 ml with Hanks buffered salt 

solution Mg2+-/Ca2+- (HBSS-/-) (Gibco) and washed by centrifuging at 200 x g for 

10 minutes, after which the supernatant was discarded. The cells were re-suspended 

in 20 ml of red blood cell (RBC) lysis buffer (eBioscience) and left at room 

temperature for a maximum of 15 minutes. Next the cells were re-suspended in 30 

ml HBSS-/- for another washing step. Finally, the cell pellet was re-suspended in 10 

ml HBSS-/- and the cell number and viability checked using trypan blue and a 

haemocytometer. Freshly isolated cells were used within two hours of density 

separation to ensure maximum viability. 
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2.4 Opsonophagocytosis killing assay 

Opsonophagocytosis killing assays (OPKs) first published by Romero-Steiner et al., 

[261] were initially used to evaluate the efficacy of vaccine candidates for 

pneumococcus. The assay is based on pathogen-specific monoclonal antibodies 

which stimulate opsonisation of the target microbe, and deposit C4b and C3b 

fragments onto the surface of the target, this enhances phagocytosis by immune cells 

[262]. The effector cells used in the assay can be PMNs isolated from fresh whole 

blood, differentiated HL-60 cells or, J774.2 cells. Modifications were applied to the 

method to account for the differences in these three cell types. The 

opsonophagocytosis assay can be divided into three stages: opsonisation, 

phagocytosis and analysis. 

 

2.4.1 Opsonisation 

A 500 l aliquot of GAS was thawed and diluted in 5 % opsonisation buffer (OB) to 

reach 1 x 105 CFU / ml. Opsonisation buffer was composed of 5% FBS and Hanks 

buffered salt solution Mg2++/Ca2++ (HBSS+/+). Intravenous immunoglobulin (IVIG) 

(Gamunex) was used as a source of pathogen-specific antibody. The diluted bacterial 

suspension (final concentration of 4 x 103) and IVIG at a concentration of 1:4, 

diluted in 5% OB was added to a 96 well plate. Additionally, the bacterial suspension 

was added to a 96 well plate with 5% OB only as a non-opsonised control. The plate 

was then added to an orbital shaker (180 RPM) at 37 °C for 20 minutes to allow for 

opsonisation to occur. Table 3 shows the amounts of bacterial suspension, IVIG and 

5% OB added. 
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Table 3 – Volume of bacteria, IVIG, and opsonisation buffer used in opsonised 

and non-opsonised wells. 

 

 Opsonised Non-opsonised     

Bacteria (105 CFU/ml) 40 µl 40 µl     

IVIG 40 µl 0 µl     

5%-OB 80 µl 120 µl     

Total volume 160 µl 160 µl   

       

 

2.4.2 Phagocytosis 

For J774.2 macrophages 

Medium was removed from the well containing 1 x 105 adhered macrophages and 

replenished with 50 μl fresh medium. 10 μl of baby rabbit complement (PelFreeze) 

and 20 μl of opsonised bacteria suspension (containing 5x102 bacteria) was then 

added to the wells. Final well volume of 80 μl/well. 

 

For differentiated HL-60 and freshly derived PMNs 

10 μl of baby rabbit complement and 20 μl of opsonised bacteria suspension 

(containing 5 x 102 bacteria) were added into wells of a 96-well plate. 20 μl of cell 

suspension (containing 5 x 104 cells) was then added giving a multiplicity of 

infection (m.o.i) of 1:50 (1 bacteria to 50 phagocyte). Final well volume of 80 

μl/well. 
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Control reactions 

Control wells included the use of non-opsonised bacteria and wells without 

complement. 

 

Incubation time 

For all cell types, cells were incubated for 45 minutes at 37°C on an orbital shaker 

(180 RPM). 

 

Culturing 

Following incubation, 10 μl from each well was plated in duplicates onto BHI agar 

plates and incubated for 16-18 hours at 30 °C.  

 

2.4.3 Analysis 

After incubation, CFU on BHI plates were counted. In order to determine the 

efficacy of killing of opsonised bacteria by the phagocytes, the number of bacterial 

CFU in the bacterial dose (opsonised bacteria and complement) was compared to the 

number of CFU recovered from the reaction wells with cells (opsonised bacteria, 

complement and phagocytes). The killing index was then calculated as follows: 

 

𝑃𝑒𝑟𝑐𝑒𝑛𝑡 𝑘𝑖𝑙𝑙𝑖𝑛𝑔 = 100 − (
𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑒𝑓𝑓𝑒𝑐𝑡𝑜𝑟 𝑐𝑒𝑙𝑙 𝐶𝐹𝑈 𝑐𝑜𝑢𝑛𝑡

𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑛𝑜 𝑒𝑓𝑓𝑒𝑐𝑡𝑜𝑟 𝑐𝑒𝑙𝑙 𝐶𝐹𝑈 𝑐𝑜𝑢𝑛𝑡
) 𝑥100 
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2.5 Blood survival assay 

 

300 µl of heparinised blood or serum was added to 250 CFU of bacterial frozen 

stocks in PBS and incubated at 37C at 180rpm. At specified time points, 100 µl of 

the mixture was plated onto BHI agar plates for CFU enumeration and incubated at 

37C overnight. A killing percentage was determined by comparison of the original 

CFU and the CFU counted at the time points. 

 

2.6 Murine models of invasive GAS infection 

2.6.1  Murine strains 

In all experiments 5-7 week old female CD1 mice (Charles River) were used. Mice 

were allowed to acclimatise for one week and were always kept in groups of five in 

individually micro-isolator cage racks. All in vivo experiments were conducted 

following guidelines from the University of Liverpool Animal Welfare and Ethics 

Review committee and under authority of UK Home Office Project Licence 

(P86DE83DA). 

 

2.6.2 Preparing GAS inoculum 

Once stocks were prepared (see 2.1.4) and the viable number of GAS / ml in each 

aliquot was determined, doses for infection studies could be prepared. Aliquots of 

frozen stocks were thawed at room temperature and centrifuged at 13,000 x g for 2 

minutes. The supernatant was discarded, and the resulting cell pellet re-suspended in 

1 ml sterile PBS for another centrifugation at 13,000 x g for 2 minutes, following 

which the supernatant was discarded and the cell pellet re-suspended in 1 ml sterile 
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PBS. The bacterial suspension was then diluted in sterile PBS to establish the desired 

infection dose. 

 

2.6.3 Intranasal route of infection  

Mice were first lightly anaesthetised using 2.5% v/v inhaled isoflourance (1.6-1.8 L 

O2 / min) in an anaesthetic box. The lack of reflex reactions confirmed anaesthesia. 

Once anaesthetised, the mice were scruffed and the bacterial suspension 

administered equally in small droplets into both nostrils allowing each droplet to be 

inhaled before administering the next. Following infection, the dose was measured 

for viable cell count as described using the Miles and Misra. 

   

 

 

 

 

 

 

 

Figure 12 - Intranasal dosing of bacterial inoculum into mice, published in 

[263]. 

 

 

 

 

 

 



61 

2.6.4 Intravenous infection 

Mice were first placed into a heat box (37°C) for 2-5 minutes to allow for 

vasodilation of veins to occur. Mice were then placed in a restrainer to allow access 

to the tail veins. The tails were first sterilised using 70% ethanol, before using an 

insulin syringe to inject 50 μl of required dose into the dorsal tail vein as shown in 

Figure 13. If the infection is performed correctly the vein should blanche as the 

substance is injected. 

 

 

 

Figure 13 - Schematic diagram of a transverse section of a mouse-tail showing  

the various veins. 
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2.6.5 Details of isolates used in virulence testing  

The intranasal route of infection is typically used to instil bacteria into the lungs to 

establish invasive pneumonia or to the nasopharynx to establish a carriage like 

infection, depending on the dosage and volume. The intravenous route of infection is 

used to establish bacteraemia and then onto clearance of infection or septicaemia, 

depending on the dosage. A summary of bacterial strains used to establish different 

infection models is detailed in Table 4. 

 

Table 4 - Mouse strain, bacterial dose, and volumes used for different models of 

infection. 

 

Model Mouse 

Strain 

Bacterial isolate Dose 

(Tested for all 

isolates) 

Volume 

Carriage CD1 112327 (emm 32.2) 

102029 (emm 32.2) 

101910 (emm 1.0) 

1 x 106 CFU 

1 x 107 CFU 

1 x 108 CFU 

10 μl 

Pneumonia CD1 112327 (emm 32.2) 

102029 (emm 32.2) 

101910 (emm 1.0) 

1 x 106 CFU 

1 x 107 CFU 

1 x 108 CFU 

 

50 μl 

Bacteraemia CD1 112327 (emm 32.2) 

102029 (emm 32.2) 

 101910 (emm 1.0) 

1 x 106 CFU 

1 x 107 CFU 

1 x 108 CFU 

 

50 μl 
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2.6.6 Virulence testing  

During virulence testing a small number of mice are used to assess the virulence of 

each isolate for different doses and route of infection. Following infection, mice were 

monitored and scored using the scoring system as described in 2.6.8 every 2-3 hours, 

if mice reached “lethargic ++” stage it was assumed they would progress to 

moribund. Mice were then humanely culled. If mice did not reach this stage they 

were culled after 7 days. 

 

2.6.7 Infection studies: Blood, lung, and nasopharyngeal tissue 

Blood was collected by either cardiac puncture immediately following death or, on 

live mice, by removal of a small volume from the tail vein and immediately placed 

into eppendorf tubes containing 2 μl heparin to avoid blood clotting. Blood samples 

were assessed for CFU using the Miles and Misra method.  

 

Lungs and the nasopharynx were harvested and placed into a universal containing 3 

ml sterile PBS. Tissue was initially mechanically disrupted with an Ultra-Turrax T8 

homogeniser (IKA) until completely disintegrated. The resulting homogenate was 

rinsed through a 40 μm pore diameter cell sieve with 3 ml PBS. The sieve was 

flushed twice with the homogenate. The resulting homogenate was briefly vortexed 

and two 20 μl samples were taken and assessed for CFU using the Miles and Misra 

method. 

 

 



64 

2.6.8 Monitoring murine behaviour 

During infection, the physical appearance of mice was assessed every 2-3 hours once 

they started to show signs of illness. The scoring system used to assess the health and 

wellbeing of the mice is detailed in Table 5. 

 

Table 5 – Description and score used to assess the development of infection in 

murine models. 

 

Score Description 

Normal Mouse moving around cage normally, rearing up when cage 

opened, normal coat and normal social interactions. 

Hunched + Slightly arched around middle, walking on tiptoes. 

Hunched ++ Very arched around middle, round appearance, walking on tiptoes, 

holding head down.. 

Starry+ Coat is slighty piloerect and not well maintained around head and 

neck. 

Starry ++ Coat is considerably piloerect and unmaintained all over. 

Lethargic + Sluggish behaviour, less curious and not interacting with other 

mice. 

Lethargic ++ Not moving at all unless encouraged. 

Moribund Not moving even when encouraged, ungroomed, and laboured 

breathing. 
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2.7 Murine models of septic arthritis 

5-7 week old CD1 mice were intravenously infected with 50 μl of 107 CFU of 

bacteria. Mice were observed for symptoms of septic arthritis and were scored using 

the scoring system as previously described (see 2.6.8) as well as an arthritic specific 

scoring system. Blood tissue and knee joints were taken at time of culling for CFU 

enumeration using Miles and Misra and cell extraction from the knee joints. These 

experiments were performed in duplicate. 

 

2.7.1 Arthritic index 

All mice were labelled and monitored individually using the previously described 

scoring system (2.6.8) as well as using a clinical evaluation of arthritis scoring 

method previously described elsewhere [264]. Limbs were inspected visually at 

regular intervals (6, 12, 24, 48, 72 hours post injection). Arthritis was defined as 

visible erythema and/or joint swelling of at least one joint. To evaluate the intensity 

of arthritis, a clinical scoring (arthritic index) was carried out by using a system 

where macroscopic inspection yielded a score of 0 to 3 points for each limb (1 point 

= mild swelling and/or erythema; 2 points = moderate swelling and erythema; 3 

points = marked swelling and erythema and occasionally ankylosis). The arthritic 

index was constructed by dividing the total score by the number of animals used in 

each experiment group.  

 

2.7.2 Joint tissue 

Knee joints were harvested, and the surrounding muscle tissue removed as much as 

possible and placed into a universal containing 3 ml sterile PBS. Tissue was initially 
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mechanically disrupted using scissors followed by homogenisation with an Ultra-

Turrax T8 homogensiser until completely disintegrated. The resulting homogenate 

was rinsed through a 40 μm pore diameter cell sieve with 2 ml PBS. The sieve was 

flushed twice with the homogenate. The resulting homogenate was briefly vortexed 

and two 20 μl samples were taken and assessed for CFU using the Miles and Misra 

method. 

 

2.7.3 In vivo recovery of bacteria from joints 

Using an insulin syringe, 50 l of bacterial inoculum was injected intravenously into 

two CD1 mice. The mice were monitored to ensure that 24 hours following injection 

they were at least a score of 1 on the arthritic index. The mice were humanely culled, 

the knee joints removed, and the tissue prepared as previously described above. One 

colony from the culture plates was used to inoculate 7.9 ml of THY media 

supplemented with 100 μl of glucose in a sterile universal tube. The inoculum was 

incubated statically for 16-18 hours at 37C (5% CO2). 200 μl of the overnight broth 

was added to 8 ml of fresh THY (supplemented with glucose) and incubated 

statically at 37C (5% CO2), until it reached mid exponential phase (around 4 hours). 

1.6 ml of 100% glycerol was added to the 8 ml of resulting broth, to make 20% 

glycerol stocks. They were then vortexed and placed on ice before being dividing 

into 500 μl of single use aliquots in sterile cryotubes. The aliquots were stored at -

80°C, and after 24 hours aliquots were thawed and numbers of GAS CFU / ml 

determined used the Miles and Misra method. 
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2.8  Streptolysin specific ELISA  

Prior to analysis samples were thawed at room temperature and SLO quantification 

was performed by ELISA. Plates (R&D systems) were coated with 1 g/well 

monoclonal SLO antibody (Abcam) in PBS (Peprotech) at 4 C overnight. Plates 

were washed at each step with Peprotech washing buffer. After blocking for 2 hours 

(Peprotech blocking buffer), samples were added to the wells and incubated for 2 

hours at room temperature. The plate was washed five times and incubated with 

rabbit IgG polyclonal anti-SLO antibody (Abcam) for 2 hours. Anti-rabbit IgG 

alkaline phosphatase conjugate secondary antibody (Abcam) was diluted to 1:5000 in 

blocking buffer, and after washing (x5), was added and incubated for 30 mins. After 

washing, alkaline phosphatase yellow liquid substrate (PNPP) was added and 

incubated for 30 mins in the dark, to stop the reaction 1 M Sodium Hydroxide 

(NaOH) was used. The plate was loaded on to a Multiskan Spectrum (Thermo) and 

the absorbance measured at 405nm. All ELISAs were carried out with control wells 

which had all reagents added except samples or diluted SLO. Duplicate samples of 

each time point were measured on a single plate and repeated independently. Each 

plate contained six two-fold dilutions of a known concentration of SLO. The results 

were analysed using Sigma Plot and a standard curve developed to generate 

concentrations in ng/ml. 
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2.9  Haemolytic activity assay 

The haemolytic activity of streptolysin in culture supernatant was measured as 

previously described, with minor modifications [99]. Bacteria-free supernatants were 

incubated at room temperature for 10 minutes with 20 mmol/l of dithiothreitol 

(Sigma). Supernatant was aliquoted into two tubes; 25 µg of water-soluble 

cholesterol (inhibitor for SLO activity) was added to one. Both tubes were incubated 

at 37°C for 30 minutes, followed by the addition of 2% sheep erythrocytes/PBS 

suspension to each sample and further incubation at 37°C for 30 minutes. PBS was 

added to each tube the samples were centrifuged at 3000 x g for 5 minutes. Each 

sample was transferred to a 96-well plate and the OD540 nm was measured. 
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2.10  Construction of GAS mutants 

2.10.1 Single knockout of SLO and SpeA 

Knockout mutants of strains emm type 32.2 (isolate 112327) and emm type 1.0 

(isolate 101910) were constructed through double-crossover allelic replacement of 

slo with aad9 (encoding spectinomycin resistance) and speA with aphA3 (encoding 

kanamycin resistance) respectively. Regions directly upstream and downstream of 

slo ( 1000 bp each) were amplified by PCR using primers SLO112327-up-F and 

SLO112327-up-R, SLO112327-down-F and SLO112327-down-R respectively, 

which introduced BamHI restriction sites into the PCR products (Table 6). Regions 

directly upstream and downstream of speA ( 1000 bp each) were amplified by PCR 

using primers SpeA101910-up-F and SpeA101910-up-R, SpeA101910-down-F and 

SpeA101910-down-R respectively, which introduced BamHI restriction sites into the 

products (Table 6). These fragments were stitched together in a second round of PCR 

using primers SLO112327-up-F and SLO112327-down-R for slo regions (slo 

fragment) (Table 6), and using primers SpeA101910-up-F and SpeA101910-down-R 

for speA regions (speA fragment) (Table 6) generating 2 kb fragments with a central 

BamHI site, which then were ligated into pGEM-T vector (Promega), generating 

pGEM-T-∆slo-2kb and pGEM-T-∆speA-2kb respectively. These plasmids were 

transformed into E. coli DH5 competent cells (ThermoFischer Scientific). The 

aad9 and the aphA3 genes, encoding the spectinomycin and the kanamycin 

resistance respectively, were amplified by PCR using primers aad9-F and aad9-R, 

aphA3-F and aphA3-R respectively (Table 6). PCR products were then sub-cloned 

into pGEM-T-∆slo-2kb and pGEM-T-∆speA-2kb respectively, generating pGEM-T-

∆slo::aad9 and pGEM-T-∆speA::aphA3 plasmids respectively, which were 

interrupted into their slo fragment and speA fragment respectively, providing a 
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means of positive selection of transformants. The generated plasmids pGEM-T-

∆slo::aad9 and pGEM-T-∆speA::aphA3, were transformed into emm type 32.2 

(isolate 112327) and emm type 1.0 (isolate 101910) respectively, by electroporation 

as previously described [265]. Transformants were recovered on THY agar 

supplemented with spectinomycin for MGAS112327∆slo::aad9 or with kanamycin 

for MGAS101910∆speA::aphA3, at 37°C in 5% CO2 for up to 72 h. Allelic 

replacement of slo with aad9 and speA with aphA3, were identified by PCR of 

chromosomal DNA using primers SLO112327-up-F and SLO112327-down-R, 

SpeA101910-up-F and SpeA101910-down-R respectively (Table 6) and the PCR 

products were sequenced to confirmed authenticity of the insertions. 
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Table 6 – Primers used in single knockout of SLO and SpeA in GAS. 

Primer sequences in bold correspond to BamHI restriction site. 

Name Sequence 5’>3’ 

SLO112327-up-F GCTAGCGGAGATACTCCTGGAGC 

SLO112327-up-R CTGAGGATCCCATGTCCTTCATACCTTTTTATC 

SLO112327-down-F CATGGGATCCTCAGGACTGGTTCAAGAG 

SLO112327-down-R GCGCGAGACACACTGGTCCTGAC 

SpeA101910-up-F GCATGTTTTGCGTCCCATCGGCAG 

SpeA101910-up-R CTGAGGATCCCATTAATATTCCTCCATTTTATATC 

SpeA101910-down-F AATGGGATCCTCAGCTTTTTGCTTTTGGCAAC 

SpeA101910-down-R GGCGCGCTCTGGAGGTAAGTAATG 

aad9-F GAACTAGTGGATCCCCCGTTTG 

aad9-R CAATACGGGATAATACCGCGC 

aphA3-F CAAGCTGGGGATCCGTTTGA 

aphA3-R TCAAGCAGGATCCATCGATAC 
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2.11 Liposomes 

Liposomes were constructed by M. Pouget. Liposomes were generated with 

cholesterol and sphingomyelin from egg yolk (Sigma) and dissolved in chloroform at 

100 and 50mg/ml respectively. Lipids were mixed together with cholesterol at 66 

mol/% proportion and then evaporated with nitrogen gas for 30 min. For Cholesterol: 

Sphingomyelin (Ch:Sm) large and small liposomes, hydration was carried out by the 

addition of PBS and incubated at 55°C for 30 mins with vortexing. To obtain small 

unilamellar particles, the liposome preparation was then subsequently sonicated for 

30 min at 4°C. Fluorescent Ch:Sm liposomes were hydrated in 250mM 

carboxyfluorescein (Sigma) and incubated at 55°C for 30 min with vortexing. To 

eliminate carboxyfluorescein, the preparation was diluted in PBS and applied to a 

Sephadex G-25 column in PD-10 (GE Healthcare). 

 

Particle concentration and size distribution of the liposomes generated were 

evaluated using the NanoSight NS300 instrument (Malvern) and using Nanoparticle 

Tracking Analysis (NTA) software. Videos were recording at camera level 13. The 

post-acquisition settings were with a minimum detection threshold of 7, automatic 

blur and automatic minimum expected particle size. Liposome preparations were 

diluted 1:1000-1:2000 in PBS and for each sample three 60 sec videos were recorded 

and analysed. 
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2.12 Cell population studies 

2.12.1 Flow cytometry 

Samples were thawed at room temperature and then centrifuged at 400 x g for 5 

minutes. The cell pellet was re-suspended in 200 μl of FACs buffer (PBS with 2% 

FBS) and plated into a round bottom 96 well plate and washed with FACs buffer 

before being incubated with a 1/200 dilution of purified anti-CD16/CD32 Fc 

blocking antibody (eBiosciences) for 30 minutes at room temperature. Following 

incubation with blocking antibody, cells were washed with FACs buffer, cell surface 

markers were stained using a combination of monoclonal antibodies conjugated with 

fluorochromes (eBiosciences/BD Biosciences) (Table 7). After 30 minutes 

incubation, the cells were washed twice with FACs buffer and were re-suspended in 

250 μl, the whole sample was acquired using a BD FACSCanto TM flow cytometer 

(BD Biosciences).  
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Table 7 – Antibodies and dilutions used for FACs analysis of different cell types. 

 

Target Cell Antibodies Dilution 

Neutrophils CD45- FITC 1/200 

 GR1-AF700 1/400 

Macrophages CD45- FITC 1/200 

 
F4/80- PE-CY7 1/400 

B cells CD45- FITC 1/200 

 
CD19- APC 1/400 

 
CD22-PE 1/400 

CD4+ T cells CD45- FITC 1/200 

 
CD4- PE 1/400 

T regulatory cells CD45- FITC 1/200 

 
CD4- AF700 1/400 

 
Foxp3- PE 1/300 

CXCR3+ T cells CD45- FITC 1/200 

 
CD4- PE 1/400 

 
CXCR3- PE-CY7 1/400 

CCR5+ T cells CD45- FITC 1/200 

 
CD4- PE 1/400 

 
CCR5- APC 1/200 
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2.13 Cytokine capture and analysis 

Supernatant from the cell suspensions were collected and stored at -80 °C. Using 

R&D systems ELISA kits, levels of IL-1, IL-6, IL-8, TNF-, and RANTES were 

determined as per manufacturer’s instructions. Plates were read with a FLUOStar 

Omega plate reader and analysed with the MARS Data Analysis interface (BMG 

Labtech, Germany). 

 

2.14 Statistical analysis 

Data is presented as means ± standard error of the mean. Distribution of data was 

first assessed using D’Agostino and Pearson omnibus normality test. All data 

throughout was non-normally distributed, a Mann-Whitney U-test was used to 

compare CFU counts between two groups, or a one-way ANOVA followed by a 

Kruskall-Wallis multiple comparisons test if more than two groups were compared. 

For in vivo experiments groups of five mice per time point or dose were used and 

were performed in duplicate on separate occasions. Survival study data was plotted 

into a Kaplan-Meier estimator and analysed for statistical difference compared to 

control groups using a log-rank test. Differences between data sets were designated 

significant if p < 0.05 (*). 
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 Characterising the phenotypic response 

of GAS isolates in vitro 
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A. Introduction 

3.1 Emm type 32.2 outbreak in Liverpool 

An emm type 32.2 invasive GAS outbreak occurred in Liverpool from January 2010 

to September 2012. The Respiratory and Vaccine Preventable Bacteria Reference 

Unit (RVPBRU) in the United Kingdom (UK) confirmed a total of 14 cases of emm 

type 32.2 invasive GAS infections in the Merseyside area [266]. The emm 32.2 

genotype was responsible for 32% (14/44) of all invasive GAS cases reported during 

this time period (Figure 14) [266]. There have not been any further emm type 32.2 

invasive GAS cases reported.  

 

 

 

Figure 14 – Histogram plot of outbreak and invasive GAS cases that were 

collected at the same time in Merseyside. 

Taken from Cornick et al., 2016. Histogram plot of all invasive GAS cases in 

Liverpool from January 2010 to December 2012 reported to the Respiratory and 

Vaccine Preventable Bacteria Reference Unit of Public Health England.  
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Following a Liverpool Health Partners award, all 14 emm type 32.2 outbreak 

isolates, 15 non-emm type 32.2 invasive GAS isolates (randomly selected from the 

30 non-outbreak invasive GAS cases available) and a random sample of 20 non-

invasive pharyngitis GAS isolates supplied by the Royal Liverpool University 

Hospitals Trust and Alder Hey Children’s Hospital were subjected to whole genome 

sequencing.  

 

We previously published work that demonstrated by using core and accessory 

genome analysis, that the emergent emm type 32.2 isolates encoded a combination of 

19 genes not identified in other isolates circulating in the same community during the 

same time frame (Figure 15) [266]. A subset of the 19 unique genes have well 

characterised roles in virulence and pathogenesis, namely genes encoding a Mga-like 

regulatory protein, Myr positive regulator, LepA, a trypsin resistant surface protein 

T6, and a hyaluronidase, HylP [106, 266]. Within the phylogeny, the emm type 32.2 

outbreak isolates form a distinct clade, which are clearly separated from the non-

outbreak isolates (Figure 15). The phylogeny indicates that the emm type 32.2 

isolates are genetically distinct from the other isolates circulating within the same 

population during the same time frame [266].  
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Figure 15 - Maximum likelihood phylogeny of the 48 GAS isolates based on core 

genome SNPs. 

Each branch is annotated with the isolate source followed by the emm type. R, the 

GAS reference sequence Streptococcus pyogenes HKU16; C, control iGAS cases; N, 

control non-invasive isolates; and O, outbreak emm32.2 iGAS cases. (Right) The 

absence (grey) or presence (black) of accessory genes in each strain. Taken from 

Cornick et al., 2016. 

 

3.2 Opsonophagocytosis killing assays 

Opsonophagocytosis killing assays (OPKs) first published by Romero-Steiner et al., 

were developed to evaluate the efficacy of vaccine candidates for pneumococcus 

[261]. The assay is based on pathogen-specific monoclonal antibodies that stimulate 

the opsonisation of the target microbe resulting in the deposition of C4b and C3b 

fragments onto the microbe which enhances phagocytosis by immune cells. The 

effector cells used in the assay can be polymorphonuclear neutrophils (PMNs) 
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isolated from fresh whole blood, differentiated HL-60 cells (human promyelocytic 

leukemia cells) and, J774.2 cell line (BALB/C monocyte macrophages).  

 

3.3 Rationale  

To consider further the differences in the emm type 32.2 outbreak isolates, a range of 

in vitro assays were used to assess different pathogenic characteristics that could be 

linked to enhanced virulence.  
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B. Results 

3.4 Confirmation of emm type and clinical profile of GAS isolates 

Emm sequence typing was performed in accordance with RVPBRU guidelines on 

each isolate to confirm the emm type. All of the outbreak invasive GAS cases were 

confirmed as emm type 32.2. The non-outbreak invasive isolates consisted of 12 

different emm types. The Merseyside outbreak emm type 32.2 isolates (n = 14) were 

selected for this study alongside a selection of non-emm type 32.2 isolates. Invasive 

(n = 2) and non-invasive (n = 2) of each emm type 6.0 and emm type 89.0 isolates 

were selected and an additional well studied invasive emm type 1.0 isolate (Table 8). 
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Table 8 – Selection of isolates chosen for study, with respective disease category 

and emm type. 

 

Isolate  Disease category  emm type  

112327 Invasive-outbreak st32.2 

103045 Invasive-outbreak st32.2 

102920 Invasive-outbreak st32.2 

112844 Invasive-outbreak st32.2 

101452 Invasive-outbreak st32.2 

101967 Invasive-outbreak st32.2 

101008 Invasive-outbreak st32.2 

111617 Invasive-outbreak st32.2 

121324 Invasive-outbreak st32.2 

121511 Invasive-outbreak st32.2 

122397 Invasive-outbreak st32.2 

101700 Invasive-outbreak st32.2 

102029 Invasive-outbreak st32.2 

      

101910 Invasive st1.0 

      

126215 Invasive st6.0 

137027 Non invasive  st6.0 

127785 Non invasive  st6.0 

127784 Non invasive  st6.0 

      

127746 Non invasive  st89.0 

137081 Non invasive  st89.0 

101724 Invasive st89.0 

137072 Non invasive  st89.0 

 

 

 

 

 

 



83 

3.5 Opsonophagocytosis killing assay - peripheral blood neutrophils 

Firstly, polymorphonuclear neutrophils (PMNs) were used as the effector cell, PMNs 

were isolated from the peripheral blood of healthy adult volunteers (n = 3) in 

Liverpool (UK). It was tested whether there were any differences between a 

representative subset of the emm type 32.2 isolates in their ability to resist killing to 

PMNs, following opsonisation with intravenous immunoglobulin (IVIG) and 

complement. The protocol was optimised initially to ensure the final dilution of IVIG 

was suitable for effective opsonisation of GAS. Two emm type 32.2 isolates (101452 

and 102029) were used at three different IVIG concentrations (1:4, 1:8, and 1:16). 

For both isolates the amount of killing decreased as the dilutions of IVIG increased 

(Figure 16). The concentration of 1:4 IVIG gave the optimum killing range of 

between 20-40% for both isolates and as such was chosen to continue with 

throughout the study.  

 

6 different emm type 32.2 isolates were used to assess resistance to 

opsonophagocytosis by PMNs. There were large amounts of variation in between 

independent experiments which could be due to variability in the PMNs collected 

and inter-person variation. A much larger sample size would have been needed to 

standardise the percent killing. The percent killing was compared between isolates 

using a one-way ANOVA followed by a Kruskall-Wallis multiple comparisons test 

and there were no significant differences across the emm type 32.2 isolates. Due to 

the large amount of variability and the limited number of healthy volunteer recruits, 

the rest of the isolates chosen for the study were not tested in the assay. 
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Figure 16 - Effect of different dilutions of intravenous immunoglobulin in 

opsonophagocytosis killing assay using freshly derived peripheral blood 

neutrophils. 

Percent killing of emm 32.2 isolates 101452 and 102029 by peripheral blood 

neutrophils (volunteer donor blood n = 3) after opsonisation with complement and 

IVIG at three different final dilutions (1:4, 1:8, 1:16). Percent killing was calculated 

by comparing CFUs between the effector cell and non-effector cell control. 

Displayed as mean ±SEM. 
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Figure 17 - Sensitivity to opsonophagocytosis by freshly derived peripheral 

blood neutrophils.  

Percent killing of subset of emm 32.2 isolates (n = 6 Isolates: 112844, 102920, 

103045, 102029, 121511, 101452) by peripheral blood neutrophils (volunteer donor 

blood n = 3) after opsonisation with complement and IVIG (1:4). Percent killing was 

calculated by comparing CFUs between the effector cell and non-effector cell 

control. Displayed as mean ±SEM. 
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3.6 Opsonophagocytosis killing assay – differentiated HL-60 cells 

To consider whether the variation in killing between the isolates was due to inter-

person variation of the PMNs, the HL-60 cell line differentiated into PMN-like 

granulocytic cells were used as the effector cells. 8 emm type 32.2 isolates, two emm 

type 6.0 isolates (non-invasive) and two emm type 89.0 isolates (non-invasive) were 

used in the assay. The assay was carried out in triplicate and over three independent 

days. 

 

The average killing of emm type 32.2 (10%) was not statistically significantly 

different to the average killing of the non-invasive isolates (7%) (Figure 18). As seen 

with freshly isolated PMNs there were high amounts of variation in between 

experiments and in some cases the assay had failed to show any killing. It can be 

determined from this that PMNs may not be the most appropriate effector cell in this 

assay due to the large amount of variation observed. 
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Figure 18 - Sensitivity to opsonophagocytosis by differentiated HL-60 cells. 

Percent killing of a subset of emm 32.2 isolates (n = 6 isolates: 112844, 102920, 

103045, 102029, 121511, 101452), emm 6.0 isolates (n = 2 isolates: 127746 and 

127784) and emm 89.0 isolates (n = 2 isolates: 127785 and 131081) by the HL-60 

cell line differentiated into PMN-like granulocytic cells, after opsonisation with 

complement and IVIG (1:4). Percent killing was calculated by comparing CFUs 

between the effector cell and non-effector cell control. Displayed as mean ±SEM.  
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3.7 Opsonophagocytosis killing assay – J774.2 macrophage cells 

Studies have previously shown that macrophages are important in the early host 

immune defence against GAS [173, 175, 177]. The full set of emm type 32.2 isolates 

(n = 14), a subset of emm type 6.0 (n = 4), emm type 89.0 (n = 4), and emm type 1.0 

(n = 1) isolates were tested in their ability to resist opsonophagocytosis using the 

J774.2 macrophage cell line (Figure 19). The assay was carried out in triplicate and 

over three independent days. 

 

When using PMNs either from healthy blood donors or the HL-60 cell line there 

were large amounts of variation in between independent assays (>2 stdev of the 

mean), which was not the case when using J774.2 macrophages as the effector cells, 

making the assay more reliable and reproducible. First, considering only the emm 

type 32.2 isolates there was variation within the emm type in the ability to resist 

opsonophagocytosis. In particular, emm type 32.2 isolates 112844, 102920, 103045 

and 102029 were more susceptible to killing than the other emm type 32.2 isolates 

(significant differences shown in Table 9). There were no patterns in the ability to 

resist opsonophagocytosis when emm 32.2 isolates were arranged temporally in line 

with the clinical outbreak data. Within the emm type 6.0 and emm type 89.0 isolates 

there was less variation, the invasive isolate in both groups had a lower mean percent 

killing than the non-invasive isolates. Although there was considerable variation 

within the emm type 32.2 isolates, generally, the mean percent of killing by 

macrophages in emm type 32.2 isolates (30% killing) was lower than non emm type 

32.2 isolates (37% killing) (Figure 19).  
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Figure 19 - Sensitivity to opsonophagocytosis by J774.2 macrophages. 

Percent killing of all emm 32.2 isolates (n = 14) and a representative subset of emm 

6.0 isolates (n = 4), emm 89.0 isolates (n = 4), and emm 1.0 isolates (n =1) by the 

J774.2 macrophage cell line, after opsonisation with complement and IVIG (1:4). I, 

represents invasive isolates and N, represents non-invasive isolates as determined by 

the clinical data. Percent killing was calculated by comparing CFUs between the 

effector cell and non-effector cell control. Displayed as mean ±SEM.  
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Table 9 – Comparison of percent killing by J774.2 macrophages 

Pair wise comparison of isolates used in J774.2 OPKA, analysed using a one-way 

ANOVA and Kruskal-Wallis multiple comparisons test. Significance indicated by *p 

< 0.05 **p < 0.01 *** p < 0.005 **** p < 0.0001 
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3.8  Comparison of OPKA with capsule thickness and complement 

deposition 

In addition to the ability of outbreak and non-outbreak isolates to resist 

opsonophagocytosis, differences in capsule thickness and complement deposition 

were also assessed. Invasive emm type 32.2 isolates had thicker capsules than non-

invasive isolates (regardless of emm type) and had less complement deposited on 

their surface on average. The size of the capsule and complement deposition are 

inversely proportional, with smaller capsule isolates exhibiting more complement 

deposition on their surface. The Pearson correlation coefficient (r) after log10 

transformation was -0.5845 (r2 = 0.3416; p = 0.0027). 

 

Data from the capsule thickness assays and complement deposition were compared 

with the J774.2 OPKA results, to identify possible correlations between them. 

Although there was no significant correlation between capsule thickness and OPK, 

there was a positive association between the two (r = 0.20) (Figure 20). There was no 

significant correlation between complement deposition and OPK (Figure 20). 
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Figure 20 - Percent killing by J774.2 macrophage cells versus capsule thickness 

and complement deposition.  

A) Comparison between capsule thickness (Pixels) and mean percent killing by J774 

macrophages. The Pearson correlation coefficient (r) after log10 transformation of 

capsule thickness values was 0.1878 (95% CI: -0.2434 to 0.5569; r2 = 0.03525; 

p = 0.3909). B) Comparison between complement deposition (FI) and mean percent 

killing by J774 macrophages on a logarithmic scale. The Pearson correlation 

coefficient (r) after log10 transformation of mean FIincr was -0.2278 (95% CI: -0.5851 

to 0.2036; r2 = 0.05190; p = 0.2958). Black crosses represent emm 32.2 isolates, blue 

emm 6.0, green emm 89.0 and red emm 1.0. Data provided by M. Alsahag and 

analysed by J. Clarke. 
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3.9 Isolates chosen for in vivo modelling 

To consider further the virulence of this diverse set of strains two representative 

isolates from the emm type 32.2 outbreak isolates and an emm type 1.0 isolate were 

chosen to use further in in vitro assays and in vivo infection modelling.  

 

All three isolates chosen were from an invasive clinical phenotype but had distinct 

differences in the in vitro assays described. Emm type 32.2 isolate 112327 had a 

significantly thicker capsule than emm type 32.2 isolate 102029 and emm type 1.0 

isolate 101910 (Figure 21a). Emm type 32.2 isolate 112327 also had significantly 

lower complement deposition (Figure 21b) and was more resistant to killing (Figure 

21c) in comparison to both other isolates (emm type 32.2 isolate 102029 and emm 

type 1.0 isolate 101910).  
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Figure 21 – Comparison of capsule thickness, complement deposition, and OPK 

survival between isolates chosen for in vivo infection studies. 

Comparison between emm 32.2 isolates 112327 and 102029 and emm 1.0 isolate 

101910 of A) capsule thickness (mean-pixels) B) complement deposition (Fi) and C) 

percent killing by macrophages. Analysed using a two-tailed Mann Whitney U-test, 

** p < 0.01, ***p < 0.005. 
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3.10 Whole blood and serum survival assays 

To compare emm type 32.2 isolates 112327 and 102029 and emm type 1.0 isolate 

101910’s ability to replicate in blood and serum, survival assays over 24 hours were 

performed. All three isolates were grown either in whole blood or serum taken from 

healthy volunteers (n = 3) and incubated for 24 hours, at 0, 2, 4, 6, and 24 hours 

samples of blood and serum were taken for CFU enumeration.  

 

During growth in whole blood there was an initial decrease across all three isolates in 

the number of CFUs at 2 hours in comparison to 0 hours, CFUs of both emm type 

32.2 isolates then begin to increase up to 6 hours where there is a significantly higher 

bacterial load for isolate 112327 and 102029 in comparison to emm type 1.0 isolate 

101910 (**p < 0.001). For isolate 101910 there is an initial decrease between 0 and 4 

hours, there is then a slight peak in CFUs at 6 hours. At 24 hours, there are 

significantly higher bacterial numbers for the emm 32.2 isolates which have 

continued to increase, in comparison to emm type 1.0 which is being cleared from the 

blood (**p < 0.001). 

 

During growth in serum, both emm type 32.2 isolates proliferate between 0 and 6 

hours, whereas with emm type 1.0 isolate 101910 there is a reduction in CFUs at 4 

hours which then increases again at 6 hours. After 6 hours, the bacterial load of all 

three isolates increases in the serum, and there are no significant differences between 

the number of CFUs. 
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Figure 22 – Survival of emm type 32.2 (isolates 112327 and 102029) and emm 

type 1.0 (isolate 101910) in whole blood and serum over 24 hours.  

Growth of emm type 32.2 isolates 112327 (red) and 102029 (green), and emm type 

1.0 isolate 101910 (blue) in A) whole blood and B) serum. Results are reported as 

means ± S.E.M and were analysed using a two-tailed Mann Whitney U-test, ** p < 

0.01. 
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C. Discussion 

In vitro experiments were carried out to characterise the pathogenic phenotype of 

emm type 32.2 isolates obtained from an outbreak of invasive GAS in Liverpool. 

They were compared with other invasive isolates of GAS obtained from bacteraemia 

or pharyngitis cases during the same time frame (emm type 6.0, emm type 89.0 and 

emm type 1.0). Experiments that assessed the bacteria’s ability to resist killing by 

phagocytosis, capsule thickness, complement deposition and whole blood/serum 

survival were performed on the isolates. The experiments clearly show that emm type 

32.2 isolates (isolate 112327 and 102029) are unique in that they show a wide range 

of variability within the emm type and results suggest that they would be more 

invasive in an in vivo model. 

 

Protection against GAS infection is mediated by phagocytosis, usually enhanced by 

bacteria-specific antibodies, with resistance to such killing linked to increased 

virulence of the bacteria [175]. The HL-60 OPKA was originally developed at the 

Centres for Disease Control and Prevention (CDC) to determine the opsonising 

efficacy of pneumococcal vaccine induced antibodies [261]. The assay was later 

modified to measure the ability of granulocytes to kill opsonised pathogens in the 

presence of stimulants [267, 268]. In this study, the assay was modified from the 

validated pneumococcal OPKA which makes use of baby rabbit complement as the 

exogenous source of complement and either freshly isolated PMNs, DMF-

differentiated HL-60 cells, or J774 murine macrophages as the exogenous source of 

phagocytic effector cells to be able to assess resistance to killing by a range of GAS 

isolates. IVIG was used as the opsonin in all three assays, IVIG is derived from up to 

3000 blood donors and includes both antibodies generated either naturally through 
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exposure to pathogens and those generated after vaccination [269]. Many studies 

have shown that IVIG contains antibodies against a wide range of common bacterial 

and viral pathogens [193, 270]. Due to its broad specificity, IVIG can also be 

administered in the clinic prior to diagnostic results [271], as well as directly 

included in a specific treatment regime [272]. In this study IVIG was successfully 

used to opsonise all GAS isolates in the assays, however there can be lot-to-lot 

variation in the neutralising titres of pathogen specific immunoglobulin [273]. It may 

also be important to consider that the IVIG dilution factor of 1:4 chosen for the 

experiments had more variation in killing than the dilution factor of 1:8 trialled 

during optimisation, it would be good to consider in the future if this had an effect on 

the variation observed.  

 

Firstly, PMNs derived from fresh whole blood were used as the phagocytic effector 

cell. The assay demonstrated the limitations in using fresh whole blood from 

volunteers. There are natural variations in complement and neutrophil activity that 

exist between individuals, making the data variable and difficult to reproduce [274, 

275]. This has been described in studies that have attempted to modify the traditional 

Lancefield assay, which measures the growth and survival of GAS in whole blood 

from an immune individual or in non-immune whole blood supplemented with serum 

from an immune individual [276]. There are high amounts of inter-donor variation 

and differences between the exposure level of people to GAS [274]. Our data showed 

that the variation between independent experiments was too high to be able to draw 

any valid conclusions about the data. In addition to this, the protocol used for the 

isolation of PMNs precludes the isolation of the most immature neutrophils, as their 

low-density results in them being deposited in the PBMC fraction after density 
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centrifugation, and these immature neutrophils have been shown to have decreased 

function in comparison to more mature populations [277].  

 

Since studies by Martinez et al. reported that in vitro differentiated HL-60 cells 

showed comparable effectiveness in the phagocytosis of pneumococci to PMNs 

isolated from multiple donors, efforts have been made to improve the efficacy of 

phagocytes used for OPKAs [278]. Appropriate differentiation inducers should 

derive HL-60 cells into cells which successfully mimic genuine PMNs that circulate 

in the blood [279]. However, it has been underlined that the HL-60 line displays 

extensive heterogeneity that is further compounded by subsequent variability after 

differentiation, rendering the cell line unstable [280, 281]. Our results did not show 

any statistically significant differences in between isolates as the variation was so 

high between independent experiments (Figure 18).  

 

Next the J774.2 murine macrophage cell line was used as the phagocytic effector 

cell; all isolates were tested using this assay and the variation between independent 

experiments was minimal. Previous studies have also used the J774.2 cell line to 

assess opsonophagocytosis of isogenic mutants of GAS isolates [265]. Within the 

emm type 32.2 isolates there were large amounts of variation in the ability of the 

bacteria to resist killing, notably 112844, 102920, 103045, 102029 were more 

susceptible to killing. Generally, emm type 32.2 isolates were more resistant to 

killing by macrophages (30% killing) than non emm type 32.2 isolates (37% killing), 

although this was not statistically significant (Figure 19).  
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Several other in vitro experiments were also performed to further compare the 

phenotypic characteristics of emm type 32.2 isolates with other emm type isolates. 

The experiments included capsule thickness and complement deposition 

quantification assays. The capsule is an essential virulence factor for GAS and nearly 

all GAS isolates (except acapsular emm type 6.0) possess a hyaluronic acid (HA) 

capsule [124, 126]. Numerous studies have suggested that the capsule obstructs 

access to surface epitopes by antibodies and thereby inhibits phagocytosis, it has also 

been demonstrated that the capsule enhances resistance to complement deposition on 

the surface further increasing resistance to phagocytosis [132, 282]. Moreover, in 

vivo studies have also demonstrated that the expression of the GAS capsule is 

essential for full virulence in a model of invasive infection [283, 284]. The activation 

of the classical and alternative complement pathway leads to opsonisation of the 

bacteria with C3b and its cleavage fragment iC3b [285]. Complement receptors on 

neutrophils and macrophages bind both of these resulting in phagocytosis [285]. In 

order to evade complement mediated phagocytosis, bacteria prevent or resist the 

deposition of C3b onto the surface [3, 120, 285]. A known way to resist complement 

deposition [3] is through the presence of the capsule and in this present study it was 

demonstrated that the isolates which had a thicker capsule also had less complement 

deposited on the surface (R2 = 0.34, p = 0.0027) (Figure 21). In addition to this the 

amount of complement on the surface of emm type 32.2 isolates was significantly 

lower than emm type 6, 89, and 1.0 isolates (p < 0.005). From the capsule and 

complement data it was hypothesised that emm type 32.2 isolates which had a thick 

capsule and low complement deposition would be more resistant to killing by 

phagocytes. There was a positive association between capsule thickness and 

phagocytic killing yet none between complement deposition and killing. This could 
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be due to the wide range of variability seen between isolates not only across emm 

types but also within the same emm types. There have been other studies that have 

also seen variance in the synthesis of the capsule among GAS isolates of the same 

emm type [286]. The in vitro characteristics were used to select isolates for in vivo 

model development. Two isolates from emm type 32.2 were chosen that differed 

significantly in their capsule thickness, complement deposition and resistance to 

OPK and an emm 1.0 type isolate which was also significantly different in all three 

characteristics to the resistant emm type 32.2 isolate (112327). 

 

Through previous high-resolution pan-genome analysis it was found that the emm 

type 32.2 isolates encoded a combination of 19 genes that were not identified in any 

of the other isolates collected at the same time [266]. A selection of the 19 genes 

have well known functions in pathogenesis, including Mga-like regulatory protein, 

Myr positive regulator, LepA, a trypsin resistant surface protein T6, and a 

hyaluronidase, HylP [266]. Mga is a critical global regulator of many GAS virulence 

factors and is key in regulating the expression of the emm gene which encodes the 

anti-phagocytic M protein. Previous studies have also shown that Mga directly 

regulates the C5a peptidase which cleaves C5a, and thereby inhibits recruitment of 

phagocytic cells to the site of infection [287-289]. The presence of an alternative 

Mga regulator within the outbreak isolates could lead to increased expression of key 

virulence factors that could explain why emm type 32.2 isolates are more successful 

in evading phagocytosis. In addition to this, the outbreak isolates also possess the 

Myr regulator protein which is known to directly contribute to resistance to 

phagocytosis through controlling the expression of the M protein [290]. LepA (also 

known as SipA) and tee6 gene encoding the T6 protein are both involved in pilus 
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structures which play an important role in tissue adherence and biofilm formation 

[266, 291]. Lastly, the hlyP gene encoding hyaluronidase is a key virulence factor as 

it is thought to enhance bacterial spread in host tissues through the breakdown of 

hyaluronic acid of the extracellular matrix [292]. Given that a number of these genes 

have been implicated in virulence and evasion of phagocytosis, it could be that they 

contribute to increased virulence of the isolates and further explain why emm 32.2 

isolates are more resistant to killing by phagocytes. To confirm this further 

investigation would be needed which would include deletion of the chosen genes to 

identify any differences in pathogenesis. 

 

Before in vivo modelling, all three isolates were assessed to measure the survival in 

whole blood and serum. When present in the blood, bacteria need to be able to 

withstand both the bactericidal activity of the complement system and phagocytosis. 

Whole blood killing assays can be used to emulate the dynamics of host pathogen 

interactions in the blood [293]. Further to this, by assessing phenotypic traits of the 

bacteria and the dynamics of the host response in in vitro assays it provides an 

opportunity to find a suitable test to measure correlates of immunity/protection 

particularly when determining the efficacy of vaccines and therapeutics. As 

expected, the emm type 32.2 isolate 112327 which has the thickest capsule, larger 

amounts of complement deposition and was the most resistant to OPK was able to 

proliferate in the blood. Unexpectedly, the emm type 32.2 isolate 102029 was also 

able to survive in the blood (Figure 22), even though in our previous assays showed 

little resistant to OPK. Emm type 1.0 isolate 101910 was successfully cleared from 

the blood by 48 hours. It was anticipated that there would be differences between the 

two emm type 32.2 isolates as seen in the OPKA, it’s possible that the extra genes 
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present in all the outbreak isolates are providing an advantage to successfully 

proliferating in the blood. There were no differences between the isolates survival in 

serum indicating that the clearance is cell dependent. 

 

An important consideration is that the OPKA and whole blood killing assay may not 

give the full representation of what is happening during GAS infection. Being an ex 

vivo assay it does not explore other host factors such as cytokines and chemokines 

which could be acting on the neutrophils and macrophages. Further work should be 

done to explore the kinetics of infection with the emm type 32.2 outbreak isolates in 

comparison with emm type 1.0 in an in vivo model. 
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A. Introduction 

4.1 In vivo models of GAS 

Animal models of infection that mimic human disease have become a crucial 

component in research into bacterial pathogenesis. For GAS the development of in 

vivo animal models has been challenging, firstly, it is an obligate human pathogen so 

is exquisitely adapted to the human host and secondly it is able to cause a broad 

range of diseases that result from different pathogenic mechanisms [213]. In addition 

to this there is no single strain, even within the same emm type, that can be 

considered representative of the population due to extensive strain diversity, which 

can reflect differences in virulence in vivo [213]. 

 

4.1.1 Model of invasive infection 

Invasive GAS infection results from haematogenous spread of bacteria into normally 

sterile sites of the host, which in serious cases results in sepsis and streptococcal 

toxic shock [218]. In mice, the various models of systemic infection can be separated 

based on the route of inoculation, which may be intravenously, intranasally, or 

intraperitoneally. The intravenous route directly introduces bacteria into the blood 

stream, whereas the intranasal route requires bacteria to invade across the lung 

epithelium. Murine models of systemic infection have utility for modelling human 

disease, in particular for assessing virulence and host responses to infection [204].  
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4.1.2 Model of septic arthritis 

Septic arthritis is an inflammatory disease of the joint and is considered a secondary 

infection, as the most common cause is through bacteria spreading from the 

bloodstream into the joint [54]. There are several well-developed murine models for 

septic arthritis with S. aureus, which closely mirrors the clinical phenotype of septic 

arthritis in humans, in particular the erosion of the joint. It is widely accepted that the 

best method to initiate septic arthritis is by the intravenous route of infection, as the 

majority of bacterial joint infections in humans originate from the bloodstream [54]. 

The kinetics of septic arthritis in GAS infection has not been well studied and there 

is only one published model that uses an intravenous route of infection to initiate 

arthritis, the major issue with this model is the large dose volume (0.5 ml) which is 

not representative of the normal infection dose [238]. 

 

4.2 Rationale 

In Chapter 3 variation between emm types in the ability to resist opsonophagocytosis 

was observed. To consider further the virulence of this diverse set of strains two 

isolates were chosen from the emm type 32.2 outbreak and one from the emm type 

1.0 isolates, to use in in vivo infection modelling. All three isolates were from an 

invasive clinical phenotype but had distinct differences in the in vitro assays used to 

assess virulence (capsule thickness, complement deposition, and opsonophagocytosis 

killing). Emm type 32.2 isolate 112327 had a significantly thicker capsule, lower 

complement deposition and was more resistant to killing, in comparison to emm type 

32.2 isolate 102029 and emm type 1.0 isolate 101910.  
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The use of two different routes of infection and challenge dose concentrations were 

explored to examine virulence in vivo. Two models of infection were developed; a 

systemic invasive disease model and a reliable septic arthritis model. Next, the 

models were used to explore the progression of each of the disease types. 
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B. Results 

4.3 Intranasal route of infection 

The intranasal route of infection introduces bacteria to the upper airway of the 

respiratory tract and can be used to introduce bacteria directly into the lung. A lower 

volume dose allows the bacteria to remain in the upper airway whereas a high-

volume dose results in dissemination of the bacteria into the lung [294]. The ability 

of the chosen GAS isolates to colonise nasal–associated lymphoid tissue (NALT) in 

the nasopharynx when using a 10 μl challenge dose was examined. Next a high-

volume dose of 50 μl was used to assess whether the different GAS isolates were 

able to invade across the lung epithelium and establish a systemic infection. 

 

4.3.1 Virulence testing using low intranasal volume dose 

Mice were intranasally inoculated with 10 μl of emm type 32.2 isolates 112327 and 

102029, and emm type 1.0 isolate 101910 at doses 108 and 107 (n = 10). Mice were 

monitored for signs of infection and were considered to have survived the infection 

by day 7, after which they were culled, and blood and nasopharyngeal tissue were 

removed. During infection with all isolates and dose CFUs there was 100% survival 

until the end of the experiment. Following CFU enumeration no bacteria were 

detected in the blood and identification of GAS from the NALT tissue was not 

successful. In summary, there were no differences in the outcome or survival of 

infection between emm types. 
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4.3.2 Virulence testing using high intranasal volume dose  

Next, mice were intranasally inoculated with 50 μl of emm type 32.2 isolates 112327 

and 102029, and emm type 1.0 isolate 101910 at doses 108 and 107 (n = 10) a higher 

volume dose allows successful dissemination of bacteria into the lung. Mice were 

monitored for signs of infection and were considered to have survived the infection 

by day 7, after which they were culled, and blood and lung tissue was removed. In 

two of the groups mice succumbed to the infection quickly, 6 hours following 

infection 80% (8/10) in the group infected with 108 CFU of emm type 32.2 isolate 

112327 died (after reaching “lethargic ++”) (Figure 23a) and 40% of mice in the 

group infected with 108 CFU of isolate 102029 died (Figure 23b). When infected 

with a tenfold lower dose with these two isolates there was 100% survival. Similarly, 

there was 0% mortality during infection with emm type 1.0 isolate 101910 (Figure 

23c). Due to the rapid mortality, it is unlikely the bacteria had time to invade through 

the lung epithelium and into the vascular system of the mice, therefore the mice were 

more likely to have died from a response to the high levels of toxins secreted from 

the bacteria at the higher inoculum doses. The remaining mice had 100% survival 

and were subsequently culled at the end of the 7-day survival period. Bacteria were 

not recovered from the blood or lungs of mice at the end of the 7-day experiment, 

indicating that those who survived either did not establish an infection initially or 

successfully cleared the bacteria.  

 

The survival data was analysed using the Log-rank (Mantel-Cox) test analysis, which 

is used for the comparison of survival curves (Table 10). Infection with emm type 

32.2 isolate 112327 at 108 was significantly more virulent than infection with emm 

type 1.0 isolate 101910 at both CFU challenge doses (* p-value < 0.05). There was 
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no significant difference between survival of mice infected with isolates from emm 

type 32.2 (112327 vs. 102029) at the higher CFU of 108, however, emm type 32.2 

isolate 112327 at 108 CFU challenge was significantly more virulent than infection 

with both 112327 and 102029 at 107 challenge (* p-value < 0.05) (Table 10). This 

result implies that intranasal infection with emm type 32.2 is significantly more 

virulent than infection with emm type 1.0 but only when administered at a high CFU 

challenge dose. 

 

 

 

 

 

 

 

 

 

 

 



111 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 23 - Comparison of survival of mice when infected with different isolates 

in a model for GAS pneumonia. 

Kaplan Meier plots representing percentage survival of CD1 mice (n = 10 per group) 

following 108 (solid line) and 107 (dashed line) CFU in 50 μl intranasal infection 

with isolates (A) emm type 32.2 isolate 112327 (red) (B) emm type 32.2 isolate 

102029 (green) and (C) emm type 1.0 isolate 101910 (blue). 

 

A

B

0 24 48 72 96 120 144 168
0

20

40

60

80

100

Time (hours) following intra-nasal infection

P
e

rc
e

n
ta

g
e

 s
u

rv
iv

a
l (

n
=

1
0

) 112327 108

112327 107

0 24 48 72 96 120 144 168
0

20

40

60

80

100

Time (hours) following intra-nasal infection

P
e

rc
e

n
ta

g
e

 s
u

rv
iv

a
l (

n
=

1
0

)

102029 108

102029 107

C

0 24 48 72 96 120 144 168
0

20

40

60

80

100

Time (hours) following intra-nasal infection

P
e

rc
e

n
ta

g
e

 s
u

rv
iv

a
l (

n
=

1
0

)

101910 108

101910 107



112 

Table 10 - Comparison of survival of mice when infected with different isolates 

in a model for GAS pneumonia 

Log-rank (Mantel-Cox) analysis of mice when intranasally infected (50 μl) with 

different isolates and dose CFUs of GAS (* p- value < 0.05). 
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4.4 Intravenous route of infection 

The major mechanism of damage to the host during a systemic infection is through 

the presence of GAS proliferating in the blood stream. The intravenous route of 

infection directly introduces bacteria into the vasculature system, for the bacteria to 

be able to establish an infection it must multiply in the blood stream, bacteraemia can 

then progress to sepsis, which involves multiple organ dysfunction and death (Figure 

24).  

 

 

Figure 24 - Schematic representation of systemic infection model with GAS. 

 

4.4.1 Survival comparison during invasive disease 

The virulence of each isolate during systemic infection was determined by infecting 

mice intravenously with 50 μl of emm type 32.2 isolates 112327 and 102029, and 

emm type 1.0 isolate 101910 at doses 108 and 107 (n = 10).  

 

Following intravenous infection, 100% of mice infected with 108 CFU of emm type 

32.2 isolate 112327 succumbed to infection by 24 hours post-infection. When 

infected with a lower dose of 107 CFU, all mice showed signs of lethargy by 24 hours 

and succumbed to infection by 36 hours post-infection (Figure 25a). A lower CFU 

dose group of 106 CFU was included to assess whether the bacteria would still be as 

effective at establishing an infection, at 48 hours 20% (2/10) succumbed to infection 
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however 80% of the mice were able to clear the bacteria and survive to the end of the 

experiment. In comparison to this, infection with emm type 32.2 isolate 102029 

resulted in only 30% mortality (3/10) at dose CFU 108, and 0% with dose CFU 107 

(Figure 25b). In contrast to infection with either isolate from emm type 32.2, none of 

the mice infected with either 108 or 107 CFU of emm type 1.0 isolate 101910 showed 

any symptoms of infection and all survived (Figure 25c). There are clear differences 

between the ability of each isolate to establish bacteraemia, emm type 32.2 isolate 

112327 is able to progress to sepsis very rapidly, on the other hand isolate 102029 of 

the same emm type is not as successful and only in high CFU challenge doses is it 

able to multiply in the blood stream and result in death. Infection with emm type 1.0 

isolate 101910 did not result in the same outcome as infection with emm type 32.2, 

and none of the mice showed any characteristic symptoms of invasive infection. 

 

The survival data was analysed using the Log-rank (Mantel-Cox) analysis, which is 

used for the comparison of survival curves (Table 11). Infection with emm type 32.2 

isolate 112327 at both 108 and 107 CFU was significantly more virulent than 

infection with all other isolates (** p < 0.01). There were no significant differences 

in the virulence between any other isolate and dose CFU (Table 11). These initial 

results are consistent with earlier findings in Chapter 3; where there was a significant 

difference between bacterial characteristics, that are indicative of virulence, even 

within the same emm type, which are in line with the in vivo survival differences 

observed. 
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Figure 25 - Comparison of survival of mice when infected with different isolates 

in a model for GAS bacteraemia. 

Kaplan Meier plots representing percentage survival of CD1 mice (n = 10 per group) 

following 108 (solid line), 107 (dashed line), and 106 (dotted line) CFU in 50 μl 

intravenous infection with isolates A) emm type 32.2 isolate 112327 (red), B) emm 

type 32.2 isolate 102029 (green), and C) emm type 1.0 isolate 101910 (blue). 
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Table 11 - Comparison of survival of mice when infected with different isolates 

in a model for GAS bacteraemia 

Log-rank (Mantel-Cox) analysis of survival of mice when intravenously infected (50 

μl) with different isolates and dose CFUs of GAS (** p-value < 0.01). 
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4.4.2 Progression of infection during invasive disease 

Based on the results from the in vivo virulence testing experiments, only CFU doses 

of 108 and 107 were selected for further investigation, in order to make direct 

comparisons between the different isolates. 

 

To determine the timeline of infection, five mice were intravenously infected with 50 

μl of emm type 32.2 isolates 112327 and 102029, and emm type 1.0 isolate 101910 at 

doses 108 and 107, CFUs were enumerated from the blood collected by tail bleeding 

at 3, 9 and 24 hours to assess the progression of the infection (Figure 26). Firstly, the 

pattern of blood CFUs were compared across all groups. Between all isolates and 

doses there was an increase in bacterial load in the blood from 3 to 9 hours. Initially 

all isolates were able to proliferate in the blood however after 9 hours differences in 

the pattern of blood proliferation begin to emerge across isolate types. For those 

infected with emm type 32.2 isolate 112327 at both CFU doses, there was a 

continued increase in bacteria load up until the time of death (Figure 26a). The 

average bacterial burden in the blood at time of death was mean log 5.78 CFU/ml 

blood. In comparison, mice infected with emm type 32.2 isolate 102029 the CFU 

levels of bacteria in the blood did not change in between 9 and 24 hours post-

infection (Figure 26b). In contrast, mice infected with emm type 1.0 isolate 101910 

do not follow the same infection pattern; they begin to clear the bacteria rapidly from 

the blood. The CFU load decreases from 9 hours, for CFU dose 108 the bacteria were 

cleared by 24 hours and for dose 107 the bacteria were cleared by 48 hours (Figure 

26c).  
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Next the bacterial burden in the blood was compared at each time point across 

isolates and dose groups using a one-way ANOVA and Kruskal-Wallis multiple 

comparisons test. Mice infected with 108 CFU of emm type 32.2 isolate 112327 had 

significantly higher bacterial loads in the blood at all time points post infection in 

comparison to those infected with emm type 1 isolate 101910 (** p < 0.01). This was 

also the case by 24 hours for emm type 32.2 isolate 112327 infected at a ten-fold 

lower (107) CFU dose. At 24 hours mice in the group 112327 (108) were culled, and 

as expected the mean bacterial burden was highest in those mice (Figure 27). The 

CFU load was only marginally lower in group 112327 (107), which is consistent with 

the mice survival time being 12 hours later. There was no major variation of bacterial 

numbers in the blood at each time point between infection with 108 and 107 CFU of 

the same isolate.  

 

There is a clear difference in blood survival, which is in line with the survival times 

observed. In summary, emm type 32.2 isolate 112327 is better adapted to survival 

and proliferation in the blood, and due to this there is uncontrolled bacterial 

proliferation resulting in sepsis and the animal succumbing to infection. When there 

is clearance of the bacteria from the blood, as is the case with infection with emm 

type 1.0 isolate 101910, there is 100% survival. 
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Figure 26 – Bacterial burden in blood of mice when infected with different 

isolates in a model for GAS bacteraemia.  

The bacterial CFU in blood of CD1 mice (n = 5 per group) following 108 (solid line) 

and 107 (dotted line) CFU in 50 μl intravenous infection with isolates A) emm type 

32.2 isolate 112327 (red), B) emm type 32.2 isolate 102029 (green), and C) emm type 

1.0 isolate 101910 (blue) over time. Displayed as mean ± SEM. 
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Figure 27 – Direct comparison of bacterial burden in blood of mice when 

infected with different isolates in a model for GAS bacteraemia at 24 hours.  

The bacterial CFU in blood of CD1 mice (n = 5 per group) following intravenous 

infection with 108 and 107 CFU of isolates: emm type 32.2 isolate 112327 (red 

circles), emm type 32.2 isolate 102029 (green circles), and emm type 1.0 isolate 

101910 (blue circles) was compared at 24 hours using a one-way ANOVA and 

Kruskal-Wallis multiple comparisons test (* p <0.05 ** p < 0.01 ***p < 0.005), 

displayed as mean ± SEM. 
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To examine the rate of proliferation and clearance from the blood the progression of 

infection in the spleen was examined. Only the CFU dose group 108 was included in 

this analysis, as there was no major variation in bacterial numbers in the blood 

between this and the ten-fold lower dose group 107. 40 mice were intravenously 

infected with 108 CFU (50 μl) of emm type 32.2 isolates 112327 and 102029, and 

emm type 1.0 isolate 101910. Five mice from each group were culled at 6, 24 and 48 

hours post infection and the spleen removed for CFU enumeration.  

 

The spleen CFUs were compared between isolates using a one-way ANOVA and 

Kruskal-Wallis multiple comparisons test. At the earliest time point of 6 hours post 

infection there was no major differences in the bacterial load in the spleen between 

strains. At 24 hours mice infected with emm type 32.2 isolate 112327 had 

significantly higher bacterial loads in the spleen in comparison to those infected with 

any other isolate (** p – value < 0.01) (Figure 28). In those mice infected with emm 

type 32.2 isolate 102029, the bacterial burden did not change significantly across the 

time points and with emm type 1.0 isolate 101910 there is bacterial clearance 

observed in the spleen with reduced numbers at 48 hours (Figure 28).  
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Figure 28 - Bacterial burden in spleen of mice when infected with different 

isolates in a model for GAS bacteraemia.  

The bacterial CFU in the spleen of CD1 mice (n = 5 per group) following 107 CFU in 

50 μl intravenous infection with isolates emm type 32.2 isolate 112327 (red line), 

emm type 32.2 isolate 102029 (green line) and emm type 1.0 isolate 101910 (blue 

line) over time. Analysed using a one-way ANOVA and Kruskal-Wallis multiple 

comparisons test (** p-value < 0.01), displayed as mean ± SEM 
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4.4.3 Weight loss during invasive disease 

Another method used to assess the condition of animals during infection is to 

measure weight loss. Weight loss is used to define humane endpoints for the use of 

animals in experimental studies; typically, mice should not lose more than 20% of 

their original body weight in a short-term study. During the earlier survival study 

(4.4.1), all mice were weighed at the beginning of the experiment and then again 

every 24 hours.  

 

At 24 hours, the mean weight loss of mice in the different groups were compared 

using a one-way ANOVA and Kruskal-Wallis multiple comparisons test. There were 

no significant differences in weight loss between dose CFU groups (108 and 107) of 

the same isolate (Figure 29). The percentage weight loss was significantly greater in 

those mice infected with emm type 32.2 isolate 112327 (both CFU dose group) than 

all other groups (Figure 29). 
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Figure 29 – Percent weight loss of mice when infected with different isolates in a 

model for GAS bacteraemia. 

The percentage weight loss of CD1 mice (n = 5 per group) at 24 hours following 108 

and 107 CFU in 50 μl intravenous infection with isolates emm type 32.2 isolate 

112327 (red squares), emm type 32.2 isolate 102029 (green squares) and emm type 

1.0 isolate 101910 (blue squares) was compared. Analysed using a one-way ANOVA 

and Kruskal-Wallis multiple comparisons test (*** p < 0.005), displayed as mean ± 

SEM. 
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4.4.4 Bacterial arthritis phenotype after intravenous infection 

From earlier results in this chapter it can be concluded that emm type 1.0 isolate 

101910 was either less well adapted to survive in blood or was able to translocate 

elsewhere in the host. Indeed, all mice infected with emm type 1.0 isolate 101910 

began to show symptoms of joint deformities at 24 hours. Following CFU 

enumeration it was confirmed that bacteria were present in the joint, confirming that 

this could be used as a model for bacterial septic arthritis (Figure 30). This was an 

interesting outcome as this matched the clinical phenotypic data. Emm type 1.0 

isolate 101910 was recovered from a patient who was being treated for septic 

arthritis of the hip joint. We have been able to replicate the human course of 

infection with a reliable septic arthritis animal model. 

 

 

Figure 30- Schematic representation of osteomyelitis and septic arthritis model 

with GAS. 
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4.5 Kinetics of septic arthritis 

To further characterise the septic arthritis model, the growth kinetics and clinical 

outcomes were assessed during infection. Knee joints were chosen, as they were the 

most commonly affected joint in this model and also the most clinically relevant. 

Knee joints are considered a high load bearing joint and so are more often prone to 

inflammation, damage, and ultimately infection [54]. 

 

4.5.1 Progression of infection in the knee joints 

To determine the time line of infection within the knee joints 50 mice were 

intravenously infected with 107 CFU of emm type 1.0 isolate 101910. Five mice were 

culled immediately after infection, and 10 mice were culled at each of the following 

time points post infection 6, 12, 24, 48, and 168 hours to assess the progression of 

infection in the joints. 

 

Bacteria were recovered successfully from the knee joint at the earliest time point of 

6 hours; mean log 2.5 CFU/knee-joint, only one animal did not have any bacteria in 

the joint (Figure 31a). Bacterial numbers continued to increase rapidly in the knee 

joints, at 48 hours the maximum density of bacteria was likely reached, as the 

bacterial load did not greatly increase further up to 7 days. At 7 days the knee joints 

were severely affected by the presence of the bacteria and large abscesses and 

deformities had formed. Blood was also removed after the animals were culled at 

each time point to compare the dynamics of when the bacteria clears from the blood 

and enters the knee joints. Bacterial burden in the blood decreased from 6 to 24 hours 

until there was complete clearance at 48 hours (Figure 31b). Interestingly, the highest 

bacterial load in the joints corresponded with full clearance from the blood. At the 
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final time point of 7 days, blood was also taken to measure whether bacteria from the 

joints had re-entered the blood stream. In severe joint infections where abscesses 

form it is a possibility they can burst or leak bacteria back into the vasculature 

system. However, this was not observed and no bacteria were recovered from the 

blood. 
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Figure 31 – Comparison of bacterial numbers in the knee joints and blood after 

intravenous infection with emm type 1.0 isolate 101910. 

(A) The bacterial CFU in knee joints of CD1 mice (n = 10, knee joints n = 20) 

following intravenous infection with 107 CFU (50 l) of emm type 1.0 isolate 

101910 and (B) bacterial burden in blood over time. Displayed as mean ± SEM. 
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4.5.2 Severity of arthritis 

The onset of macroscopic arthritis began at around 24 hours. The typical symptoms 

observed were redness, swelling, and oedematous of the knee joints. To be able to 

assess the progression of the external symptoms an arthritic scoring system was 

developed. This involved macroscopic inspection of the knee joints, in which each 

joint yielded a score of 0 to 3 points; 1 point = mild swelling and/or erythema; 2 

points = moderate swelling and erythema; 3 points = marked swelling and erythema 

and occasionally ankylosis. The arthritic index was then constructed by dividing the 

total score by the number of animals used in each group. All animals were scored at 

the same time points that the knee joints and blood were sampled. There were no 

detectable symptoms of arthritis in any of the mice until 24 hours, in which the 

incidence was low and could only be measured in 25% of joints (5/20 knee joints) 

(Figure 32). The arthritic index gradually increased at 48 hours, the incidence of 

macroscopic arthritis was now 65% (13/20 joints). At 7 days the mice had severe 

symptoms and 90% (19/20) of knee joints were scored macroscopically, this greatly 

increased the arthritic index (Figure 32). In addition to scoring the knee joints, it was 

also noted whether animals showed any sign of macroscopic arthritis in any other 

joints. In 10% of cases swelling was observed in the front and hind paws, no 

additional limbs became affected after the initial 48 hours of disease. To ensure the 

welfare of the animals they were also scored using the pain scoring system and had 

their weight measured every 24 hours. Weight bearing was poorly tolerated in some 

mice and due to the set-up of the cage feeding system, wet food was supplied to 

counteract mild weight loss. 
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Figure 32 - Arthritic index score of knee joints during infection with emm type 

1.0 isolate 101910. 

The arthritic index (mean ± SEM) was calculated for CD1 mice (n = 10) following 

intravenous infection with 107 CFU in 50 μl with emm type 1.0 (isolate 101910) over 

time. Displayed as mean ± SEM. 
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4.6 Host-adapted emm type 1.0 (isolate 101910) 

To further clarify the causes of emm type 1.0 isolate 101910 propensities to the joint, 

bacteria was recovered directly from the knee joints at 24 hours post-infection with 

107 CFU. To compare the progression of infection in the joints with in vivo 

recovered host-adapted emm type 1.0 isolate 101910 compared to the previous 

infection with the wild type. 40 mice were intravenously infected with 107 CFU of 

host-adapted isolate 101910. Ten mice were culled at each of the following time 

points post infection 6, 12, 24, and 48 hours. Blood, spleen and joints were recovered 

for CFU enumeration. The CFUs from those infected with the host-adapted isolate 

were compared with the previous infection with the wildtype, to see whether there 

were any significant differences with the progression of the infection. During the 

course of the infection there was 100% survival of animals infected with the host-

adapted bacteria, this was the same as with the wildtype. 

 

4.6.1 Comparison of bacterial load in the blood and spleen 

Bacterial load in the blood decreased over time during infection with the host-

adapted isolate, and there was no major variation in bacterial numbers compared to 

the wildtype infection. Although not statistically significant the mean CFU was 

lower at 24 hours in the host-adapted group indicating a slightly faster rate of 

clearance (Figure 33a). Both infection groups had cleared from the blood by 48 

hours. Similarly, the bacterial load in the spleen decreased over time during infection 

with in vivo recovered bacteria, and although there was no significant difference in 

splenic bacterial load at 6, 24, and 48 hours, the average mean CFU in those infected 

with in vivo recovered bacteria was lower (Figure 33b).  
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A slight increase in the rate of clearance of the bacteria from the vasculature system 

was observed during infection with the host-adapted isolate, suggesting that the 

bacteria is even less well adapted to surviving in the blood than emm type 1.0 isolate 

101910. Having isolated the bacteria directly from the knee joint this could suggest 

the bacteria may have characteristics that have adapted to favour the joint space over 

the blood. 
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Figure 33 – Comparison of bacterial burden in blood and spleen after 

intravenous infection with emm type 1.0 isolate 101910 and in vivo recovered 

emm type 1.0 isolate 101910. 

A) The bacterial CFU in blood of CD1 mice (n = 5) following 107 CFU in 50 l 

intravenous infection with emm type 1.0 isolate 101910 (black solid line) and in vivo 

recovered emm type 1.0 isolate 101910 (red dashed line). B) Bacterial burden in 

spleen over time. Displayed as mean ± SEM. 

0 6 24 48
0

1

2

3

4

Time (hours) follwing intra-venous infection

L
o

g
 C

F
U

 /
 s

p
le

e
n

emm 1.0 101910

in vivo recovered 

emm 1.0 101910

6 12 24 480
0

1

2

3

Time (hours) following intra-venous infection

L
o

g
 (
C

F
U

/m
l 
b

lo
o

d
)

emm 1.0 101910

in vivo recovered 

emm 1.0 101910

A. 

B. 



134 

4.6.2 Comparison of joint bacterial burden and severity 

The progression of infection in the knee joints during infection with in vivo 

recovered host-adapted emm type 1.0 isolate 101910 was analysed, firstly by 

determining the joint bacterial load and secondly by calculating the arthritic index. 

These were both compared to results previously obtained during infection with the 

wild type isolate. 

 

Bacteria was recovered from the knee joints at the earliest time point of 6 hours. 

When compared with the wildtype infection the host-adapted bacteria enter the knee 

joint at initial higher bacterial loads (Figure 34a). Bacterial numbers in the knee 

joints continued to increase in the host-adapted group, when compared with the 

wildtype. This was found to be statistically significant at 12 and 24 hours (*** p < 

0.005). At 48 h there was a further increase in bacterial load in the host-adapted 

infection group, however there was no significant difference in bacterial load 

compared to the wildtype at this time point (Figure 34a). 

 

To assess the severity of macroscopic arthritis, the arthritic scoring index was used 

and the score for mice infected with in vivo recovered emm type 1.0 isolate 101910 

was compared to that previously calculated for infection with emm type 1.0 isolate 

101910. Arthritic symptoms could be detected at 24 hours, and the severity of 

arthritis was the same for both groups (Figure 34b). The arthritic index increased 

during the infection and at 48 h mice in the host-adapted group had a significantly 

higher arthritic index compared to the wildtype group (* p < 0.05) (Figure 34b). 

Mice infected with the host-adapted isolate 101910 had a more serious macroscopic 

arthritis when assessed visually at 48 hours and the experiment was terminated, so as 
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not to exceed the severity threshold as outlined by the home office project licence. 

The arthritic score at 48 hours was similar to that at day 7 post infection with the 

wildtype (Figure 32), 

 

In summary, during infection with in vivo recovered emm type 1.0 isolate 101910, 

bacteria enter the knee joint at higher bacterial numbers and proliferate in the joint at 

a faster rate compared to the wildtype. More serious macroscopic symptoms were 

observed at 48 hours, even though the bacterial load is not significantly higher at this 

time point than infection with the wildtype. These results suggest that the bacteria 

were better adapted to initiating infection in the joint more quickly leading to a more 

serious arthritic phenotype. 
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Figure 34 - Comparison of knee joint CFU and arthritic index after intravenous 

infection with emm type 1.0 isolate 101910 and in vivo recovered emm type 1.0 

isolate 101910. 

A) The bacterial CFU in knee joints of CD1 mice (n = 10, knee joints n = 20) and B) 

arthritic index score following 107 CFU in 50 μl intravenous infection with emm 

type 1.0 isolate 101910 (black solid line) and in vivo recovered emm type 1.0 isolate 

101910 (red dashed line). ***p-value < 0.005 when analysed using a one-way Anova 

and Kruskal-Wallis multiple comparisons test, displayed as mean ± SEM. 
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C. Discussion 

As outlined at the beginning of this chapter, different GAS isolates can result in 

diverse infection outcomes in both humans and mice. These range from subclinical 

non-invasive infections through to invasive disease and septic arthritis. The aim of 

this chapter was to investigate the virulence of emm type 32.2 and emm type 1.0 

isolates using a range of doses and infection routes in order to understand how 

infection with different isolates can lead to very different clinical phenotypes. The 

data presented here shows the establishment of a suitable murine model of invasive 

GAS infection using emm type 32.2 isolate 112327, and for the first time, a model of 

GAS septic arthritis is described with emm type 1.0 isolate 101910. The infection 

kinetics following intranasal (10 µl dose to promote nasopharyngeal carriage and 50 

µl dose to cause pneumonia) and intravenous inoculation are described for each 

isolate, and this data provides additional relevant information to the field. 

 

The most common clinical manifestation of GAS is pharyngitis, which is an 

infection of the tonsils and surrounding tissues. This area is known as the posterior 

oropharynx, which includes the Waldeyer’s ring collectively known as the tonsils 

[295]. Due to the high incidence of pharyngitis there has been considerable interest 

in developing animal models to attempt to replicate the disease [9]. However, mice 

and other rodents do not have a Waldeyer’s ring homologue in the pharynx, and 

experimental colonization has been both challenging and limited primarily to only a 

few GAS isolates [213]. To test whether the isolates in this study were capable of 

successfully establishing colonisation in the nasopharynx of mice, mice were 

intranasally inoculated with 10 μl of 108 or 107 CFU of each of the isolates. There 

was 100% survival and no bacteria had disseminated into the lungs resulting in 
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pneumonia, indicating that the inoculum volume chosen was suitable for 

nasopharyngeal colonisation only. GAS colonies were not successfully recovered 

from the nasopharynx or lungs at the end of the experiment. The isolates used were 

not able to colonise the nasopharynx over 7 days using this model. Other studies 

examining GAS nasopharyngeal colonisation proposed that a strong Th17 response 

was responsible for the rapid clearance of GAS and increasing the length of time of 

colonisation was not always possible, this is in line with our findings [216]. 

 

Next, a higher volume intranasal dose of 50 μl was used to examine the effects of the 

bacteria disseminating into the lung. Bacterial dissemination from the lungs into the 

bloodstream occurred as early as 6 hours post infection after inoculation with a high 

CFU dose (108) of emm type 32.2 isolates 112327 and 102029. However, this was 

not the case when mice were infected with 107 CFU of those isolates- no bacteria 

were recovered at the end of the experiment and the mice did not show any signs of 

illness. There were significant differences in the survival of mice infected with emm 

type 32.2 isolates than with an emm type 1.0 isolate, indicating emm type 32.2 

isolates were more virulent in a pneumonia model of infection. Previously published 

work, examining GAS pneumonia in a mouse model has shown that systemic 

infection is initiated by flooding of the alveoli with bacteria followed by breaching of 

endothelial barriers into the blood [130, 219]. These models showed that pneumonia 

was initiated dose dependently- as was the case in our experiments- with a higher 

CFU needed to establish a pneumonic infection [219]. One comparison to draw on is 

the time difference in mortality, mice in the study by Husmann et al., did not 

establish pneumonia until 72 hours, yet there is a much more rapid time to death (6 

hours) [219]. The rapid dissemination of bacteria into the vasculature system is likely 
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to be driven by bacteria induced damage of the lung epithelial barriers, as GAS 

bacteria are intrinsically capable of breaching host tissue barriers and encode a 

number of streptococcal proteins that are involved in the breakdown of host tissues 

[156]. It is widely accepted that there is significant variation in the ability of different 

strains to produce such proteins; the emm 32.2 isolates may overproduce toxins and 

proteins that enable quicker invasion across the epithelial barrier [3]. 

 

Invasive GAS infection results from spread of bacteria from the foci of infection to 

normally sterile sites, streptococcal shock-like syndrome can then occur which is one 

of the most severe outcomes, with an associated mortality exceeding 50% [9, 218]. 

In this study, a suitable model for studying the kinetics of invasive GAS disease was 

established and used to evaluate different GAS isolates virulence. It was shown that 

different strains of GAS have a varied ability to cause invasive disease. Emm type 

32.2 isolate 112327 was the most invasive isolate and resulted in 100% mortality, 

during infection bacterial growth could not be controlled resulting in progressive 

bacterial multiplication and death. In contrast, during infection with emm type 32.2 

isolate 102029 and emm type 1.0 isolate 101910, mice were able to successfully clear 

and survive the infection. In 30% of cases when using a higher CFU dose of 108 

during infection with emm type 32.2 isolate 102029, the bacteria could not be 

cleared, and the mice died from the infection. Previously published work 

demonstrated that different strains of mice are more or less susceptible to invasive 

infection based on the ability of those mice to limit uncontrolled bacterial 

proliferation and clear the infection [218]. In addition, by ranking isolates by survival 

times this correlates with the control of bacterial replication, which suggests that the 

ability to limit bacterial growth may be a crucial factor in determining mortality. 
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Mice from infection with emm type 1.0 isolate 101910 began to clear bacteria from 

the blood as early as 9 hours, indicating that immunity against GAS in this model is 

mainly dependent on innate immune mechanisms [296]. The major cellular 

components involved in innate immunity, neutrophils and macrophages are 

potentially the most important mechanism in effectively clearing the bacteria. It was 

concluded in Chapter 2 that emm type 32.2 isolate 112327 was more resistant to 

opsonophagocytosis, and this is in line with how the bacteria is able to successfully 

evade host defences and cause significant mortality in an invasive disease model. 

 

This study has shown that after intravenous inoculation with emm type 1.0 isolate 

101910 mice developed septic arthritis. There have been relatively few studies on 

bacteraemia induced septic arthritis and all except one study with GAS bacteria are 

confined to infection with Staphylococcal aureus [231-238]. Mouse studies have 

generally been accepted as good models for septic arthritis and osteomyelitis; and it 

has been shown that the progression of infection and in particular the erosive profile 

of the joints is very similar to humans [54]. Considering that 30% of cases in the UK 

of septic arthritis are as a result of GAS, there has been little work done to study the 

kinetics of the disease in a reliable mouse model. The model of GAS septic arthritis 

described here provides additional and relevant information into the field. The study 

focused on dissemination of GAS to the knee joints, which are the most frequently 

infected joints in humans [61]. Intravenous infection of emm type 1.0 isolate 101910 

induced septic arthritis in 90% of animals. There was 0% mortality during the 

experiment, suggesting that the dosage was appropriate to induce septic arthritis. 

Bacteria were cleared from the blood and were detected in the knee joints as early as 

6 hours. The levels of bacteria peaked at 48 hours and the model was extended to 7 
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days. At 7 days a more chronic form of septic arthritis was observed and the effects 

of having bacteria in the joint over a prolonged period can be seen. Between 48 hours 

and 7 days the bacterial numbers do not continue to proliferate exponentially, 

suggesting that the localised immune response in the joint has been able to limit the 

progression of the infection. The associated immune response in the joint has 

previously been shown in S. aureus animal models to prevent mortality and septic 

shock [61].  

 

An important point to discuss is by what mechanisms the GAS organisms sequester 

in the joints following bacteraemia. It is known that the synovial tissue and the 

subchondral bone have a rich blood supply, thereby allowing frequent passage of 

bacteria through the joints [231]. However, why bacteria such as GAS and S. aureus 

choose to colonise the joint space is less clear. GAS has been shown to interact with 

several extracellular matrix proteins, including binding to fibronectin or collagen, 

which may contribute to the bacteria becoming immobilised when entering the joint 

and ultimately expanding [297]. As previously discussed GAS is a human adapted 

pathogen with a very broad range of clinical disease and it is able to adapt to 

different sites of infection in the host [298]. Emm type 1.0 isolate 101910 was 

recovered from a patient who had septic arthritis of the hip joint in comparison to the 

other strains in this study (emm 32.2 isolates), which were both isolated from patients 

with an invasive bacteraemia. This suggests that emm type 1.0 isolate 101910 has 

bacterial characteristics that make it more adapted to colonising the joint space. 

 

To consider further the role of bacterial characteristics in the propensity of the 

bacteria to sequester in the joints bacteria were recovered from the joint and then 
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mice were intravenously infected with in vivo recovered host-adapted emm type 1.0 

isolate 101910. Bacteria originally isolated from the knee joint were able to induce 

bacterial arthritis in 100% of mice infected and that the starting CFU in the joints at 6 

hours was significantly higher. Bacteria was also cleared from the blood and spleen 

more rapidly than with the previous infection with emm type 1.0 isolate 101910, 

which suggests it is even less well adapted to surviving in blood. In addition, the 

model could not be extended up to 7 days as the infection had resulted in serious 

deformities of the knee joints and the animals had reached the humane end point by 

48 hours. A more serious acute septic arthritis model was developed by passaging the 

bacteria through the host, this has two implications; firstly, the bacterium may now 

be more adapted to the site of infection and secondly the host response in the joint 

may not able to limit uncontrolled bacterial proliferation. 

 

Further work needs to be done to examine specific bacterial characteristics that may 

be involved in the ability of different GAS isolates to preferentially induce septic 

arthritis or sepsis. Understanding the molecular pathogenic mechanisms of each 

disease will provide a clearer picture of why there is such variation in host outcomes. 

In addition to this, the role of the host response in the joint should be examined to 

elucidate what mechanisms are involved in the initial stages of the infection in the 

joint and how this leads to severe joint damage. This will provide a significant 

amount of insight that is not currently available in the field. 
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 Streptolysin production and activity is 

central to in vivo pathotype and disease 

outcome  
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A. Introduction 

5.1 Introduction to GAS virulence factors 

Many emm types of GAS cause both life threatening and self-limiting infections, 

implying that any given strain of GAS encodes the factors needed for establishment 

of more than one kind of disease, and that differential expression of these factors 

determines the course of infection. Defining virulence factors that are involved in 

determining the course of infection is crucial for understanding invasive 

pathogenesis.  

 

5.2 Secreted bacterial toxins: Streptolysin 

There are a number of streptococcal proteins that are involved in the destruction of 

host tissues and among these are two cytolysins; streptolysin S (SLS) and 

streptolysin O (SLO) [299]. The haemolysin SLO has been well established as 

having cell and tissue destructive activity, and is part of the family of oxygen-

sensitive, thiol-activated toxins that includes already established virulence factors 

such as perfringolysin (theta toxin), pneumolysin, and listeriolysin O [141-143]. SLO 

is a highly conserved protein and is secreted by nearly all clinical isolates of GAS, it 

works by interacting with cholesterol in target cells to form pores, this is active 

against a number of eukaryotic cell types and sufficient doses of SLO results in cell 

lysis [145-148]. Early studies with SLO demonstrated that the purified toxin was 

lethal to mice and rabbits when injected intravenously, mainly due to cardiotoxicity 

[155].  
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More recently, there have been some attempts to assess the effects of biologically 

relevant concentrations of SLO in in vivo models. Limbago et al., found that SLO-

deficient GAS resulted in attenuated skin infections and similarly Zhu et al., reported 

a reduction in virulence when using SLO-deficient GAS in an invasive model [156, 

157].  

 

5.3 Rationale 

There are substantial gaps in our understanding of the contribution of the variation in 

SLO production to overall GAS pathogenesis. In order to address this, a custom-

made ELISA was developed to compare the production of SLO between invasive 

emm type 32.2 outbreak GAS isolates and invasive emm type 1.0. isolates. Using an 

in vivo GAS bacteraemia model and a novel septic arthritis model, the role of SLO in 

establishing and maintaining different clinical pathotypes was explored. In addition, 

an SLO deficient mutant strain in the background of the invasive outbreak emm type 

32.2 isolate was made and used the in in vivo models of infection.  
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B. Results 

5.4 Streptolysin- Enzyme-Linked Immunosorbent Assay 

A custom-made SLO enzyme-linked immunosorbent assay (SLO-ELISA) was 

developed using the following antibody pairs; monoclonal SLO antibody (Abcam) 

and polyclonal SLO antibody (Abcam). All buffers used were from the Peprotech 

ELISA buffers kit. A standard curve was produced to assess the sensitivity of the 

assay at a range of known concentrations of recombinant SLO which were from 0-

200ng/ml (Figure 35). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 35 – Streptolysin ELISA standard curve. 

Standard curve produced using known concentrations of recombinant SLO (ng/ml) 

(grey circles) measured at OD405nm and white circles shown the unknown values. 
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5.5 Comparison of streptolysin production and activity 

To assess the production and activity of secreted SLO. Bacteria were grown in Todd 

Hewitt broth (supplemented with yeast and glucose) (THYG). At 2-hour time points 

(0, 2, 4, 6, 8, 10, 12 h) the CFUs were enumerated and SLO concentration (ng/ml) 

and activity was measured using the SLO-ELISA and the haemolytic assay. 

 

5.5.1 Emm type 32.2 isolate 112327 and emm type 1.0 isolate 101910 

In Chapter 4 it was determined that emm type 32.2 isolate 112327 and emm type 1.0 

isolate 101910 had different clinical phenotypes. In an invasive bacteraemia model, 

there were very clear differences in survival of the mice, 100% of mice infected with 

emm type 32.2 (isolate 112327) succumbed to infection in contrast to 0% of those 

mice infected with emm type 1.0 (isolate 101910). Further to this, the bacterial load 

increased in the blood rapidly during infection with emm type 32.2 (isolate 112327) 

but cleared quickly with emm type 1.0 (isolate 101910). It was also observed that 

during infection with emm type 1.0 (isolate 101910), mice further developed septic 

arthritis alongside completely clearing the bacteria from the blood. This resulted in 

the hypothesis that differences in virulence could be attributed to the production of 

SLO, and that the emm type 32.2 (isolate 112327) was more likely to secrete higher 

amounts and more haemolytic SLO. 

 

The concentration (ng/ml) of SLO in the supernatant was quantified using the SLO-

ELISA. The concentration (ng/ml) of SLO produced by emm type 32.2 (isolate 

112327) increased rapidly over time compared with emm type 1.0 (isolate 101910); 

whereby emm type 32.2 (isolate 112327) produced significantly more SLO from 6 

hours onwards until the final time point at 12 hours (p = 0.015 - <0.0001) (Figure 
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36a). Emm type 1.0 (isolate 101910) produced a small amount of SLO initially but 

the concentration did not continue to increase beyond 8 hours (Figure 36a). 

 

Next, the haemolytic activity of SLO in the supernatant was quantified using the 

haemolytic activity assay. The haemolytic activity of SLO secreted by isolates emm 

type 32.2 (isolate 112327) and emm type 1.0 (isolate 101910) followed the same 

pattern as that of the amount secreted; emm type 32.2 (isolate 112327) SLO was 

significantly more haemolytic from 6 hours until the final time point at 12 hours 

compared to emm type 1.0 (isolate 101910) SLO (p = 0.028 - <0.0001) (Figure 36b). 

Hence, emm type 32.2 (isolate 112327) secreted not only significantly more SLO 

than emm type 1.0 (isolate 101910), but also significantly more haemolytic toxin at 

equivalent CFU.  

 

The growth dynamics by CFU growth over 12 hours and also optical density (OD) 

over 24 hours of both isolates were assessed to ensure the differences observed for 

SLO were not due to significant differences in bacterial growth. There was no 

difference in the pattern of growth between both isolates, although the OD is higher 

for emm type 32.2 (isolate 112327) this is due to it being mucoid and not due to the 

presence of more bacteria (Figure 37a and b). There was no significant difference in 

bacterial CFU growth for both isolates across all time points, with almost identical 

CFU loads at 10 and 12 h, which interestingly were the same time points with the 

greatest difference in SLO concentration and activity, suggesting that bacterial 

growth rate and CFU load were not responsible for observed SLO differences 

between isolates.  
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Figure 36- Comparison of streptolysin production and activity emm type 32.2 

isolate 112327 and emm type 1.0 isolate 101910.  

A) Concentration of streptolysin (ng/ml) secreted into the supernatant by isolates 

emm type 32.2 (isolate 112327) (red line) and emm type 1.0 (isolate 101910) (blue 

line) over time, measured by a custom made SLO-ELISA. B) SLO haemolytic 

activity. *p < 0.05, **p < 0.01, ***p < 0.005, and ****p < 0.001 when analysed 

using a two-way ANOVA and Bonferroni’s multiple comparisons test.  
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Figure 37 - Growth kinetics of emm type 32.2 isolate 112327 and emm type 1.0 

isolate 101910. 

Optical density (600 nm) growth curves of A) emm type 32.2 (isolate 112327) (red 

line) and B) emm type 1.0 (isolate 101910) (blue line) shown as OD600 of bacterial 

cultures determined every 15 minutes during a 24-hour incubation in THYG at a 

starting CFU count of 103, 104, or 105. C) The CFU count was measured every two 

hours for 12 hours, at a starting CFU of 105. This experiment was done in duplicate 

over two independent days. 
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5.5.2 Comparison of SLO with selection of other isolates 

The SLO profiles of emm type 32.2 (isolate 112327) and emm type 1.0 (isolate 

101910) were compared at the stationary phase with other isolates of GAS that were 

collected during the outbreak. We used two other emm type 32.2 isolates; 112844 

and 102029, and a non-invasive emm 6.0, isolate 127785 for comparison. Emm type 

32.2 isolate 102029 was shown in chapter 4 to be significantly less virulent than emm 

type 32.2 isolate 112327. When comparing the production of SLO between emm 

32.2 isolates there were no significant differences at 8 and 10 hours. At 12 hours 

isolate 102029 produced significantly less SLO than 112327 and 112844 (p < 0.001) 

(Figure 38a). Emm type 32.2 isolate 102029 produced almost identical amounts of 

SLO as the emm type 6.0 isolate across all time points. Emm type 1.0 isolate 101910 

still had the lowest production of SLO at 10 hours, although the concentration of 

SLO was similar at 8 and 12 hours to that of emm type 32.2 isolate 102029 and emm 

type 6.0 isolate 127785 (Figure 38a). 

 

There were no significant differences between the haemolytic activity of emm type 

32.2 isolate 102029, emm type 6.0 isolate 127785 and emm type 1.0 isolate 101910 

(Figure 38b). Emm type 32.2 isolate 112844 was more haemolytic than emm type 

32.2 isolate 112327 at 10 hours, although this was not significant and by 12 hours the 

haemolytic activity of isolate 112844 had reduced significantly (Figure 38b). There 

are clear similarities in the SLO profile of emm type 32.2 isolates 112327 and 

112844, and although isolate 112844 has not been analysed in the invasive 

bacteraemia model they share significant similarities in the in vitro assays described 

in Chapter 2, indicating both these isolates could behave the same way in vivo. 
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Figure 38- Comparison of streptolysin production and activity in other emm 

type 32.2 isolates and emm type 6.0 isolates. 

A) Concentration of streptolysin (ng/ml) secreted into the supernatant at 8, 10, and 

12 hours by emm type 32.2 isolates 112327 (red), 102029 (green) and 112844 

(black), emm type 1.0 isolate 101910 (blue) and emm type 6.0 isolate 127785 

(purple) (B) SLO haemolytic activity. Displayed as mean SEM. 
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5.6 In vivo recovered emm type 1.0 isolate 101910 has reduced 

production and activity of SLO 

To further clarify the reasons for emm type 1.0 (isolate 101910) clearance from the 

bloodstream and translocation to the knee joints, bacteria were recovered from 

mouse knee joints at 24 h post infection, and the amount of SLO secreted into the 

supernatant was quantified over an in vitro growth phase. Host-adapted in vivo 

recovered isolate 101910 secreted significantly less SLO into the supernatant over 

the 12 h in vitro growth phase. There was significantly less SLO secreted from 6 h 

onward to that originally produced by isolate 101910 grown in vitro at equivalent 

CFU (p = 0.009 – <0.0001) (Figure 39a). In addition to producing significantly less 

SLO, the haemolytic activity of in vivo recovered bacterial SLO was also 

significantly lower from 6 h to 10 h, again at equivalent CFU (p = 0.0007 – 

<0.0001), with SLO activity comparable at 12 h (Figure 39b). 
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Figure 39- Comparison of streptolysin production and activity in emm type 1.0 

isolate 101910 grown in vitro or recovered from in vivo.  

A) Concentration of streptolysin (ng/ml) secreted into the supernatant by emm type 

1.0 isolate 101910 grown in vitro or recovered from knee joints (P101910) and then 

grown in vitro. (B) SLO haemolytic activity. **p < 0.01, ***p < 0.005 and ****p < 

0.001 two-way ANOVA and Bonferroni’s multiple comparisons correction.  
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5.6.1 In vitro passaging host-adapted emm type 1.0 

We next wanted to determine whether in vivo recovered emm type 1.0 (isolate 

101910) retained its low SLO production and low SLO activity phenotype when 

grown over multiple times in vitro. In vivo recovered emm type 1.0 (isolate 101910) 

was subsequently passaged in THYG broth once, four, and then 10 times. 

Interestingly, after just one growth phase in THYG culture, the concentration of SLO 

had reverted to a high SLO production phenotype (p < 0.0001) (Figure 40a), with 

significantly increased haemolytic activity from 6 hours to 10 hours (p = < 0.005) 

(Figure 40b), suggesting that factors in vivo drive emm type 1.0 isolate 101910 to 

suppress its SLO production. 

 

The CFUs over the growth phase were assessed to see if there were any differences 

in the ability to grow in culture first after in vivo passaging and then subsequent in 

vitro passaging. In vivo recovered emm type 1.0 isolate 101910 had lower CFU 

counts from 6 - 12 h, although this was not significant (Figure 41). This could be due 

to the bacteria being more adapted to the joint and subsequently not growing as 

effectively in broth. The in vitro passaged in vivo recovered bacteria CFU counts 

were almost identical for each in vitro growth phase passage number (Figure 41).  
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Figure 40 - Comparison of streptolysin production and activity in in vivo 

recovered emm type 1.0 isolate 101910 and after subsequent growth in vitro  

A) Concentration of streptolysin (ng/ml) secreted into the supernatant by emm type 

1.0 isolate 101910 recovered from knee joints (P101910) and then after subsequent 

growth in vitro. B) SLO haemolytic activity. **p < 0.01, ***p < 0.005 and ****p < 

0.001 two-way ANOVA and Bonferroni’s multiple comparisons correction.  
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Figure 41 – Growth kinetics of in vivo recovered emm type 1.0 isolate 101910 

and after subsequent in vitro passaging. 

The CFU count was measured every two hours for 12 hours, at a starting CFU of 105. 

This experiment was done in duplicate over two independent days. Displayed as 

mean SEM.  
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5.7 Concentration and activity of streptolysin has significant impact 

on virulence in vivo 

To investigate the effect of secreted SLO on virulence in vivo, the amount and 

activity of SLO released into the challenge inoculum (prior to infection of mice) of 

emm type 1.0 (isolate 101910) and emm type 32.2 (isolate 112327) was measured. At 

equivalent CFU challenge inoculum (1 x 108 per 50 l), emm type 32.2 (isolate 

112327) had significantly higher SLO concentration (p = 0.012) and haemolytic 

activity (p = 0.01) than emm type 1.0 (isolate 101910) (Figure 42) This had a direct 

effect on survival in vivo, where mice infected with emm type 32.2 (isolate 112327) 

all died from their infections, while those infected with emm type 1.0 (isolate 

101910) all survived. 
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Figure 42- Analysis of SLO concentration and activity in challenge inoculum. 

A) Concentration of streptolysin (ng/ml) and B) haemolytic activity in infection 

doses of emm type 1.0 isolate 101910 and emm type 32.2 isolate 112327, when 

prepared in 1 ml of PBS, incubated at room temperature for 30 minutes. *p < 0.05 

and ****p < 0.001, analysed using a two-tailed Mann Whitney U-test, displayed as 

mean SEM.  
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To further investigate the effect of secreted SLO on infection dose and survival, the 

supernatants between isolates emm type 32.2 (isolate 112327) and emm type 1.0 

(isolate 101910) were swapped prior to infection of the mice. Infection doses were 

prepared in 1 ml of PBS, incubated at room temperature for 30 minutes, immediately 

prior to infection bacteria were pelleted by centrifugation and the supernatants of the 

two challenge doses were swapped. Mice were infected with either isolate 112327 

bacteria re-suspended in supernatant from isolate 101910 challenge dose or isolate 

101910 bacteria re-suspended in supernatant from isolate 112327 challenge dose 

(Figure 43). 

 

 

Figure 43- Schematic diagram of the method used to switch the supernatants of 

emm type 32.2 (isolate 112327) and emm type 1.0 (isolate 101910) before 

intravenously infecting mice. 
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In contrast to original challenge dose infections, the supernatant swap infected mice 

exhibited the opposite phenotype, whereby the normally non-lethal emm type 1.0 

(isolate 101910), now killed all mice when infected with supernatant from emm type 

32.2 (isolate 112327), and the normally lethal emm type 32.2 (isolate 112327) 

became significantly less virulent, leading to only 50% death as compared to 100% 

death previously (Figure 44a). 

 

Moreover, the bacterial load in blood 24 h post-infection was determined. As 

previously observed, there were no CFUs of emm type 1.0 (isolate 101910) in blood 

at 24 h, but a significant 4 log increase in CFUs was observed when isolate 101910 

was infected with the supernatant swap dose, clearly suggesting that the high 

concentration of SLO present in emm type 32.2 (isolate 112327) supernatant was 

enabling proliferation and retention of isolate 101910 in blood as compared to its 

normal condition of being cleared from blood (Figure 44b). In contrast, emm type 

32.2 (isolate 112327) challenge dose with emm type 1.0 isolate 101910 supernatant 

infected mice had significantly lower CFUs in blood at 24 h in comparison to when 

infected with its original supernatant (p = 0.0079) (Figure 44b), suggesting again, 

that the concentration and activity of SLO is key to virulence in vivo, both in terms 

of survival and bacterial load. The general condition of the mice was assessed using 

percent weight loss as a factor to compare between infection groups. Although not 

statistically significant, when emm type 1.0 (isolate 101910) was infected with 

supernatant from emm type 32.2 (isolate 112327), there was more weight loss 

observed at 24 hours (Figure 45). Mice infected with emm type 32.2 (isolate 112327) 

and emm type 1.0 (isolate 101910) supernatant, had slightly lower weight loss at 24 

hours (Figure 45). 
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Figure 44 - Effect of concentration and activity of secreted SLO on virulence in 

vivo. 

A) Kaplan Meier survival plots representing survival of CD1 mice (n = 10 per group) 

when intravenously infected (108 CFU) with emm type 1.0 (isolate 101910), emm 

type 32.2 (isolate 112327), emm type 32.2 isolate 112327 bacteria re-suspended in 

supernatant from emm type 1.0 isolate 101910 challenge dose (112327 S) or emm 

type 1.0 isolate 101910 bacteria re-suspended in supernatant from emm type 32.2 

isolate 112327 challenge dose (101910 S). B) Bacterial burden in blood 24 hours 

after infection with isolates 101910 and 112327 and swapped supernatant isolates as 

above. Displayed as mean SEM, **p < 0.01 and ***p < 0.005 when analysed using 

a one-way ANOVA and Kruskall-Wallis multiple comparisons test. 
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Figure 45 - Percentage weight loss of mice during invasive infection with emm 

type 1.0 isolate 101910 and emm type 32.2 isolate 112327. 

The percentage weight loss CD1 mice (n = 10 per group) when intravenously 

infected (108 CFU) with emm type 1.0 isolate 101910, emm type 32.2 isolate 112327, 

emm type 32.2 isolate 112327 bacteria re-suspended in supernatant from emm type 

1.0 isolate 101910 challenge dose (112327 S) or emm type 1.0 isolate 101910 

bacteria re-suspended in supernatant from emm type 32.2 isolate 112327 challenge 

dose (101910 S). Displayed as mean SEM.  
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5.8 Streptolysin deficient mutant 

To assess the role of SLO in the virulence of emm type 32.2 (isolate 112327) in vivo 

an isogenic SLO deletion mutant was generated where the SLO gene was deleted and 

replaced by a spectinomycin resistance gene through allelic exchange. Regions 

directly upstream and downstream of SLO (~ 1000 bp each) were amplified by PCR 

using primers SLO112327-up-F and SLO112327-up-R, SLO112327-down-F and 

SLO112327-down-R respectively, which introduced BamHI restriction sites into the 

PCR products. These fragments were stitched together in a second round of PCR 

using primers SLO112327-up-F and SLO112327-down-R for SLO regions (slo 

fragment), generating 2 kb fragments with a central BamHI site, which then were 

ligated into pGEM-T vector (Promega) (Figure 46), generating pGEM-T-∆slo-2kb 

(Figure 47). The plasmid was transformed into E. coli DH5a competent cells 

(ThermoFischer Scientific). Transformants were recovered on LB agar supplemented 

with ampicillin. The aad9 gene, encoding spectinomycin resistance, was amplified 

by PCR using primers aad9-F and aad9-R. PCR products were then sub-cloned into 

pGEM-T-∆slo-2kb generating a pGEM-T-∆slo::aad9 plasmid, which interrupted the 

SLO fragment, providing a means of positive selection of transformants. The 

generated plasmid pGEM-T-∆slo::aad9 was transformed into emm type 32.2 (isolate 

112327) Allelic replacement of SLO with aad9 was identified by PCR of 

chromosomal DNA using primers SLO112327-up-F and SLO112327-donw-R, 

SpeA101910-up-F and SpeA101910-donw-R respectively and the PCR products 

were sequenced to confirm authenticity of the insertions. 
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Figure 46 – pGEM®-T Vector (3000bp) Map and sequence reference points 

including list of restriction sites with corresponding base pairs. 

 

Figure 47 – Allelic replacement of streptolysin gene with aad9 Spectinomycin 

resistance gene, using pGEM®-T Vector. 
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5.8.1 Streptolysin deficient emm type 32.2 isolate 112327 during 

invasive infection 

To determine whether there were any differences in virulence in vivo with SLO 

deficient emm type 32.2 (isolate ΔSLO 112327), an invasive infection model was 

used to compare survival and progression of infection alongside infection with emm 

type 32.2 isolate 112327 (wildtype). 10 mice were intravenously challenged with 108 

CFU (50 l) of emm type 32.2 isolates 112327 and ΔSLO 112327. Alongside 

survival times, blood CFUs were also measured at 24 h, 48 h, and at time of death. 

 

All mice infected intravenously with 112327 ΔSLO mutant survived until the end of 

the experiment (96 h post infection), compared with wild type infected mice whom 

all succumbed to infection at 24h (Figure 48a). The survival data was analysed using 

the log-rank (Mantel-Cox) analysis used for the comparison of survival curves. 

Infection with isolate 112327 was significantly more virulent than infection with 

isolate ΔSLO 112327 (** p < 0.01). The bacterial load in blood was 3.5 log lower 

24 h post infection in the mutant infection, then that observed in the mice infected 

with the wild type isolate (p < 0.0001) (Figure 48b). Furthermore, the bacterial 

burden of the 112327 ΔSLO mutant decreased over time and by 96 h post infection, 

bacteria were completely cleared from the blood (Figure 48b). Overall, in the 

absence of the toxin, bacteria were less able to establish an infection in the blood or 

were able to translocate elsewhere. Indeed, as described before during infection with 

emm type 1.0 (isolate 101910), mice infected with emm type 32.2 112327 ΔSLO 

mutant began to show joint deformities at 24 h. 
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Figure 48 - SLO deficiency increases in vivo survival and switches phenotype. 

A) Kaplan Meier plots representing percentage survival of CD1 mice (n = 10 per 

group) following 108 CFU intravenous infection with isolates emm type 32.2 (isolate 

112327) and emm type 32.2 (isolate ΔSLO 112327). B) The bacterial CFU in blood 

for each isolate over time. Displayed as mean SEM, ****p < 0.001 when analysed 

using a Mann-Whitney U test.  
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5.8.2 Streptolysin deficient emm type 32.2 causes septic arthritis 

SLO deficient emm type 32.2 (isolate ΔSLO 112327) was less able to proliferate in 

the blood. This is similar to the kinetics of the infection with emm type 1.0 (isolate 

101910) (as seen in Chapter 4.4), emm type 1.0 (isolate 101910) is cleared from the 

blood between 24-48 h depending on the initial challenge CFU dose and is able to 

cause septic arthritis. To assess whether emm type 32.2 isolate ΔSLO 112327 was 

able to cause septic arthritis, 10 mice were intravenously challenged with 108 CFU 

(50l) of emm type 32.2 isolate 112327 and isolate ΔSLO 112327 and emm type 1.0 

isolate 101910, the CFUs in the knee joints were enumerated at 24 hours.  

 

As expected there were no bacteria found in the knee joints of those mice infected 

with wildtype isolate 112327. Interestingly, bacteria were present in the knee joints 

of those mice infected with isolate ΔSLO 112327 at log 5 CFU/knee joint (Figure 

49). There was no difference in the bacterial burden in the knee joints between 

isolate ΔSLO 112327 mutant and emm type 1.0 (isolate 101910) (Figure 49), which 

demonstrates that the kinetics of the infection was the same across the two different 

isolates. These results suggest that as well as being a key factor necessary and 

sufficient to virulence in vivo, SLO in this case is demonstrated to be the driving 

factor in determining the phenotypic outcome of infection. 
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Figure 49 - Comparison of knee joint CFU after intravenous infection with emm 

type 32.2 isolate 112327 and isolate ΔSLO 112327 and emm type 1.0 isolate 

101910. 

The bacterial CFU in knee joints of CD1 mice (n = 5, knee joints n = 10) following 

108 CFU in 50 l intravenous infection with emm type 32.2 isolate 112327 and 

isolate ΔSLO 112327 and emm type 1.0 isolate 101910. Displayed as mean ± SEM. 
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5.8.3 Streptolysin deficient supernatant from emm type 32.2 

Previously, the effects of switching the supernatant between emm type 32.2 (isolate 

112327) and emm type 1.0 (isolate 101910) were assessed. Emm type 32.2 (isolate 

112327) had high concentrations of SLO in the challenge inoculum and when this 

was co-infected with emm type 1.0 (isolate 101910) it resulted in a switch in the 

clinical phenotype; emm type 1.0 (isolate 101910) was now able to persist in the 

blood and cause mortality. To investigate further whether SLO alone was the driving 

factor behind the switch in clinical phenotype, mice were intravenously infected with 

108 CFU of emm type 1.0 (isolate 101910), isolate 101910 bacteria re-suspended in 

supernatant from isolate 112327 challenge dose, and re-suspended in supernatant 

from ΔSLO 112327 challenge dose.  

 

As previously demonstrated, non-lethal emm type 1.0 (isolate 101910) resulted in 

100% mortality of mice when infected with supernatant from emm type 32.2 (isolate 

112327). When mice were infected with 101910 bacteria re-suspended in supernatant 

from the mutant isolate ΔSLO 112327 challenge dose it was found that 2/5 

succumbed to infection by day 4 and the rest of the mice survived till the end of the 

infection (Figure 50a). The survival data was analysed using the Log-rank (Mantel-

Cox) analysis (Table 12). Infection with emm type 1.0 (isolate 101910) re-suspended 

in supernatant from emm type 32.2 (isolate 112327) challenge dose was significantly 

more virulent than infection with both other isolate combinations (** p < 0.01). 

 

The blood CFUs were also compared at 12, 24, and 48 h to analyse the progression 

of infection in the blood (Figure 50b). The blood CFUs of those in infection group 

emm type 1.0 isolate 101910 (ΔSLO 112327 s/n) were compared to both other 
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groups. At 12 h there was no significant difference between all 3 groups, however 

there was a difference in the pattern of infection. As expected at 12 h, emm type 1.0 

isolate 101910 had the lowest blood CFUs, followed by emm type 1.0 isolate 101910 

with emm 32.2 mutant supernatant and emm type 1.0 isolate 101910 with emm 32.2 

wildtype supernatant had the highest bacterial load in the blood. At 24 h, emm type 

1.0 isolate 101910 with emm 32.2 wildtype supernatant had significantly more 

bacteria in the blood (4 log increase) than in both other groups (**p < 0.01). As seen 

before all bacteria had been cleared from the blood by 24 h in group emm type 1.0 

(isolate 101910), and bacterial CFUs in group emm type 1.0 isolate 101910 with 

emm 32.2 mutant supernatant had significantly reduced, and bacteria were totally 

cleared by 48 h. These results further suggest that SLO is key to bacterial virulence 

in vivo, however there is some increase in persistence during infection with emm type 

1.0 isolate 101910 with emm 32.2 mutant supernatant which could suggest there are 

other secreted proteins that are present in emm type 32.2 (isolate 112327) supernatant 

which are contributing to the increase in persistence of emm type 1.0.  

 

 

 

 

 

 

 

 



172 

 

Figure 50 - Effect of concentration and activity of SLO-containing and SLO-

depleted supernatant on virulence in vivo. 

A) Kaplan Meier survival plots representing survival of CD1 mice (n = 5 per group) 

when intravenously infected (108 CFU) with emm type 1.0 isolate 101910, emm type 

1.0 isolate 101910 bacteria re-suspended in supernatant from emm type 32.2 isolate 

112327 or re-suspended in supernatant from isolate ΔSLO 112327 challenge dose. 

B) Bacterial burden in blood 12, 24, and 48 hours after infection. Displayed as mean 

SEM, **p < 0.01 when analysed using a one-way ANOVA and Kruskall-Wallis 

multiple comparisons test. 
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Table 12 – Comparison of survival of mice using a Log-rank (Mantel-Cox) 

analysis when intravenously infected (50 μl) with emm type 1.0 isolate 101910, 

emm type 1.0 isolate 101910 bacteria re-suspended in supernatant from emm 

type 32.2 isolate 112327 or re-suspended in supernatant from isolate ΔSLO 

112327 challenge dose (**p < 0.01). 

 

  101910 101910 

   (112327 s/n)  (ΔSLO 112327 s/n) 
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5.9 Liposomes as a decoy target receptor for Streptolysin 

Previously published research has demonstrated the use of cholesterol rich liposomes 

(cholesterol: sphingomyelin liposomes; 66 mol/% cholesterol) as a method to 

sequester cholesterol dependent cytolysins both in vitro and in vivo [300]. It was 

shown that administration of cholesterol rich liposomes within 10 h after initiation of 

infection stopped the progression of bacteraemia caused by S. aureus and S. 

pneumoniae [300]. Liposomes were also able to bind strongly to SLO [300, 301]. 

Specially tailored cholesterol rich liposomes can thereby be used as targets to 

sequester secreted SLO in vivo. During preparation of the challenge inoculum for in 

vivo infection models it takes approximately 30 minutes from the time of preparation 

to infection of the mice, in this time SLO will be actively secreted into the challenge 

dose. It was initially determined whether liposomes were able to sequester the toxin 

that was secreted into the challenge dose and subsequent effect in vivo.  

 

5.9.1 Incubation with liposomes sequesters streptolysin 

The bacterial challenge dose used in the invasive infection model with emm type 

32.2 (isolate 112327) and emm type 1.0 (isolate 101910) was incubated for 30 mins 

with 2 g/ml of liposomes. After 30 mins, the liposomes were removed by 

centrifugation and the amount of SLO was measured in the supernatant. Liposomes 

were successful in reducing the concentration of the toxin. The concentration of SLO 

was significantly lower in emm type 32.2 (isolate 112327) supernatant when 

incubated with liposomes as compared to non-liposome control (p = 0.003) (Figure 

51). The concentration of SLO in the bacterial challenge dose of emm type 1.0 isolate 

101910 was low and after incubation with liposomes the concentration of SLO could 

not be detected using the SLO-ELISA (Figure 51). 
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Figure 51 – Liposomes reduce concentration of streptolysin in supernatant of 

challenge doses. 

Concentration of streptolysin (ng/ml) in infection doses of emm type 1.0 isolate 

101910 and emm type 32.2 isolate 112327 before and after liposome treatment. 

Displayed as mean SEM, ***p < 0.005 analysed using a two-tailed Mann Whitney 

U-test. 
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5.9.2 Liposomes used ex vivo increase survival with emm type 32.2 

invasive disease 

To further investigate the effects of significantly reducing the concentration of SLO 

using liposomes, five mice were intravenously infected with 108 CFU of emm type 

32.2 (isolate 112327) and bacteria after incubation of liposomes. When the bacterial 

challenge dose was incubated with liposomes prior to infection, all mice infected 

with liposome treated isolate 112327, survived a further 24 h as compared to non-

liposome treated control challenge dose (Figure 52a). This extended survival period 

correlated with reduced CFU load in blood (Figure 52b). 
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Figure 52 - Effect of incubation of liposomes with challenge dose of bacteria 

before invasive infection. 

A) Kaplan Meier survival plots representing survival of CD1 mice (n = 5 per group) 

when intravenously infected (108 CFU) emm type 32.2 isolate 112327 and emm type 

32.2 isolate 112327 bacteria after 30 min incubation with liposomes (liposomes 

removed prior to infection) B) Bacterial burden in blood 24 hours after infection. 

Displayed as mean SEM.  
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5.10 In vivo liposome study 

In addition, the effects of giving liposomes as a treatment to invasive GAS was also 

considered. 

 

5.10.1 Single treatment of liposomal mixture 

The dose of liposome used in this study (150mg/kg) is known to be non-toxic from 

previously published work [300]. This is consistent with the findings presented here, 

all healthy mice treated with 150mg/kg showed no signs of ill health over a 7-day 

period.  

 

A single injection of the liposomal mixture was administered at 4 h post infection. 

All mice that were not liposome treated succumbed to infection by 24 h, in 

comparison 60% of mice treated with the liposomal mixture survived an extra 24 h to 

48 h (Figure 52a). There was also a reduction in the pain scores of those mice treated 

with the liposomal mixture (Figure 52b). The survival data was analysed using the 

Log-rank (Mantel-Cox) analysis, infection with emm type 32.2 isolate 1112327 

without liposome treatment was significantly more virulent than with a single 

treatment of liposomes at 4 hours (* p < 0.05). In line with the differences in survival 

time, there was a considerable reduction of the bacterial load in the blood of mice 

that had been injected with a single dose of liposomes at 4 h in comparison to no 

treatment group (Figure 53). These results show that a treatment with liposomes 

reduces the amount of SLO secreted into the extracellular environment, leading to a 

considerable reduction of the bacterial burden in the blood of mice and to attenuation 

of invasive GAS infection. 
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Figure 53 – Effect on virulence of sequestration of SLO by cholesterol: 

sphingomyelin (Ch: Sm) liposomes in vivo. 

A) Kaplan Meier survival plots comparison representing survival of CD1 mice (n = 5 

per group) when intravenously infected (108 CFU) emm type 32.2 isolate 112327 and 

after injection of liposomal mixture 4 h after infection. Analysed using the Log-rank 

(Mantel-Cox) test *p < 0.05. B) Pain scores of mice over time, displayed as mean 

SEM. 
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Figure 54 – Effect on bacterial load of sequestration of SLO by cholesterol: 

sphingomyelin (Ch: Sm) liposomes at 24 h. 

The bacterial CFU in blood of CD1 mice (n = 5) following 108 CFU in 50 l 

intravenous infection with emm type 32.2 isolate 112327 and after injection of 

liposomal mixture 4 h after infection. Analysed using One-way ANOVA and 

Kruskall-Wallis multiple comparisons test, *p < 0.05, displayed as mean SEM. 
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Previously published data showed that the half-maximal decline in the level of 

circulating liposomes occurred at 4 h, and ∼20% of the liposomes were still 

circulating at 24 h after injection [300]. As the levels of liposomes in blood 

decreased by 50% 4 h after injection, mice were treated with liposomes twice with a 

4 h interval to maintain a high level of circulating liposomes. As expected healthy 

mice injected with two doses of the liposomal mixture showed no signs of ill health. 
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Using an invasive sepsis model, five mice were injected intravenously with a lethal 

dose of emm type 32.2 (isolate 112327) (108 CFU). An injection of the liposomal 

mixture was administered at 4 h after infection followed by a second dose at 8 h. All 

mice that were not treated succumbed to infection at 24 h, in comparison 4/5 mice 

treated with the liposomal mixture survived an extra 24 h to 48 h (Figure 55a). The 

survival data was analysed using the Log-rank (Mantel-Cox) analysis, infection with 

emm type 32.2 (isolate 1112327) without double liposome treatment was 

significantly more virulent than with a double treatment of liposomes at 4 h and 8 h 

(* p-value < 0.05). At 24 h there was a considerable reduction of the bacterial load in 

the blood of mice that had been injected with a double dose of the liposomes at 4 h 

and 8 h in comparison to no treatment (Figure 55b). There was no significant 

difference between survival times, and there were no differences in the bacterial 

burden in the blood between single and double treatment groups at 24 hours (Figure 

56). 
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Figure 55 – Effect on virulence when using two dose treatments of cholesterol: 

sphingomyelin (Ch: Sm) liposomes in vivo. 

A) Kaplan Meier survival plots comparison representing survival of CD1 mice (n = 5 

per group) when intravenously infected (108 CFU) with emm type 32.2 isolate 

112327 and after injection of liposomal mixture 4 h and 8 h after infection. Analysed 

using the Log-rank (Mantel-Cox) test (*p<0.05). B) Bacterial burden in the blood at 

24 h post-infection. Analysed using One-way ANOVA and Kruskall-Wallis multiple 

comparisons test *p < 0.05, displayed as mean SEM. 
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Figure 56 – Comparison of blood CFUs after one and two treatments of 

cholesterol: sphingomyelin (Ch: Sm) liposomes in vivo. 

Comparison of bacterial CFU in blood (24 h) of CD1 mice (n = 5) following 108 

CFU in 50 l intravenous infection with emm type 32.2 isolate 112327 and treatment 

with liposomal mixture at 4 h (x 1) or at 4 h and 8 h (x 2). Analysed using a Mann-

Whitney U-test, displayed as mean SEM. 
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C. Discussion 

In summary, SLO production and activity drove two very distinct in vivo pathotypes; 

emm type 32.2 isolates which produced SLO in high levels and with high activity 

and emm type 1.0 isolates, which were the exact opposite with low levels of SLO 

production and of low activity. This correlated directly with their in vivo pathotype 

i.e. high virulence in bacteraemia models accompanied by short host survival (emm 

type 32.2) and low virulence in chronic septic arthritis models accompanied by long 

term host survival (emm type 1.0). Indeed, it was found that the levels and activity of 

SLO at time of initial infection, determined the disease phenotype, with high levels 

of SLO driving invasive disease and low levels sustaining chronic joint infections. 

When removing SLO from the in vivo environment, either by gene deletion or by 

significantly reducing SLO (by supernatant swap or liposome sequestration method), 

a complete reversal in the in vivo pathotypes of these emm isolates was observed, 

whereby normally bacteraemia causing emm type 32.2 isolates could be made to 

translocate into joints rather than killing their hosts, and septic arthritis causing emm 

type 1.0 isolates could be made highly invasive, highlighting the crucial role of SLO 

in determining disease phenotype and outcome in vivo.  

 

SLO is a major virulence factor for GAS, expressed by nearly all strains, and with 

amino acid sequence homology highly conserved between strains [105]. Multiple 

roles in pathogenicity in vivo have been attributed to SLO, and recent studies have 

shown that SLO is important in the evasion of the host response via a number of 

mechanisms. Timmer et al., demonstrated that GAS induces rapid macrophage and 

neutrophil apoptosis due to the effects of SLO [153], and further work in the field 

has demonstrated that SLO rapidly impairs neutrophil oxidative burst preventing the 
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bactericidal action of neutrophils [302]. The effects of the general presence of 

secreted SLO in the blood stream has been less well studied however, although it has 

been implicated in driving inflammation, including the well documented evidence on 

activation of the NLRP3 inflammasome [303], hence, it would therefore seem likely 

that SLO production and activity is important for GAS in invasive bacteraemia 

infections yet there has been no studies to date to show that SLO itself could be 

driving disease phenotype in vivo. Although the SLO gene is highly conserved 

among all emm types of GAS, studies have shown that there are differences in the 

expression of the SLO gene which regulates the production of secreted SLO [304], 

and that specific invasive variants can be isolated post in vivo passage [305]. In 

addition to this, it has been shown that in vivo conditions can result in differential 

expression of certain proteins; a study looking at exotoxins SpeA and SpeB found 

that in vivo host and/or environmental signals induced SpeA gene expression and 

suppressed SpeB expression that could not be induced under in vitro conditions 

[306].  

 

This study demonstrates that SLO levels and activity determine invasiveness or 

chronicity during infection. The role of SLO was further investigated using 

supernatant switching, an SLO-deficient mutant and SLO sequestration by 

cholesterol rich liposomes. When the supernatant of isolate 112327 was replaced 

with isolate 101910 supernatant, the amount of SLO in the challenge inoculum was 

significantly reduced and 50% of the mice challenged were able to clear the 

infection, a delayed invasive phenotype was observed with mortality at 48 h instead 

of 24 h with 112327 and its original supernatant. This demonstrated that without the 

initial high SLO concentration in the challenge inoculum there is an attenuation of 
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virulence. The bacteria may secrete SLO during the infection but the initial challenge 

concentration remains the key determinant resulting in clearance when 

concentrations are low and increased virulence with higher concentrations. 

Interestingly, when the experiment was reversed and the supernatant from the 

challenge inoculum of high SLO secreting isolate 112327 was used and co-infected 

with isolate 101910, there was a complete change in the clinical phenotype, whereby 

isolate 101910 was now able to successfully proliferate in the blood resulting in host 

death. Taking both of these results together, they indicate that the amount of SLO 

that is initially secreted is key to virulence in the early stages of infection, and it is 

possible for the host to successfully clear the bacteria when SLO concentrations are 

low. The data also suggests that the ability of the mice to survive infection is linked 

with the ability of the bacteria to proliferate. Early studies on SLO indicated that it 

was toxic when injected directly in an animal model [156, 307], in this study 

administrating the supernatant alone into the mice without any bacteria did not have 

a fatal effect. The difference between the two could be due to early studies using 

supraphysiological concentrations of purified SLO and/or purified SLO preparations 

contaminated with LPS.  

 

To consider how the complete removal of SLO affects the progression of invasive 

infection, an isogenic SLO deletion mutant of isolate 112327 was made. The results 

demonstrated that mice infected with the SLO mutant had a significantly higher rate 

of survival than mice infected with the wild type bacteria. None of the mice infected 

with the mutant succumbed to infection where as 100% of mice infected with the 

wildtype died at 24 h. The SLO mutant began to be cleared from the blood as early 

as 24 h and was completely cleared by 96 h. Surprisingly, it was found that the SLO 
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deficient mutant sequestered in the knee joints causing septic arthritis as previously 

seen during infection with the low SLO secreting isolate 101910. The results clearly 

show that GAS strains lacking SLO and or low SLO producing GAS strains are 

severely impaired in their ability to cause bacteraemia and that lack (or reduced 

levels) of SLO enables the bacteria to accumulate within host joints.  

 

There have been a number of previous studies using SLO mutants which have found 

that virulence is attenuated, although the relative importance of SLO would appear to 

be dependent on disease model used [147, 151, 156, 157]. For example, Limbago et 

al., used a subcutaneous invasive skin infection model to study the virulence of SLO-

deficient mutants, where they found that although there were increased survival 

times of mice infected with SLO deficient strains, the absence of SLO itself did not 

limit dissemination from the wound into the vasculature system [156]. In contrast to 

this, a later study by Sierig et al., found that during a skin infection model initiated 

by intraperitoneal infection there were no changes to survival using an SLO deficient 

mutant [147]. A more recent study looking at the emergence of an invasive emm type 

89.0 clade, showed that elevated SLO producers are significantly more virulent than 

low SLO producers [154]. Based on the findings presented, it can be speculated that 

the low production of SLO (or SLO deficiency) prevents the ability of GAS to cause 

bacteraemia while enhancing its capability to translocate into the joints. Low SLO 

secreting isolate 101910 which effectively colonises the joints, adapts further to the 

joint by selecting for low secreting SLO variants. This is a selection pressure applied 

from environmental signals in the joint as when the isolate is recovered from the 

joints and placed under growth conditions in vitro it reverts to producing 

significantly more SLO. Moreover, deletion of SLO in isolate 112327 resulted in a 
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complete reversal of in vivo phenotype, whereby these SLO deficient isolates now 

caused septic arthritis.  

 

The exact mechanism by how GAS infects the joint is not clear. The general 

mechanism of joint colonisation begins with haematogenous entry into the 

vascularised synovium. Once bacteria are in the joint space the low fluid shear 

conditions provide a unique opportunity for bacterial adherence and infection [61]. 

Different strains of bacteria that commonly infect the joint including GAS and others 

such as S. aureus have varying degrees of tropism to the joint, thought to be due to 

differences in adherence characteristics and toxin production [61]. Previously 

discussed in chapter 3, isolate 112327 is an outbreak strain with characteristics that 

suggest it is hypervirulent, e.g. it has 19 extra genes, five of which are associated 

with an increase in virulence [266]. In this current study, it was highlighted that 

isolate 112327 is more virulent in an invasive bacteraemia model and produced 

significantly more SLO which is likely to be one of the causes of its increased 

capacity to cause host death.  

 

Infection with isolate 112327 results in uncontrolled bacterial proliferation in blood 

and rapid progression into sepsis. On the other hand, isolate 101910 which was 

isolated from a patient with septic arthritis and produces low concentrations of SLO, 

can be reduced to even lower concentrations after further selection from the joint. 

This implies that decreased production of SLO is beneficial during infection in the 

joint. Reduced or no expression of SLO could have a protective effect for the 

pathogen, as SLO is immunogenic and avoiding host immune cell detection could 
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thereby prevent immune activation and clearance, allowing GAS to continue to 

colonise the joint [145].  

 

Survival of patients with GAS-bacteraemia is dependent on timely antimicrobial 

treatment of penicillin and clindamycin, which is administered to limit the 

production of toxins such as SLO [308]. Although many clinical isolates of GAS are 

susceptible to antibiotics it is still a future concern that antibiotic resistance to 

penicillin could become widespread [32]. In addition to this, the exotoxins secreted 

by GAS result in some of the more serious clinical phenotypes observed and so work 

towards limiting these effects is advantageous [3]. Previously published work has 

explored using cholesterol rich liposomes (cholesterol: sphingomyelin liposomes; 66 

mol/% cholesterol) as a method to sequester cholesterol dependent cytolysins [300]. 

The liposomes have higher than in vivo relative concentrations of cholesterol and so 

act as a decoy target to sequester the toxins. It has been shown that administration of 

artificial liposomes within 10 h after initiation of infection stopped the progression of 

bacteraemia caused by S. aureus and S. pneumoniae, whereas untreated mice died 

within 24–33 h [300]. Furthermore, they showed that liposomes protect mice against 

invasive pneumococcal pneumonia [300]. Pneumolysin secreted by S. pneumoniae is 

part of the family of cholesterol dependent cytolysins along with GAS, therefore 

similar results were expected as they are known to have the same mechanism of 

action. Artificial liposomes were able to sequester SLO produced by emm type 32.2 

(isolate 112327), and upon binding of SLO to liposomes in vivo there was some 

effective clearance of the bacteria from the host. This clearance was demonstrated by 

reduced bacterial load in the blood at 24 h and increased survival time. The 

administration of liposomes did not completely rescue mice from sepsis as the 
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previous study showed. This could be due to the fact that the concentration of 

liposomes administered and then circulating in the blood was not high enough to 

completely sequester SLO. Liposomes are currently used as carriers in drug delivery 

systems in vivo and are considered to be non-toxic for humans [309]. All components 

of the liposomal mixture used are naturally occurring lipids that are present in the 

outer leaflet of the plasmalemmal lipid bilayer, they are frequently exposed to the 

systemic circulation in vivo and therefore are non-immunogenic and biologically 

neutral [300]. It has already been discussed in previously published work that as 

liposomes are not bactericidal, it is unlikely that they will exert evolutionary pressure 

that would select for the emergence of drug-resistant bacteria and therefore it may be 

valuable pursuing liposome-based, toxin-sequestrating therapy for use as a treatment 

alongside antibiotics for life-threatening bacterial infections. Further work on this 

should be done to explore different dosages of liposomes and also to administer 

liposomes alongside antibiotic treatment.  

 

The results presented here have important implications for our understanding of GAS 

pathogenesis. It can be concluded that levels and activity of SLO is key to 

determining whether GAS infection follows a highly invasive and virulent pattern 

leading to host death or whether it follows a chronic pattern of long term joint 

infection. The fact that these disease phenotypes are not fixed is highly interesting, as 

it suggests that GAS is highly sensitive to environmental signals and can change its 

phenotype rapidly. Indeed, by artificially effecting SLO levels, it can be shown that 

one disease phenotype can easily be switched into another. This has significant 

implications for therapy and vaccines as anti-SLO based treatments may not be the 

complete answer to protection against all forms of GAS infection. 
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 Group A Streptococcus dependent septic 

arthritis in murine knee joints: The local 

immune response 
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A. Introduction 

6.1 Host response in septic arthritis 

Septic arthritis is an inflammatory disease of the joints with innate and specific 

immune mechanisms contributing to pathology and joint destruction [59, 61, 310]. 

Currently our understanding of host immunopathogenesis in septic arthritis comes 

from staphylococcal experimental models only [54]. Generally, the inflammatory 

process is characterised by the rapid recruitment of polymorphonuclear granulocytes 

and macrophages which is later followed by infiltration of T cells [54]. After the 

bacteria have successfully established an infection in the joint inflammatory 

cytokines (IL-1 and IL-6) are released into the joint fluid by synovial cells, which 

accompanies the influx of host inflammatory cells [61, 233, 311]. Phagocytosis of 

the bacteria by macrophages, synoviocytes and PMNs occurs and the release of other 

inflammatory cytokines follow including TNF- and IL-8 [61]. The T–cell mediated 

(Th1) immune response has also been shown to play a role both in clearance and 

pathogenesis of septic arthritis and can be specifically activated by bacterial antigens 

through antigen presenting cells or non-specifically in the case of bacterial 

superantigens [312, 313]. Under most circumstances the host is able to provide a 

protective inflammatory response that contains the bacteria and resolves the 

infection, however when the infection is not quickly cleared the potent activation of 

the immune response and high levels of cytokine concentrations leads to irreparable 

joint destruction [54, 61]. 
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6.2 Bacterial superantigens and septic arthritis 

It is understood that bacterial superantigens play a major role in the potent activation 

of the host response during septic arthritis with S.aureus, leading to exacerbation of 

host inflammatory cell invasion, cytokine release, increased mortality rates and joint 

remodelling and destruction [61]. Superantigens bind to the conserved regions of the 

host major histocompatibility complex class II molecule and T cell receptor, and are 

able to activate 2-20% of all T cells [168]. The activated T cells are able to increase 

the release of a number of inflammatory cytokines such IFN- and TNF-, which 

result in significant toxicity [61]. The stimulated T cells proliferate rapidly and then 

quickly disappear, which is believed to be due to apoptosis [61]. B cells are also 

stimulated by the superantigens, but their role in septic arthritis is not fully 

understood [234].  

 

6.3 Rationale 

Currently there are limited experimental septic arthritis models with GAS, and none 

that have been used to characterise the host response during infection. In this study, 

an arthritogenic strain of GAS was used (emm type 1.0 isolate 101910) to induce 

septic arthritis to investigate the host response over time in the knee joint. Next, an 

isogenic superantigen SpeA knockout in isolate 101910 was used to consider the role 

of superantigens in GAS septic arthritis.  

 

 

 

 



194 

B. Results 

6.4 GAS systemic infection in mice results in fast knee joint 

infiltration which evolves to a more chronic form 

As discussed in Chapter 4, when emm type 1.0 (isolate 101910) was intravenously 

injected into mice the bacteria enter and colonise the knee joint. CFUs were 

recovered from the knee joint as early as 6 hours and the number of bacteria 

continued to increase in the joint up to 72 hours. A more chronic form of the 

infection was observed after 72 hours and the number of bacteria remained stable up 

to day 7 (end of experiment) (Figure 57a). Evidence of joint swelling was visible by 

24 hours and the severity of the infection, based on the arthritic index, continued to 

increase until the end of the experiment whereby all infected joints had severe 

swelling and erythema (Figure 57b).  
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Figure 57 – Comparison of bacterial numbers in the knee joints and blood after 

intravenous infection with emm type 1.0 isolate 101910. 

(A) The bacterial CFU in knee joints of CD1 mice (n = 10, knee joints n = 20) 

following intravenous infection with 107 CFU (50 l) of emm type 1.0 isolate 

101910 and (B) arthritic index over time. Displayed as mean ± SEM. 
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6.5 Local inflammatory response and immune cell recruitment in 

knee joints 

To provide a comprehensive picture of the immune response in the knee joints 

during GAS-induced septic arthritis, mice were intravenously infected with emm 

type 1.0 (isolate 101910) and knee joints were removed at defined time points (n = 

10) for bacterial, cellular and cytokine analysis. 

 

6.5.1 Cytokines 

Once bacteria colonise the joint they can rapidly activate an acute inflammatory 

response [61]. Host inflammatory cytokines IL-1 and IL-6 are initially released into 

the joint by synovial cells [311]. The amount of IL-1 released into the joint 

increased rapidly and by 24 hours there were significantly higher titres of IL-1 (p < 

0.01), which continued to increase up to 72 hours (Figure 58a). Between 72 hours 

and day 7 there was a change in the cytokine profile in the joint and the amount of 

pro-inflammatory cytokine IL-1 returned to basal levels (Figure 58a). The same 

trend of an initial rise (up to 72 hours) and then decline in cytokine titres was also 

observed for IL-6, although this was not statistically significant (Figure 58b). 

Phagocytosis of the bacteria by macrophages, synoviocytes, and PMNs are 

associated with the release of other pro-inflammatory cytokines such as IL-8 and 

TNF- [61]. The concentration of IL-8 in the knee joint did not change between 0 

and 48 hours. At 72 hours, was a statistically significant increase in the amount of 

IL-8 in the joint (p < 0.01) (Figure 58c). The concentration of IL-8 decreased by day 

7, although the amount present did not completely return to basal concentrations. The 
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levels of TNF- in the joint peaked at 48 hours (p < 0.01) and the concentration in 

the joint remains high even at day 7 (Figure 58d). 

 

 

 

Figure 58 – Cytokine profiles measured in knee joints of infected animals 

(pg/joint). 

A) Measurement of IL-1, B) IL-6, C) IL-8, and D) TNF- in knee joints of mice at 

0, 6, 24, 48, 72, and 168 hours post intravenous infection with emm type 1.0 (isolate 

101910). Samples were collected from 10 mice/time point from 2 independent 

experiments and data are reported as mean  SEM. Statistical analysis was 

performed using a two-tailed Mann-Whitney U-test comparing single time points 

against time 0 (*p < 0.05, **p < 0.01). 
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6.5.2 Immune cells 

The numbers of neutrophils, macrophages, B cells and CD4+ T cells in the joint were 

examined, the cell types were chosen as they have previously been identified to play 

a key role in the local response in the joint during bacterial septic arthritis [54, 235].  

 

Firstly, the total number of neutrophils gated based on single cells that were positive 

both for CD45 and GR1 were analysed in whole knee joints (Figure 60). Neutrophil 

numbers did not significantly differ from basal levels over the first 72 hours of the 

infection (Figure 59a). At 72 hours, the number of neutrophils found in the joint was 

significantly higher than at time 0 (p < 0.005) (Figure 59a). The number of CD45 

and F4/80 positive macrophages were examined in the knee joints (Figure 60). The 

number of macrophages in the joint significantly increased at much earlier time 

points in comparison to the number of neutrophils. At 12 hours the number of 

macrophages observed in the joint was significantly higher than at time 0 (p < 0.05) 

(Figure 59b). The number of macrophages entering the joint continued to increase 

over time. At 72 hours, the macrophage numbers began to decline (Figure 59b). 

Considering next the total number of CD45, CD19 and CD22 positive B cells found 

in the joint (Figure 60c) there was an interesting pattern observed which was 

dissimilar to the phagocytic cells examined. There was an initial increase in the 

number of B cells at time points 6 and 12 hours (p < 0.01 – p < 0.05). However, this 

was followed by a rapid decrease in the number of B cells over the next 72 hours 

(Figure 59c). By 72 hours, the number of B cells returned to the same numbers found 

at time 0. At day 7 the number of B cells found in the joint was even lower than 

before infection with GAS (p value not significant), suggesting that there could be 

environmental signals in the joint that are resulting in decreased numbers of B cells 
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(Figure 59c). Finally, CD45, CD4 positive T cells were enumerated from the knee 

joints (Figure 60). CD4 T cells significantly increased in numbers from 6 to 72 hours 

(p < 0.05 – p < 0.001), and at 72 hours there were 5 times the amount of CD4 

positive T cells than at time 0 (Figure 60d). Similar to the pattern observed with the 

B cell numbers, CD4 T cells were cleared from the joint and the total number of cells 

at day 7 was lower than at day 0. 
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Figure 59 – Phenotypic characterization of cells recruited into the knee joints of 

animals infected with emm type 1.0 isolate 101910. 

A) Measurement of neutrophils B) macrophages C) B-cells, and D) CD4  

+ T-cells in total knee joints of mice at 0, 6, 12, 24, 48, 72, and 168 hours post 

intravenous infection with emm type 1.0 isolate 101910. Samples were collected 

from 10 mice/time point from 2 independent experiments and data are reported as 

mean  SEM. Statistical analysis was performed using a two-tailed Mann-Whitney 

U-test comparing single time points against time 0 (*p < 0.05, **p < 0.01, ***p < 

0.005, and ****p < 0.001). 
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Figure 60 – Gating strategy for the analysis of neutrophils, macrophages, B-cells 

and CD4+ T-cells in knee joints. 

The flow cytometry analysis was used to identify different immune cell subsets in 

knee joints of GAS intravenously infected animals. On the X and Y-axes are reported 

different markers utilised for the specific analysis, cell types described along with 

percentage of CD45+ cells. Gates identify the different cell subsets analysed. 

Alongside are the negative controls. 
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6.6 Effect of host-adapted emm type 1.0 101910 during re-infection 

To investigate the immediate effect of knee joint recovered emm type 1.0 isolate 

101910 during re-infection on the host response, bacterial and cellular analysis was 

performed on the knee joints (n = 10) over 0-48 hours. As previously described, host-

adapted in vivo-recovered emm type 1.0 isolate 101910 colonises the joint at higher 

densities and does so more rapidly than the wildtype strain. We have also shown that 

host-adapted emm type 1.0 has significantly reduced production of the toxin SLO. 

 

6.6.1 Immune cell recruitment 

The number of neutrophils found in the joint over the course of 48 hours did not 

change significantly from basal levels (day 0), though a reduction in the number of 

cells was observed at 12 hours before an increase up to 48 hours (Figure 61a). A 

similar pattern was also observed with the macrophage cell numbers in the joint as 

they also showed a slight decrease in between 0 and 12 hours, before increasing up to 

48 hours. At 48 hours there were significantly more macrophages present (p < 0.01) 

(Figure 61b). The number of B cells increased 3-fold at 6 hours (p < 0.01), followed 

by the number of cells gradually decreasing until the total amount returned to basal 

levels by 24 and 48 hours (Figure 61c). CD4+ T cells rapidly increased in the joint 

and the highest number of cells were found at the early time point of 6 hours (p < 

0.01). The number of T cells fluctuated slightly in between 12 and 24 hours but the 

number of cells remained significantly higher than at time 0, whereas at 48 hours the 

numbers of cells in the joint were only 2-fold higher than at time 0 (Figure 61d).  
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Figure 61 – Phenotypic characterisation of cells recruited into the knee joints of 

animals infected with in vivo recovered emm type 1.0 isolate 101910 

A) Measurement of neutrophils B) macrophages C) B-cells, and D) CD4  

+ T-cells in total knee joints of mice at 0, 6, 12, 24, and 48 hours post intravenous 

infection with in vivo recovered emm type 1.0 isolate 101910. Samples were 

collected from 10 mice/time point from 2 independent experiments and data are 

reported as mean  SEM. Statistical analysis was performed using a two-tailed 

Mann-Whitney U-test comparing single time points against time 0 (*p < 0.05, **p < 

0.01 and ***p < 0.005). 
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6.6.2 Comparison of immune cell recruitment 

The number of cells in the knee joints were compared during infection with emm 

type 1.0 isolate 101910 and host-adapted emm type 1.0 isolate 101910 at 0, 6, 12, 24 

and 48 hours, to investigate any differences in immune cell recruitment between the 

two infection types.  

 

All of the cell types analysed showed clear differences between the number of cells 

present in the knee joint at the early time points (0-12 hours), with CD4+ T cells 

alone showing any difference in cell numbers beyond 12 hours. The number of 

neutrophils present in the joint at 12 hours were significantly higher during infection 

with the wildtype bacteria in comparison to the infection with host-adapted bacteria 

(p < 0.005) (Figure 62a). The same pattern was also observed for macrophage cell 

numbers. At 12 hours there were significantly more macrophages recruited to the site 

of infection with the wildtype isolate than with the host-adapted bacteria (p < 0.01) 

(Figure 62b). For both B cells and CD4+ T cells the number of cells recruited to the 

joint was significantly higher at 6 hours during infection with host-adapted bacteria 

(p <0.005, p < 0.01). After 6 hours, the number of B cells do not significantly differ 

between the two infections (Figure 62c). For CD4+ T cells as the infection 

progressed the cell numbers returned to similar cell counts at 12 and 24 hours. At 48 

hours, the number of cells in the knee joint during infection with the wildtype 

continued to increase, whereas with the host-adapted isolate the number of cells 

decline (p < 0.01) (Figure 62d). 
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Figure 62 – Comparison of cells recruited into the knee joints of animals 

infected with emm type 1.0 isolate 101910 and in vivo recovered emm type 1.0 

isolate 101910. 

A) Measurement of neutrophils B) macrophages C) B-cells, and D) CD4  

+ T-cells in total knee joints of mice at 0, 6, 12, 24, and 48 hours post intravenous 

infection with emm type 1.0 isolate 101910 and in vivo recovered emm type 1.0 

isolate 101910. Samples were collected from 10 mice/time point from 2 independent 

experiments and data are reported as mean  SEM. Statistical analysis was 

performed using a two-tailed Mann-Whitney U-test comparing single time points for 

each infection type (*p < 0.05, **p < 0.01, ***p < 0.005, and ****p < 0.001). 
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6.7 Identification of T regulatory cells during chronic infection of 

the knee joints 

We previously showed that CD4+ T cells are found in the knee joint during GAS 

septic arthritis and previous studies have shown that in experimental models with S. 

aureus they have a dualistic role in both inflammation and clearance [54]. It was 

further characterised which subsets of T cells are involved in the course of the 

infection. The extended septic arthritis model of 7 days was used to identify T 

regulatory cells (Tregs) (n = 5) in the knee joint during infection with emm type 1.0 

isolate 101910 and in vivo recovered host-adapted isolate 101910 in comparison to 

naïve mice (Figure 63). Tregs were gated based on CD45+, CD4+ and FoxP3+ 

staining (Figure 63) 

 

The highest number of Tregs found in the knee joints were observed in mice infected 

with host-adapted 101910 wherein there were significantly more cells than in the 

knee joints of the naïve controls (p < 0.05) (Figure 63). Infection with wildtype 

101910 also resulted in more Tregs in the joint in comparison to the control, 

although this was not statistically significant (Figure 63). 
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Figure 63 – Identification of T regulatory cells recruited into the knee joints. 

Measurement of Foxp3+ CD4+ T-cells in total knee joints of mice at 7 days post 

intravenous infection with emm type 1.0 isolate 101910 and in vivo recovered emm 

type 1.0 isolate 101910. Samples were collected from 5 mice/time point from 2 

independent experiments and data are reported as mean  SEM. Statistical analysis 

was performed using a two-tailed Mann-Whitney U-test comparing single time 

points against naïve control (*p < 0.05). 
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Figure 64 – Gating strategy for the analysis of T regulatory cells in knee joints. 

The flow cytometry analysis was used to identify different immune cell subsets in 

knee joints of GAS intravenously infected animals. On the X and Y-axes are reported 

different markers utilised for the specific analysis, cell types described along with 

percentage of CD45+ cells. Gates identify the different cell subsets analysed. 

Alongside are the negative controls. 
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6.8 Role of CCR5 and CXCR3 CD4+ T cells in the knee joint 

CCR5 and CXCR3 are primarily expressed during a Th1 CD4+ T cell phenotype and 

recent studies have shown that there is selective recruitment of CD4+ T cells that 

express these two receptors into the synovium of people with rheumatoid arthritis 

[314]. Synovial fibroblasts and macrophages produce the ligands to CCR5 and 

CXCR3 in abundance during inflammation [315, 316]. As there was an infiltration of 

CD4+ T cells into the knee joints during infection with emm type 1.0 isolate 101910. 

The aim was to characterise further what types of CD4+ T cells were entering the 

joint and whether the rapid infiltration was linked to the production of the chemokine 

RANTES. The number of CCR5+ CD4+ T-cells, CXCR3+ CD4+ T-cells, CCR5+ 

CXCR3+ CD4 + T-cells and the chemokine RANTES were measured in total knee 

joints of mice at 0, 6, 12, 24, and 48 hours post infection (Figure 65). Cells were 

stained and gated based on the above markers (Figure 66). 

 

 

6.8.1 CCR5/CXCR3 T cells in knee joint during infection with emm 

type 1.0 isolate 101910 

The total number of CD4+ T cells expressing CXCR3 did not change significantly 

from the baseline, until the 48 hour time point. At 48 hours, there were significantly 

more CXCR3 T cells recorded to be present (p < 0.005) (Figure 65a). This 

corresponds to when the highest number of CD4+ T cells were found in the joint 

(Figure 61d) indicating that the high influx of CD4+ T cells at 48 hours 

predominantly express CXCR3. The number of CD4+ T cells expressing CCR5 

increased in the joint, and at 12 hours there were significantly more present in the 

joint (p < 0.005). The number of cells with this phenotype continued to increase over 
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the time course (Figure 65b). The same pattern was also observed for double positive 

(CXCR3 and CCR5) CD4+ T cells, where there were significantly more found in the 

joint from 12 hours onwards, suggesting that the majority of CCR5 positive cells 

were also CXCR3 positive (Figure 65c). 

 

The chemokine RANTES is the ligand to CCR5 and attracts cells that express the 

CCR5 receptor [317]. The concentration of RANTES found in the joint increased as 

the bacterial load in the joint increased. RANTES was found at high concentrations 

even at the earliest time point of 6 hours, the time point when bacteria initially 

colonise the joint (Figure 65d). The amount of RANTES continued to increase up to 

the final time point of 48 hours (p < 0.001) (Figure 65d), this corresponded with the 

increase in CCR5 positive T cells entering the knee joint. The association between 

the amount of RANTES and the number of CCR5 CD4+ entering the joint suggests 

that the chemokine could be responsible for the rise in CD4 T cells early on in 

infection.  
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Figure 65 – Phenotypic characterisation of populations of T cells recruited into 

the knee joints of animals infected with emm type 1.0 isolate 101910 

A) Measurement of CCR5+ CD4+ T-cells B) CXCR3+ CD4+ T-cells, C) CCR5+ 

CXCR3+ CD4 + T-cells and D) the chemokine RANTES in total knee joints of mice 

at 0, 6, 12, 24, and 48 hours post intravenous infection with emm type 1.0 isolate 

101910. Samples were collected from 10 mice/time point from 2 independent 

experiments and data are reported as mean  SEM. Statistical analysis was 

performed using a two-tailed Mann-Whitney U-test comparing single time points 

against time 0 (*p < 0.05, ***p < 0.005 and ****p < 0.001) 
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Figure 66 – Gating strategy for the analysis of CXCR3+/CCR5+ CD4+ T-cells in 

knee joints. 

The flow cytometry analysis was used to identify different immune cell subsets in 

knee joints of GAS intravenously infected animals. On the X and Y-axes are reported 

different markers utilised for the specific analysis, cell types described along with 

percentage of CD45+ cells. Gates identify the different cell subsets analysed. 

Alongside are the negative controls. 
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6.8.2 CCR5/CXCR3 T cells in knee joint during infection with host-

adapted emm type 1.0 isolate 101910 

During infection with in vivo recovered host-adapted emm type 1.0 isolate 101910 

there was a peak in the number of CD4+ T cells at 6 hours (Figure 61d) which also 

corresponded to an increase in CCR5 (Figure 67a), CXCR3 (Figure 67b) and double 

positive T cells (Figure 67c) in the knee joint (p < 0.01 – p < 0.05). After 6 hours, the 

number of CD4+ T cells expressing CCR5 and CXCR3 returned to similar cell 

numbers observed at time 0.  

 

The chemokine RANTES was observed to rapidly increases in the joint, resulting in 

a significantly higher concentration at 12 hours (p < 0.005). RANTES continued to 

increase up to 48 hours (p < 0.005) (Figure 67d). 

 

 

 

 

 

 

 

 

 

 

 

 

 



214 

 

 

 

Figure 67 – Phenotypic characterisation of populations of T cells recruited into 

the knee joints of animals infected with in vivo recovered emm type 1.0 isolate 

101910 

A) Measurement of CD4+ T-cells B) CCR5+ CD4+ T-cells C) CXCR3+ CD4+ T-

cells and D) CCR5+ CXCR3+ CD4 + T-cells in total knee joints of mice at 0, 6, 12, 

24, and 48 hours post intravenous infection with in vivo recovered emm type 1.0 

isolate 101910. Samples were collected from 10 mice/time point from 2 independent 

experiments and data are reported as mean  SEM. Statistical analysis was 

performed using a two-tailed Mann-Whitney U-test comparing single time points 

against time 0 (*p < 0.05, **p < 0.01, ***p < 0.005 and ****p < 0.001). 
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6.9 Spe A deficient emm type 1.0 isolate 101910 

To be able to examine the role of the superantigen SpeA in GAS-induced septic 

arthritis an isogenic deletion mutant was developed for further investigations in the 

septic arthritis murine model. An isogenic deletion mutant of emm type 1.0 isolate 

101910 was constructed through double-crossover allelic replacement of SpeA with 

aphA3 (encoding kanamycin resistance). Regions directly upstream and downstream 

of SpeA (~ 1000 bp each) were amplified and then stitched together in a second 

round of PCR before they were ligated into the pGEM-T vector (Promega) (Figure 

42), generating pGEM-T-∆speA-2kb (Figure 68). 

 

Figure 68 – Allelic replacement of Spe-A gene with aphA3 Kanamycin 

resistance gene, using pGEM®-T Vector. 

Spe A deletion mutant of emm type 1.0 isolate 101910 was constructed through 

double-crossover allelic replacement of SpeA with aphA3 (encoding kanamycin 

resistance). Regions directly upstream and downstream of SpeA (~ 1000 bp each) 

were amplified and then stitched together in a second round of PCR before they were 

ligated into the pGEM-T vector generating pGEM-T-∆speA-2kb. 



216 

6.9.1 Effect of Spe A on progression of septic arthritis 

There have been recent studies that have shown that the arthritogenicity of different 

strains of S. aureus is dependent on the superantigen profile of the bacteria [234]. To 

consider whether the deletion of SpeA had any effect on the progression of the 

infection with GAS, mice were intravenously infected with emm type 1.0 isolate 

101910 and isolate SpeA 101910 (n = 5 per time point). The arthritic index of the 

mice was calculated and at 6 and 48 hours the bacterial load in the knee joints were 

assessed. 

 

There were no significant differences between the bacterial load of both isolates at 6 

and 48 hours (Figure 69a). Although at 48 hours the CFU of SpeA isolate 101910 is 

1 log higher than during infection with the wildtype (Figure 69a). There were also no 

differences in the severity of the infection as the arthritic index for each was almost 

identical throughout the course of the infection (Figure 69b). 
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Figure 69 – Comparison of bacterial CFU in the knee joints and the arthritic 

index after intravenous infection with emm type 1.0 isolate 101910 and SpeA 

101910. 

(A) The bacterial CFU in knee joints of CD1 mice (n = 10, knee joints n = 20) 

following intravenous infection with 107 CFU (50 μl) of emm type 1.0 isolate 

101910 (black lines) and  SpeA 101910 (blue lines). (B) Arthritic index calculation 

over time. Displayed as mean ± SEM. 
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At 48 hours, two way ANOVA and Sidak's multiple compariosn test shows passaged 101910 

significantly higher than non passaged (p<0.0001).
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6.9.2 Comparison of immune cells  

To compare the inflammatory response in between the wildtype and Spe A mutant, 

the number of neutrophils, macrophages, B cells and T cells in the knee joints were 

analysed at 6 and 48 hours. 

 

Firstly, the number of neutrophils in the joint was lower during infection with the 

mutant at both 6 (p = ns) and 48 hours (p < 0.05) in comparison to the wildtype 

(Figure 70a). There were also significantly less macrophages present in the joint 

during infection with the mutant at both 6 (p < 0.01) and 48 hours (p < 0.001) in 

comparison to the wildtype (Figure 70b). There were no differences between the 

number of B cells at 6 hours, though at 48 hours there was a significant rise in the 

number of B cells observed in the joint during infection with the mutant (p < 0.001) 

(Figure 70c). Similarly to that observed with neutrophils and macrophages there 

were significantly less CD4+ T cells in the knee joints during infection with the 

mutant at both 6 (p < 0.01) and 48 hours (p < 0.01) (Figure 70d). 
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Figure 70 – Comparison of cells recruited into the knee joints of animals 

infected with emm type 1.0 isolate 101910 and  SpeA 101910. 

A) Measurement of neutrophils B) macrophages C) B-cells, and D) CD4  

+ T-cells in total knee joints of mice at 6 and 48 hours post intravenous infection 

with emm type 1.0 isolate 101910 and  SpeA 101910. Samples were collected from 

5 mice/time point from 2 independent experiments and data are reported as mean  

SEM. Statistical analysis was performed using a two-tailed Mann-Whitney U-test 

comparing single time points, (*p < 0.05, **p < 0.01, ***p < 0.005 and ****p < 

0.001). 
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C. Discussion 

GAS causes severe infections of the joint, that is often difficult to treat as the disease 

progresses quickly and often results in a chronic infection. Using the 

haematogenously-derived murine model of GAS septic arthritis, this study aimed to 

characterise the immune profile in the knee joints during infection. Emm type 1.0 

isolate 101910 was used to initiate the infection alongside the host adapted version of 

this isolate (recovered from a previous knee joint infection). Multiple parameters 

were quantitatively measured including CFUs, arthritic index, cytokines, and 

immune cell recruitment across various time points. Bacteria rapidly colonised the 

knee joint and proliferated resulting in a potent inflammatory response which 

persisted. 

 

The release of cytokines into the synovium of the joint begins as soon as bacteria 

colonise the knee joint at 6 hours. Pro-inflammatory cytokines IL-1β and IL-6β 

increase rapidly at the start of the infection, followed by a delayed rise in two other 

pro-inflammatory cytokines TNF-α and IL-8. As the growth of bacteria stabilises in 

the joint and the acute infection takes a more chronic form, the cytokine profile 

changes with all the cytokines measured, except TNF-α returning to baseline 

concentrations. These results are consistent to those observed during infection with 

S. aureus [54]. TNF-α, IL-1β and IL-6 have all been found to be significantly 

involved in the severe inflammation that precedes cartilage and bone destruction in 

S. aureus septic arthritis. However, these cytokines are also relevant to protect the 

host and are essential for clearance of bacteria from the joint [244, 264, 318]. TNF-α, 

IL-1β and IL-6 stimulate osteoclast differentiation through interactions with the 

known triad osteoprotegerin (OPG)/receptor activator of NF-b (RANK)/RANK 
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ligand (RANKL) [319]. Osteoclasts are multinucleated giant cells which resorb 

mineralised tissue (i.e bone) resulting in the remodelling and breakdown of bone 

tissue [319, 320]. All three cytokines have been found to stimulate 

osteoclastogenesis synergistically, with the net outcome being a net increase in 

RANKL activity which is also responsible for the direct stimulation of osteoclastic 

differentiation and inhibition of osteoclast apoptosis [319]. It is concerning that in 

GAS septic arthritis the levels of TNF-α continue increasing, as TNF-α is considered 

the most osteoclastogenic cytokine out of the three described. This could indicate 

why GAS induced septic arthritis in mice produces a more severe form of the 

infection with much more rapid joint destruction in comparison to S. aureus in vivo 

models which can be extended up to 3 months [321]. 

 

In addition, host inflammatory cells begin to enter the joint resulting in the further 

release of inflammatory cytokines [54]. Firstly, considering the phagocytic cells, 

macrophages enter the joint early after colonisation of bacteria (12 hours) and begin 

to increase up to 72 hours, after this they start to reduce in numbers in the knee joint. 

Macrophages are associated with the release of more inflammatory cytokines 

including IL-8 [54, 322]. This is consistent with our data as the concentration of IL-8 

only increases when the number of macrophages are at the highest in the joint. The 

concentration of IL-8 then decreases as the number of macrophages decrease in the 

joint after 72 hours. IL-8 is a major neutrophil chemoattractant, and in this model, 

there is an increase in the number of neutrophils after a significant rise in IL-8 in the 

joint [60]. Neutrophils slightly peak at 12 hours with more entering the joint as the 

infection progresses. Neutrophil numbers continue to increase in the joint and at 7 

days the number of neutrophils peak and they are also the most common immune cell 
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type now found in the joint. The high numbers of neutrophils still present at 7 days 

could be due to them being the predominant cell type found in the abscesses that 

form, as seen in experimental arthritis with S. aureus [60, 323]. In vivo models with 

S. aureus have also shown the dualistic properties of both neutrophils and 

macrophages in septic arthritis. They are indispensable in the early phase of disease 

and subsequent host survival but are also key mediators of tissue-destructive events 

[322, 323]. Studies have shown that the elimination of phagocytic cells from the site 

of inflammation is essential for the resolution of the acute inflammatory response, 

and that persistence of neutrophils and macrophages leads to subsequent tissue 

damage [322, 323]. Neutrophils and macrophages contribute to bone and tissue 

damage through the release of more pro-inflammatory cytokines, free-radicals and 

tissue degrading enzymes [61, 322, 323].  

 

It has been previously reported that B cells do not play a major role in S. aureus 

infections and in particular in septic arthritis [324]. However, our results show that 

the number of B cells rapidly increases in the joint during the early stages of 

infection (6 hours) which is followed by quick suppression of B cell numbers to 

levels even below baseline levels. This suggests that GAS could be directly involved 

in suppressing B cell responses during infection than in comparable septic arthritis 

incidence. Another study of S. aureus septic arthritis also found that B cells may be 

important in the early stages of infection, and that S. aureus has a number of known 

mechanisms including utilisation of superantigens to supress the B cell response. The 

known effects of B cell responses could be underestimated in septic arthritis as 

recently described in the literature [321].  
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In contrast to B cells, T cells and their cytokines have been shown to be clearly 

involved in septic arthritis. The contribution of T cells was initially proposed due to 

the presence of CD4+ T cells found in the affected joints of mice with S. aureus 

induced arthritis [312]. We found that CD4+ T cells were recruited to the site of 

infection early during infection (as early as 6 hours) and the numbers continued to 

increase up to 72 hours after which the cell type decreased. At 7 days, there was no 

longer a significant increase over the number of cells at day 0. CD4+ T cells have 

been implicated directly in contributing to joint destruction, as in vivo depletion of 

CD4+ T cells results in a considerably milder course of staphylococcal induced 

arthritis [312]. T cells are specifically activated by bacterial antigens on host antigen-

presenting cells or non-specifically in the case of bacterial superantigens [164, 325]. 

Superantigens can stimulate a large proportion of T cells, which is followed by 

further proliferation and secretion of cytokines [61, 240]. A considerable number of 

CD4+ T cells enter the joint over the course of the infection and as such work was 

done to characterise the subsets of T cells found in the affected joint. Tregs are a 

class of effective T helper cell characterised by the expression of X-linked forkhead 

transcriptional repressor (FoxP3). Tregs are either naturally occurring or induced by 

antigens and play a fundamental role in immunological tolerance [326]. We found a 

small peak in the number of Tregs at 7 days in the joints of mice infected with GAS 

emm type 1.0 bacteria compared to naïve control mice. An increased population of 

Tregs may be induced to counteract the inflammatory environment generated 

immediately after bacterial colonisation. Another study using an experimental model 

of septic arthritis with S. aureus, looked at the role of Th17 and Treg cells over the 

course of the disease [325]. They found that arthritic inflammation was induced 

through Th1 polarisation followed by a Th17/Treg immune response which 
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corresponded to tolerance, and they hypothesised that the transfer of fully active 

Tregs may contribute to a novel treatment strategy in septic arthritis [325].  

 

T cells that infiltrate inflammatory sites are often activated T cells, and the 

mechanism of how these cells enter infected/inflamed tissues so rapidly is unclear 

[327]. The control of T cell migration appears to be regulated by an intricate balance 

of chemokines and their receptors [327, 328]. Important chemokines are usually for 

the CXCR3 and CCR5 receptors, including IP-10 and RANTES respectively [314, 

327]. It was observed that nearly all T cells (>90%) expressed CXCR3 across all 

time points, and the expression of CCR5 increased over time. At 48 hours both 

CCR5 and CXCR3 were expressed by approximately 80% CD4+ T cells. This 

phenotype of T cells has also been explored in experimental models of rheumatoid 

arthritis and the same results were observed [314, 316, 327]. Taking together our 

results and previous studies with rheumatoid arthritis it could suggest that the 

chemokine receptor CXCR3 and CCR5 are markers for T cells associated with 

inflammatory diseases independent of whether this is due to an infectious agent such 

as GAS or an autoimmune response [327]. We also observe a significant increase in 

the concentration of RANTES over the course of the infection, and this increase 

correlates with an increase in the infiltration of CCR5 CD4+ T cells. This is 

consistent with other studies that have highlighted the crucial role of RANTES in 

mediating intensity and composition of cellular infiltration in rheumatoid arthritis 

[315, 317, 327].  

 

Phenotypic heterogeneity within an infection is key to the adaptive success of GAS 

in specific niches [329, 330]. Studies have shown that adaptation to diverse within-
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host niches drives phenotypic heterogeneity of GAS during infection and the 

establishment of specially adapted sub-lineages [329-332]. GAS recovered from the 

knee joints and then used to induce septic arthritis resulted in higher density 

colonisation of the joint more rapidly along with more severe joint damage. We 

aimed to characterise if there were any differences in the host immune response in 

the joints to infection with in vivo recovered bacteria in comparison to the wildtype. 

Neutrophils and macrophages did not infiltrate the joints as rapidly during infection 

with in vivo recovered bacteria and the number of cells found in the joint were 

significantly lower for both cell types at 12 hours. Although it has been shown that 

the inflammatory effects of phagocytes result in severe inflammation in the joint that 

precedes joint damage, it has also been observed that early infiltration by 

lymphocytes is key to controlling bacterial proliferation through phagocytosis. It is 

also important to note that bacterial proliferation and the secretion of bacterial 

products also have a direct effect on cell and tissue damage. The decreased number 

of phagocytes early in the joint could explain why there are a higher number of CFU 

recovered from knee joints of mice infected with in vivo recovered bacteria at the 

earlier time points. Neutrophils and macrophages continue to infiltrate the joint and 

by 48 hours the cell numbers are almost identical between the two infection types. 

There is a rapid infiltration of CD4+ T cells into the joint at the earliest time point of 

6 hours, which corresponds to the time at which bacteria colonise the joint, this is 

significantly higher than what is observed in the wildtype infection. Interestingly 

after 6 hours the CD4+ T cells begin to reduce in number in the joint and at 48 hours 

are significantly lower than the wildtype infection. The number of Tregs in the joint 

were also compared and the number of Tregs found in the in vivo recovered joints 

was significantly higher than the naïve mice. This may suggest that the initial surge 
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in joint tissue-damaging CD4+ T cells may initiate a rise in Tregs entering the joint 

which then work to control the inflammation. This also corresponds to there being a 

significant reduction in the number of CXCR3 and CCR5 positive CD4+ T cells 

during infection with in vivo recovered bacteria even though there is more RANTES 

being secreted, and we have identified these cell types as being a marker of 

inflammation. As seen during infection with the wildtype bacteria we see a sharp rise 

in the number of B cells early in the infection (6 hours) and as the disease progresses 

the numbers of B cells are supressed to that lower of even basal levels. Examining 

the cell profile found in the knee joints of mice infected with in vivo recovered 

bacteria it indicates that GAS is able to circumvent the host response early on in 

infection and establish high density colonisation in the joint before phagocytes are 

able to clear the infection.  

 

The presence of GAS initiates a strong inflammatory CD4+ T cell response but this 

is circumvented by infiltrating Tregs into the joint. Inflammation by lymphocytes in 

the joint may be reduced but the direct effect of high bacterial numbers which are not 

being cleared by the host response results in severe tissue damage and a much more 

serious arthritic phenotype. Although the molecular mechanisms are unclear this is 

an example of how the bacteria has adapted to successfully establishing an infection 

in the joint and how it has become pathoadaptive to the joint space by modulating its 

interaction with the host response. There have been recent studies that have also 

identified GAS becoming more adapted to the host niche, isolates of emm type 1.0 

were able to bind collagen much more avidly after in vivo passage in a model of 

acute rheumatic fever [333]. We have also demonstrated in the previous chapter how 
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GAS is able to regulate its SLO production both in vivo and in vitro indicating there 

are mechanisms that GAS uses to adapt to its host during infection. 

 

As previously described strains of GAS can produce a number of different virulence 

factors including superantigens which may contribute to its potential athritogenicity. 

The possible contribution of superantigens in septic arthritis was described by 

Bremell and Tarkowski who demonstrated that rats infected with superantigen 

producing S. aureus strains preferentially developed arthritis over strains lacking 

superantigens at a ratio of 4:1 [234]. The superantigen SpeA has commonly been 

associated with emm type 1.0 and is often found in cases of invasive disease and 

streptococcal toxic shock syndrome (STSS) [164, 165]. Genomic analysis of the 

isolates of GAS collected during the Merseyside outbreak showed that emm type 1.0 

isolate 101910 contained the gene encoding SpeA whereas the other isolates had a 

different superantigen profile [266]. To consider whether SpeA had any role in the 

ability of isolate 101910 to induce septic arthritis we produced an isogenic deletion 

mutant of SpeA was developed for use in the septic arthritis murine model. 

Surprisingly, infection with the SpeA deletion mutant failed to attenuate virulence 

and we did not see any differences in the severity of arthritis by visible joint damage. 

There were no significant differences in the CFU counts in the knee joints, although 

at 48 hours the mutant did have 10-fold more bacteria in the joint. There was also 

less infiltration by neutrophils, macrophages and CD4+ T cells to the site of 

infection. Sriskandan et al., also found similar results in a model of GAS muscle 

infection, where SpeA knockout resulted in increased bacteraemia and reduced 

neutrophil infiltration [334]. These results were attributed to the reduced binding 

affinity of superantigens to murine MHC class II molecules. Further experiments 
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using the same model with HLA-DQ transgenic mice resulted in the animals being 

susceptible to SpeA [335]. These studies could explain why here there were no 

differences in disease outcome when using the SpeA mutant. However, there is an 

increase in the number of B cells found in the knee joint at 48 hours with the mutant 

whereas in the wildtype the numbers of B cells decrease as the infection progresses. 

This could suggest there is some interaction between SpeA and B cells that would 

need to be investigated further. Typically, SpeA is not commonly associated as being 

a B cell superantigen, however, the increase observed could be due to a general 

change in the immune profile of the joints during infection with the mutant. 

 

Murine models have proven to be a useful way of studying the pathogenesis of GAS 

and in the replication of human disease including sepsis and septic arthritis. Parts of 

this study highlight some of the limitations in using an animal model in such that 

mice and humans may have differential sensitivity to certain GAS virulence factors 

including SpeA. To investigate further the involvement of SpeA and other 

superantigens in invasive disease it would be interesting to employ a transgenic 

strain of mice that was susceptible to the effects of superantigens. It may also be 

useful to investigate whether a long term chronic model of GAS septic arthritis can 

be developed by using different strains or gender of mice. 

 

In conclusion, this study shows that certain strains of GAS can result in a severe 

septic arthritis phenotype which results in a potent immune response which may 

cause further damage to the joint and surrounding tissue. Interestingly, passaging 

GAS can result in a more pathoadaptive strain to the joint and including changes in 

the modulation and activation of the host immune response. 
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 General discussion 
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Diseases caused by GAS have been well documented over the last few centuries and 

historically GAS was the first organism to be recognised as the cause of 

communicable disease [1]. In turn, hygiene and asepsis was introduced into medical 

practice. Medical and scientific research using GAS has had a major role in 

understanding the pathogenesis of infectious diseases including the development of 

antibiotics and in genetic engineering with the revolutionary development of the 

CRISPR-Cas9 system. While we have come to know a vast amount about GAS and 

its associated diseases, there is still much to learn, especially as GAS continues to 

cause outbreaks of invasive infection and scarlet fever across the globe. Also, 

treatment of GAS infections relies solely on antimicrobial therapy with no licenced 

vaccine available to limit the disease burden. The major theme of this thesis was to 

assess the virulence characteristics of GAS isolates collected during an outbreak of a 

novel emm type of GAS in comparison with typical circulating strains using a range 

of in vitro and in vivo techniques. 

 

7.1  Emm 32.2 resistance to opsonophagocytosis 

A standardised killing assay developed by the CDC was chosen to measure the 

ability of macrophages and neutrophils to phagocytose and kill different isolates of 

GAS in the presence of immunoglobulin (IVIG) and complement. Titrated IVIG was 

used as a source of pathogen specific antibody and baby rabbit complement as a 

source of complement, both of which are important for opsonisation of the bacteria. 

Phagocytes tested included a murine macrophage cell line, human neutrophil HL-60 

cell line and freshly isolated human peripheral blood neutrophils. Across all types of 

phagocytes tested emm type 32.2 isolates were unique in that they showed a wide 

range of variability within the emm type and further in vitro assays assessing whole 



231 

blood survival suggested that they would be more invasive in an in vivo infection 

model. These findings are consistent with what has been previously shown in other 

emm types and it is widely accepted that the hallmark of virulence in GAS is in their 

ability to successfully resist phagocytosis and successfully proliferate in non-immune 

human blood [336].  

 

7.2 Murine models of GAS 

Mouse models of GAS have been widely used to assess the dynamics of host-

pathogen interactions, the efficacy of therapeutic drugs and early vaccine efficacy 

[213]. During the development of murine models, it’s important to assess the 

variation between mouse strain and sex associated with susceptibility [218]. In this 

study female CD1 mice were used. CD1 mice are an outbred strain, and although 

they do not provide near-uniform responses as inbred mice do, they do however 

represent a heterozygous population reflecting some of the natural variation seen in 

human host responses to infection [337]. The infecting dose and strain of bacteria is 

also important rendering optimisation to the specific model necessary. 

 

Using the in vitro phenotypic tests as a guide to predict pathogenicity in vivo, 

different emm type 32.2 isolates were chosen that differed in their ability to resist 

phagocytosis, survive in whole blood and that had varying levels of capsule 

thickness and complement deposition. These isolates were used alongside a clinical 

isolate of a typical invasive infecting emm type (emm type 1.0) to develop murine 

models of carriage, pneumonia and systemic infection. In carriage and pneumonia 

infection models, bacteria were instilled into the host intranasally at a low-volume 

dose (wherby CFUs remain in the nasopharynx) and high-volume dose (CFUs enters 



232 

the lung). For systemic infection, the bacteria are administered intravenously. The 

data showed that phenotypic characteristics in vitro did predict the likely level of 

pathogenicity during in vivo infection. Emm type 32.2 was particularly invasive with 

a high mortality rate in the systemic infection model in comparison with invasive 

emm type 1.0. 

 

In addition, a model of septic arthritis was developed using a haematogenous route of 

infection which is regarded as the most comparable to natural infection dynamics. 

There is currently only one published model of GAS septic arthritis that uses this 

route of infection and the major limitation is that the previous study used a 

significantly greater dose volume (of 500 l) at a much higher bacterial CFU which 

does not necessarily reflect typical infecting bacterial quantities or volume [238]. 

The data presented in this thesis shows clearance from the blood, entry into the joint 

and then uncontrolled bacterial proliferation after only a 50 l infecting dose volume. 

Using the GAS septic arthritis model, the kinetics and host interactions in the context 

of infection could be described as further providing a significant contribution to the 

field of GAS pathogenesis. The isolates of GAS used in the animal infection models 

were also clinical isolates that were taken from patients that had either sepsis or 

septic arthritis. Hence, the clinical phenotype was successfully replicated in the 

murine model highlighting further the importance of developing clinically relevant 

models of infection to study pathogenesis and host interactions. 
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7.3 SLO the key to distinct in vivo pathotypes 

The role of the haemolytic exotoxin SLO in determining disease phenotype was 

investigated and it was found that differences in production and activity of SLO were 

central to in vivo pathotype and disease outcome in GAS infections. SLO production 

and activity drove two very distinct in vivo pathotypes: emm type 32.2 isolates which 

produced SLO at high levels and with high activity and emm type 1.0 isolates with 

low levels of SLO production and of low activity. The production and activity of 

SLO correlated directly with their in vivo pathotype i.e. high virulence in 

bacteraemia models accompanied by short host survival (emm type 32.2) and low 

virulence in chronic septic arthritis models accompanied by long term host survival 

(emm type 1.0). The levels and activity of SLO at the time of initial infection 

determined the disease phenotype, with high levels of SLO driving invasive disease 

and low levels sustaining chronic joint infections. When removing SLO from the in 

vivo environment, either by gene deletion or by significantly reducing/removing SLO 

(by supernatant swap or liposome sequestration method), there was a complete 

reversal in the in vivo pathotypes of these emm isolates, whereby normally 

bacteraemia causing emm type 32.2 isolates could be made to translocate into joints 

rather than killing their hosts, and septic arthritis causing emm type 1.0 isolates could 

be made highly invasive, highlighting the crucial role of SLO in determining disease 

phenotype and outcome in vivo.  

 

There have been a number of studies that have shown that SLO is an important 

virulence factor and that removal of SLO does result in attenuation, although the 

outcome is highly dependent on the model of infection used [154]. The results 

presented here have important implications for our understanding of GAS 
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pathogenesis, by artificially affecting SLO levels one disease phenotype can easily 

be switched into another. This has significant implications for therapy and vaccines 

as anti-SLO based treatments may not be the complete answer to protection against 

all forms of GAS infection. To continue with this work, it would be relevant to 

develop methods to consider the mechanism by which GAS actually enters and 

colonises the joint. It would be interesting to identify whether GAS possess any 

adhesins like S. aurues which directly relate to its ability to adhere to certain tissues 

initiating the infection [54]. One way to approach this could be through genome wide 

association studies (GWAS), which would involve collecting and sequencing a 

number of GAS isolates associated with septic arthritis and using this data to 

highlight potentially important genes that are involved in joint colonisation which 

could then be validated in vivo.  

 

7.4 Host-adapted GAS 

The mechanisms that underlie niche adaptation in GAS are not fully understood, 

with many GAS strains differing in their tissue site preference [338]. Experimental 

studies have been used to determine that some strains exhibiting high fitness for a 

specific tissue site have an increase in frequency of tissue-specific adaptive alleles or 

regulate production of certain proteins [338]. An example of this has been shown 

using skin-tropic strains that are able to bind to host plasminogen via the 

plasminogen-binding group A Streptococcal M protein present on the cell surface, 

deletion of this gene or its regulatory activator results in loss of virulence at the skin 

[338, 339]. It has also been found that specific variants can be isolated after host 

passaging, isolating bacteria from an invasive blood infection resulted in increased 

expression of the SpeA gene [306]. This study used host adapted variants in several 
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ways, firstly, to consider the effect on virulence in joint-tropism infections, on the 

regulation and secretion of SLO and to determine any effects on the host immune 

response in clearing the infection when using host-adapted isolates. Considering the 

effect on joint infections, the data showed that variants isolated from the joint and 

used in the septic arthritis murine model were cleared from the blood rapidly and 

entered the joint more quickly and based on arthritic index scoring also produced a 

more serious phenotype. In addition to this, when characterising the host immune 

response in the joint it was found that there were significant differences in the 

response elicited. When inducing septic arthritis using the joint-adapted isolate there 

was less infiltration into the joints early on by phagocytes which could explain why 

there the bacteria are able to reach higher CFU densities early in the infection in 

comparison to the original infecting strain which is potentially limited by neutrophils 

and macrophages. There were also effects on the production and secretion of SLO 

after joint-passaging. Low SLO secreting bacteria which effectively colonise the 

joints, adapt further to the joint by selecting for low secreting SLO variants. This is a 

selection pressure applied from environmental signals in the joint as when the isolate 

is recovered from the joints and placed under growth conditions in vitro it reverts to 

producing significantly more SLO. These findings show that GAS is highly sensitive 

to environmental signals and can change its phenotype rapidly in the host, this has 

important implications when considering host-pathogen dynamics and transmission 

ability. This study also adds to the current data that shows that different strains of 

GAS do indeed adapt to specific niche environments in the human host. It would also 

be interesting to consider the expression and regulation of genes in vivo and so RNA-

sequencing techniques would provide invaluable information in to which proteins are 

being transcribed in different host niches. 
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7.5 Host-pathogen interactions during GAS septic arthritis 

GAS causes severe infections of the joint, which are often difficult to treat as the 

disease progresses quickly and in a high number of cases results in a severe chronic 

infection. Currently our only understanding of host immunopathogenesis in septic 

arthritis comes from staphylococcal experimental models only [54]. Emm type 1.0 

isolate 101910 was used to initiate the infection alongside the host adapted version of 

this isolate (recovered from a previous knee joint infection). Multiple parameters 

were collected during septic arthritis induced by each isolate including CFUs, 

arthritic index, cytokines, and immune cell recruitment across various time points. 

The host response in the joint was characterised by an initial potent inflammatory 

response mainly dominated by neutrophils and macrophages, along with their 

associated cytokines. In addition to this CD4+ T cells were found to play an 

important role in the immune response and further T cell subsets were characterised. 

Overall the infection results in a highly pro-inflammatory immune response which 

may ultimately contribute to the severe joint damage caused. This study has provided 

invaluable information in to how the immune response works to clear the infection 

and also how it may exacerbate symptoms and joint damage. As previously 

discussed, the murine immune system differs in that it is not sensitive to a number of 

streptococcal superantigens and toxins. Therefore, further work using humanised 

mice and in particular those that have human MHC class II systems, would be 

important in highlighting which GAS proteins initiate the different aspects of the 

immune response.  

 

In addition to this deciphering the direct interaction between immune cells and the 

host joint remodelling mechanisms would be important particularly when designing 
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therapeutic options. The host immune response during a septic arthritis infection 

provides a unique dichotomy, it is well known from murine models of S. aureus 

septic arthritis that the host response plays a role in both clearance and the 

pathogenesis of septic arthritis. Studies which have depleted CD4+ T cells before S. 

aureus infection found that there was a considerably milder course of infection along 

with a reduction in associated damage [312]. There has also been some interesting 

research which suggests that it is primarily the role of the largely inflammatory Th1 

response that is responsible for joint damage with no positive effect on protection 

[61]. Further to this it has been shown that the Th2 response provides the resistance 

to infection without the associated bone damage [340]. It would be interesting to 

replicate these findings in a murine model of GAS induced septic arthritis, if a 

particular arm of the host response was solely responsible for exacerbated joint 

damage with no protective capacity this could be targeted with the aim to enhance 

bone and joint recovery. It would also be useful to acquire synovial joint fluid from 

GAS infected patients to validate the findings here in human infections.  

 

7.6 Summary 

In summary, GAS is a diverse pathogen that employs a number of different 

pathogenic mechanisms to initiate diverse clinical phenotypes, adapt to its host niche 

and evade the host immune response. It was found that isolates from a hypervirulent 

outbreak of GAS resulted in severe infection of the host and this correlated with the 

ability to resist opsonophagocytic killing. A novel septic arthritis murine model was 

established using isolates of GAS that were collected from a patient with septic 

arthritis, highlighting the specificity of GAS to different niches. The adaptability of 

GAS in the host was further investigated and it was shown that arthritic isolates can 
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become more even more specifically adapted to the joint. A key in vivo virulence 

factor of GAS, SLO, was shown to play a key role in the outcome of infection. 

Although SLO has been shown to be an important virulence factor in invasive 

disease this is the first study to show that the ability of GAS to regulate its SLO 

production has a subsequent effect on the in vivo pathotype. This finding could have 

particular implications on the development of treatment and vaccine strategies. It was 

shown that by removing SLO invasive bacteraemia was attenuated, but GAS was 

able to establish a more chronic infection. Using the murine model of septic arthritis, 

the localised immune response in the joint was characterised for the first time during 

infection with GAS. Septic arthritis is often associated with poor recovery and the 

bone damage that occurs is often irreversible. By investigating the bacterial and host 

mechanisms behind both infection and damage it provides new prospects for 

treatment and patient outcomes. 
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