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Hypersonic separated flows over the so-called ”tick” geometry have been studied

using the time-accurate direct simulation Monte Carlo method (DSMC) and global

linear theory. The free stream condition for two experimental cases studied in the

free-piston shock tunnel (named T-ADFA) were modeled. These two cases span a

Knudsen number from transitional to continuum, a Mach number of about 10, a free

stream enthalpy from 10 to 3 MJ/kg, a Reynolds number varying by a factor of four,

and a leading edge geometry varied from sharp to one with a bevel of 0.2 mm. For the

first time, the time dependence of flow macroparameters on leading edge nose radius

and Reynolds number are studied using global linear theory. High-fidelity DSMC

simulations showed that the temporal behavior of the separation region, which has

significant effects on the surface parameters, depends closely on the leading edge

bluntness and wall temperature. The formation of a secondary vortex was seen in

about 2 ms for the sharp leading edge whereas in the rounded leading edge geometry

it formed at earlier 0.7 ms. At steady state, the size and structure of the separation

zone, vortex structures, and surface parameters predicted by DSMC were found to

be in good agreement with computational fluid dynamics for the higher density case.

Finally, linear stability theory showed that for some leading edge shapes and flow

densities the time to reach steady state was longer than the facility measurement

time.
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I. INTRODUCTION

In the spirit of this memorial issue to honor the contributions of the late Prof. Graeme A.

Bird, we present our investigations into hypersonic flow separation and shock-wave bound-

ary layer interactions (SWBLIs) over a ‘tick’ geometry, a unique application of the direct

simulation Monte Carlo (DSMC) method to unsteady, continuum flows. Nearly fifteen years

ago, Moss and Bird1 applied the DSMC method to statistically model SWBLIs of the flow

around the hollow cylinder flare and double cone. By comparing their numerical results

with the experiment of Ref. [2], they showed that the DSMC method is capable of pre-

dicting separated flow properties in the near-continuum regime accurately, given that the

numerical parameter requirements, such as time step, cell size, and the total number of

particles, are satisfied. At that time, the computational power was insufficient to model

higher Reynolds numbers or time-accurate simulations, which DSMC is uniquely well suited

for. Since then, Tumuklu et al.3 performed time-accurate DSMC simulations on the same

double-cone geometry combined with linear stability analysis to show that the required time

to reach the steady solution increases with Reynolds number. Further analyses on the origin

of the unsteady mechanics was revealed in Ref. [4].

The DSMC method5, the well-known stochastic approach to solve the Boltzmann equa-

tion of transport, is applicable to a wide Knudsen number spectrum with the increase in

computer speed and massively parallel computing facilities. Previously, Bird6 performed hy-

personic three-dimensional (3D) reentry calculations of the space shuttle orbiter for altitudes

from 170 to 90 km by taking translational, rotational, vibrational, and chemical nonequi-

librium effects into account. Since then, computationally much more demanding unsteady

DSMC calculations were conducted to simulate micro-Rayleigh-Bénard convection7 with the

differences between two-dimensional (2D) and 3D configurations in the flow structures re-

ported in Ref. [8]. Similarly, Gallis et al.9 simulated the Taylor-Green vortex flow using

DSMC and the turbulent kinetic energy dissipation rate was found to be in perfect agree-

ment with direct numerical simulation of Navier-Stokes (NS). Again, this important finding

suggests that the DSMC method can also be used to study turbulent flows (i.e. in the con-

tinuum regime) since the DSMC simulations inherently account for the thermal fluctuations

which can lead to turbulence.

In this paper we consider hypersonic flow separation and laminar SWBLIs which have
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received considerable attention10,11. These interactions can lead to the laminar and tur-

bulent transition, unsteadiness, and localized high pressure and heating regions that can

have detrimental effects on the performance of hypersonic vehicles. Therefore, accurate pre-

dictions of these phenomena play a crucial role for design purposes. In this regard, many

experimental12,13, theoretical, and numerical works14,15 have been conducted to investigate

the origin of SWBLIs. Chapman et al.10 conducted experimental and theoretical studies to

investigate flow separation on bases, compression corners for Mach numbers changing from

0.4 to 3.6 with Reynolds number between 4,000 and 5,000,000. The pressure distribution

was found to be strongly dependent on the location of transition relative to the reattach-

ment and separation points. Experimental studies on separated hypersonic flows on double

wedge and cone, hollow cylinder/flare and biconic configurations16,17 were conducted. How-

ever, the time characterization of such unsteady flows can be challenging in ground-based

experiments primarily because of limited measurement times as well as the lack of a well-

established metric to relate the establishment time of short-duration facilities with the time

convergence of computations for separated flows18.

While many experimental16,17 and numerical studies19–21 on double cone, hollow cylin-

der, and wedge geometries have been conducted over decades, the leading edge separation

which eliminates complicated boundary-layer development,10 is the focus of recent studies.

Experiments are being performed in the T-ADFA free-piston shock tunnel at the University

of New South Wales (UNSW) Canberra22–24. This configuration, introduced first by Chap-

man,10 produces a large separation zone for high Mach and Reynolds numbers, commonly

observed in hypersonic flight conditions. It provides an opportunity to test both continuum,

NS and, once again, kinetic, DSMC computational approaches, especially for high stagna-

tion enthalpies. Moss et al.22 showed that the impact of the slip velocity has a significant

impact on the size of the separation region by comparing NS and DSMC solutions for a ’tick’

configuration in the near-continuum regime. In particular, the separation size predicted by

NS was approximately 30 times larger than DSMC due to the zero slip assumption for a case

with conditions similar to that of A2 that will be discussed in this work. Recently, Khraibut

et al.25 performed Computational Fluid Dynamics (CFD) calculations on the ’tick’ configu-

ration at steady state and found that they correlated with hypersonic triple deck theory. It

was also observed that the wall temperature had a strong effect on the size of the separation

region and for simulations run with wall temperatures between the free stream temperature
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of 165 K and the adiabatic wall temperature of 2,770 K, the thickness of the boundary layer

increased causing a larger separation region, consistent with the experimental observation of

Ref. [26]. Similarly, Prakash et al.27 showed that the temporal evolution of the corner vortex

of the tick geometry depends on the wall temperature by performing DSMC calculations

using the SPARTA code28.

In this work we use the same time-accurate properties of the DSMC method to model

hypersonic, expanding flows over the tick geometry for two conditions investigated at UNSW.

The two conditions, known as ‘A2’ and ‘E’, span a Knudsen number range from transitional

to continuum, a Reynolds number range that increases only by a factor of four, and a free

stream enthalpy for the first condition that is sufficiently high to cause chemical reactions in

the working gas, air, but is too low to be significant for the continuum case, E. Again, without

the efficient, massively parallel DSMC algorithm and present improved computational power,

a time accurate study of the latter case would not have been possible. By investigating

these two flow cases with different simulation setups conditions with a single gas dynamic

formalism we are able to evaluate the effect of tick geometry in terms of sharp versus blunted

leading edges, the presence of multiple air species, chemical reactions, and the unsteady

character of the flows and surface fluxes.

Using the time-accurate DSMC solutions with the residuals algorithm (RA) of Theofilis,29

we present the general time characteristics of the tick, leading edge separation flows and are

able to assess the experimental efforts in terms of measurement times versus time required

for these range of flows to reach steady state for the first time. Earlier modeling of Moss et

al.22 using DSMC for steady state simulations only revealed large differences in terms of the

size of the separation region due to rarefaction effects for a case with conditions similar to A2

and geometries with different bevel radii. In this work, we investigate for the first time the

effect of leading edge bluntness, wall temperature, and surface accommodation coefficient on

the time characteristics of the flowfield parameters and the evolution of the size and structure

of the separation region using the DSMC/RA approach to model case A2 and the higher

density and Reynolds number case E. The application of our coupled DSMC/RA technique

to the higher Reynolds number case E also allows us to present a unique comparison of

our velocity-slip, temperature-jump, and heat fluxes, with those obtained from the CFD

simulations of Khraibut et al.25 Furthermore, we show that despite differences between the

DSMC and CFD model of velocity-slip and temperature jump surface values, both gas

4



dynamic approaches essentially predict similar heat flux profiles for condition E when the

flow is fully developed. However, the time-accurate DSMC at a time earlier than steady

state (i.e., the CFD result) gives a bit better agreement with the experiment. The use of

the RA analysis demonstrates that the measurement time for condition E is too short for

the tick flow to have reached steady state, however, it is sufficient for case A2.

The outline of the remainder paper is as follows. The collisional models employed in the

DSMC simulations, the selection of numerical parameters, particularly for case E which is

a continuum simulation, and the different tick geometries are described in Sec. II. To un-

derstand the time-dependent and steady state flow and surface parameters, the general flow

features such as the expansion fan, leading edge shock, shear layer, triple point, recirculation

region, and reattachment shock for cases A2 and E are identified and their Mach number

contours are compared. The variation in local rarefaction is examined in the spatial distri-

bution of local Knudsen number for two geometries for case A2 (a sharp and beveled leading

edge) and for the sharp leading edge for case E. In Sec. III, the effects of leading-edge blunt-

ness and chemical reactions are presented for case A2. It can be seen that the dissociation of

molecular oxygen and the diffusion of atomic oxygen affect the spatial distribution of species

mole fractions and translational temperatures. These effects are less important for case E

because the free stream energy is lower and the flow has a higher collision frequency. The

effect of geometry, however, is important for case E, as discussed in this section. Section IV

discusses the sensitivity of surface parameters to wall temperature, incomplete vibrational

accommodation coefficient, and chemistry for case A2. For case E, a comparison is presented

with the CFD simulations, as mentioned earlier. Finally, in Sec. V the time evolution of the

separation zone and its effect on surface parameters is discussed for both cases A2 and E.

Using the RA, decay rates are compared for A2 and E and the regions of flow time activity

are identified. It is found for the first time in a hypersonic expanding flow that a centrifugal

instability exists in the region of the laminar separation bubble for case E.

II. NUMERICAL APPROACH AND FLOW CONDITIONS AND

GENERAL FEATURES

In this work, particle-based numerical analyses were performed using the DSMC method5,

which models the Boltzmann equation of transport, provided that the simulation numerical
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parameters are properly selected. The Boltzmann equation of transport is given as:

∂

∂t
(nf(ci)) + cj

∂

∂xj

(nf(ci)) +
∂

∂cj
(Fj nf(ci)) =

[

∂(nf(ci))

∂t

]

collision

(1)

where f(ci) and n are the distribution function of class ci and number density, respectively30.

Note that the external force field acting on gas molecules, Fi, is assumed to be zero in the

current work. DSMC is well suited for resolving the transient characteristics of unsteady

flows towards transition due to its time-accurate nature. It also provides the highest fidelity

of molecular thermal nonequilibrium phenomena, an accurate model for viscosity, thermal

conductivity, and diffusivity31. The DSMC method inherently captures velocity and temper-

ature slip with the Maxwell gas-surface interaction model without any further dependence on

an a priori slip model. The numerical analyses were performed using the Statistical Modeling

In Low-density Environment (SMILE)32 solver employing the majorant frequency scheme

for modeling the molecular collision frequency33 and the variable hard sphere (VHS) model

for modeling the interaction between particles5. The VHS cross-section can be modeled as

σVHS =
πd2ref

Γ(2.5− ω)

[

2Trefk

(mrg2)

](ω−0.5)

(2)

where k is the Boltzmann constant, g is the relative speed, mr is the reduced mass and Γ

is the gamma function. The running gas is air and the corresponding VHS parameters of

collision diameters, dref , and viscosity indexes, ω, of each species at a reference temperature,

Tref , of 1000
oK are given in Table I.

TABLE I. VHS parameters34

Species: N O N2 O2 NO

Reference diameter, dref , Å: 3.11 2.96 3.58 3.37 3.41

Viscosity index, ω 0.15 0.15 0.18 0.18 0.15

In terms of collision models, the Larsen-Borgnakke (LB)35 model for rotational-translational

(R-T) energy transfer, with the rate of Parker36, and vibrational-translational (V-T) en-

ergy transfer, with the rate of Millikan and White37 were used (See Ref. [38] for details

of the rotational and vibrational relaxation numbers). The correction factors of Lumpkin

et al.39 and Gimelshein et al.40 were employed to convert the continuous (R-T) and (V-T)
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relaxation rates to relaxation probabilities. Furthermore, the gas-surface interactions were

modeled using the Maxwell model with full and partially complete energy accommodation,

as will be discussed in the subsequent section. Finally, the total collision energy (TCE)

approach5 was employed to model chemical reactions in the current work. Recently, Bird41

developed the quantum-kinetic (Q-K) theory to provide a more accurate chemistry model

for highly-nonequilibrium flows. However, since we expect small deviations from equilibrium

distribution functions due to the relatively high-densities and low stagnation enthalpies in

the tick-flow, the TCE approach was used. Furthermore, due to relatively low freestream

stagnation enthalpies, as presented in Table III, the number of dissociation events of ni-

trogen will be negligibly small and therefore this reaction was also not modeled in the

present work. However, the lower dissociation energy of molecular oxygen suggests that

this chemical reaction will affect the flowfield properties and shock structure significantly.

Therefore, in the current study, the exchange reactions of O atoms with N2 molecules and

O2 dissociations through collisions with nitrogen and oxygen molecules, represented with M

in the following chemical reactions,

M + O2−→M+O+O (3)

N2 +O−→NO+N (4)

are modeled in order to test the effects of these chemical reactions using the Arrhenius rate

parameters given in Table II. It should be noted that the recombination reactions rates5,42

are significantly lower than the dissociation and exchange reactions rates under the current

flow conditions. Therefore, recombination reactions involving atomic oxygen and nitrogen

species are neglected in the current work.

Figure 1 shows the sharp ’tick’ geometry and three bevel radii used in the experiments

and simulations. Due to the manufacturing imperfections and possible damage in the ex-

periments, a bevel radius of 0.015 mm is considered first to determine the effect of bevel

radius on the flow and surface parameters. Also, two larger radii of 0.1 and 0.2 mm bevels

are studied to quantify the effect of the bevel size on the flow. It should be noted the bevel

radius, |Ri|, and the three different bevel configurations (i.e. i=1, 2, and 3) are shown in the

inset of Fig. 1. Also, the length of the expansion surface for different bevel sizes is shortened

in reference to a sharp leading edge of 19.53 mm, as can be seen in the inset of Fig 1.

Table III presents the two different freestream conditions studied in this work. The
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TABLE II. Rate Coefficient Parameters

Reaction A, [m3s−1] B Ea, [J]

Eq. 3 3.32 × 10−9 -1.50 8.214 × 10−19

Eq. 4 9.45 × 10−18 0.42 5.928 × 10−19

An Arrhenius form of k(T ) = ATBexp(−Ea/kT ) is used.

FIG. 1. ’Tick’ geometry and dimensions of bevels in the 2D Cartesian simulation domain. Note

that |Ri(x,y)| is the radius of the bevel i at the leading edge whereas x and y denote the center of

the bevels in m.

lower density case, A2, has a larger stagnation enthalpy, providing an opportunity to test

the influence of chemical reactions on massively separated flows. The higher density case,

condition E, has about a four times larger Reynolds number compared to A2 case, enabling us

to study the time characteristics of massively separated flows. It should be noted that both

these cases have regions of the continuum, transitional and slip regimes which necessitates

the use of a numerical approach applicable in such a wide Knudsen number spectrum.

Additionally, the flow has been accelerated to high freestream velocities through the T-

ADFA free-piston shock tunnel, resulting in a vibrationally frozen flow. Therefore, the

freestream vibrational temperature of each species is different, as presented in Table III. In
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particular, at the exit of the nozzle in the reflected shock tunnel, the flow has a high level

of thermal nonequilibrium and the NO produced could be potentially used to measure the

PLIF measurements of temperature and velocity field.

TABLE III. Free Stream Conditions24

Freestream Parameters: A2 E

Mach number 8.98 10.18

Static pressure, kPa 0.344 0.29

Velocity, m/s 4231 2514

Density, kg/m3 0.0021 0.0064

Number density, molec/m3 4.70 × 1022 1.35 × 1023

Stagnation enthalpy, MJ/kg 9.58 3.34

Unit Reynolds number, 1/m 3.28 × 105 1.38 × 106

Mean free path, m 3.58 × 10−5 9.59 × 10−6

Translational temperature, K 530 156

Rotational temperature, K 530 156

Test Name A2 E

Species N2 O2 NO O N2 O2 NO O

Vibrational Temperature, K 3230 1960 717 - 2593 1240 409 -

Mole fractions 0.707 0.103 0.055 0.135 0.757 0.185 0.047 0.0016

The general nature of the flow structures for cases A2 and E is shown in Fig. 2. The

resulting flowfield for condition A2 shown in Fig. 2(a) has a diverse set of physical phenomena

such as a Prandtl-Meyer expansion fan which enhances the thermal nonequilibrium, a leading

edge shock emanating from the leading edge terminating at the triple point, and a shear

layer emanating after the expansion and reattaches on the compression surface. The density

for condition A2 drops by a factor of 64 near point 4 and increases by a factor 5 near

location 16 with respect to the freestream value. The curved profile of the shear layer can

be observed for condition A2 due to larger viscous interactions. Moreover, a small region

of further expansion below the leading edge shock is present for condition A2. Condition
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TABLE IV. DSMC Numerical Parameters

Numerical Parameters: A2 E

Total number of time-steps 100,000 2,500,000

Time step, s 2.5 × 10−9 2.0× 10−9

Number of molecules in one simulated

particle 2.0 × 1011 2.5× 1011

Number of simulated particlesa 5.61 × 108 1.86× 109

Maximum number of

grid adaption in each background cell 60× 60 60× 60

Total number of collision cellsa 2.86 × 107 1.16× 108

Number of background cells 680× 350 680 × 350

Total computation hours (CPU hours) b 12,000 214,200

a at steady state

b ERDC Topaz and AFRL Thunder High Performance Computing Systems

E, which is a higher density compared to condition A2, results in a more continuum-like,

sharper shock structure with a larger separation region, as shown in Fig. 2(b). The higher

Mach number causes a larger adverse pressure gradient, resulting in a larger separation

region and a subsonic recirculation region, as shown in Fig. 2(c).

The sharp gradients in these flow conditions result in a range of Knudsen numbers at

different locations. The local Knudsen number is a dimensionless parameter that determines

the validity of the continuum formulation of fluid dynamics. In particular, if the Knudsen

number exceeds the value of 0.05, the Navier-Stokes equations may not provide a correct

representation of the flow43. The gradient based local Knudsen defined as 5,22,

Kn local =

(

λ

ρ

√

(

∂ρ

∂x

)2

+

(

∂ρ

∂y

)2)

(5)

where λ and ρ are the local mean free path and density, respectively is shown for the two

conditions and a geometry with a bevel in Fig. 3. It can be seen from Fig. 3 (a) that

the Knudsen number increases up to a value of 0.8 in the vicinity of the leading edge

which coincides with the region where the density gradients are the highest and shows
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FIG. 2. Predicted shock structure for the sharp leading edge case at steady state using DSMC

simulations in this work: (a) Mach contours at condition A2, (b) computed schileren for condition

E, (c) Mach contours at condition E.
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that an appropriate numerical approach is needed to accurately simulate a flow at such high

Knudsen numbers. Once the bevel is added to the geometry, the maximum Knudsen number

observed in the flow decreases to a value of about 0.5 in the expansion surface and along the

compression surface. On the other hand, when condition E is used, the Knudsen number

decreases significantly and the flowfield field can be considered to be in continuum except

for the leading edge and the shear layer.

FIG. 3. Local Knudsen numbers calculated based on DSMC macroparameters using Eq. 5 for (a)

sharp leading edge at condition A2, (b) leading edge with bevel of R=0.2 mm at condition A2, (c)

sharp leading edge at condition E.

To resolve these sharp gradients that result from a sudden expansion of the flow through

the leading edge and shock boundary layer interactions especially at the compression surface,

the DSMC numerical parameters are carefully selected to ensure that the presented results

have no dependency on the numerical parameters. Details of the correct numerical criteria

for DSMC simulations were summarized in Ref. [3] and the numerical parameters in this

work were selected accordingly. Table IV presents them for condition A2 and E for the sharp

leading edge geometry. Similar values were used for the bevel geometries.
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Figure 4 shows local gas kinetic properties based on the numerical parameters presented

in Table IV. The SMILE code uses a two-level fixed size Cartesian grid, namely a coarse

grid, or background grid, in which the sampling of the flowfield parameters take place and a

refined grid constructed by subdividing background cells based on the local density gradient.

In present work, the number of background cells is 680 by 350 in the X and Y directions,

respectively. As can be seen in the inset of Fig. 4(b), these number of cells are sufficiently

large to resolve macroparameters gradients especially at the leading edge. Note that the

black rectangle at location A shows the same zoomed region in the inset. On the other hand,

the size of collision cells is adapted based on the local mean free path and the maximum

number of cell subdivisions of 60×60 are allowed for condition E. In particular, the number

of subdivisions at locations A, B, and C are 121, 225, and 3600, respectively. Figures 4 (a)

and (b) show the ratio of the local mean free path to collision cell size for conditions A2 and

E. As shown, the cell size is sufficiently small such that the aforementioned ratio is larger

unity throughout the domain. In particular, for condition E, this criterion is met except for

a small location of C with a value of about 0.8 where the shock interactions result in large

density gradients. Nonetheless, our earlier simulations showed that this does not have an

influence on results. It will be shown in Sec. III that the surface parameters are essentially

the same for a degraded case for condition A2 with a cell size larger than the case given

in Table IV. In fact, for the degraded case, the ratio of the local mean path to the size of

collision cell becomes comparable with condition E shown in Fig. 4(b). Therefore, the size

of collision cells is small enough to calculate the collision frequency accurately.

Since the number of collision cells required to obtain a resolution on the order of a

mean free path is high, the corresponding number of simulated particles becomes very large

especially for condition E where more than 1.8 billion simulated particles were required. As

shown in Figs. 4(c) and (d), the total number of particles per collision cell in the shock region

was found to be more than 15. More specifically, the number of particles per species is about

11, 4 and 1 for N2, O2, and NO for condition E, consistent with the mole fraction of each

species given in Table III. Similar to condition E, the number of particles for each species

especially per collision cell at location B is about 7, 15, 5, and 3 for O, N2, O2, and NO,

respectively for condition A2. Since the effects of chemical reactions are negligible for both

cases, as will be discussed in next section and NO is a trace species, the low number of NO

particles has no impact on the overall results. The number of particles for other species is
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sufficient since the majorant collision frequency algorithm is used and gives correct transport

properties of each species in the selection of collision pairs in this work33. Finally, time steps

of 2.5× 10−9 and 2.0× 10−9 s were chosen such that the ratio of the mean collision time to

the time step is greater than unity, as can be seen in Figs. 4(e) and (f).

FIG. 4. Spatial distribution of numerical parameters for the sharp leading edge, (a) and (b) ratio

of local mean free path to the length of collision cells, (c) and (d) the number of particles in

collision cells, (e) and (f) mean collision time normalized by the corresponding timestep given in

Table IV for condition A2 and E, respectively. Locations of points A, B, and C are the same for

both conditions A2 and E.
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III. EFFECTS OF BEVEL SIZE ON FLOW STRUCTURE

The effects of the leading edge bluntness on the size of the separation and the nonequi-

librium are found to be significant for the lower density case. Figure 5 shows the spatial

distribution of the structure of the separation zone and the translational temperatures at

condition A2. It can clearly be seen that the size of the separation zone strongly depends

on the bevel radius. In particular, the separation zone for the sharp leading edge case

(Fig. 5(a)) is confined to a small region in the vicinity of the vertex and the separation point

moves in the upstream direction and the reattachment point shifts towards the downstream

direction with increasing bevel size. Due to the presence of the leading edge shock and the

presence of the compression region due to the second surface, the translational temperatures

in the downstream region of the leading edge are increased (i.e. between location A and

B of Fig. 5(b)). In particular, when a larger bevel configuration is used, a localized bow

shock occurs and changes the leading edge structure, resulting in an elevated temperature

field in the vicinity of the leading edge, as can be seen in Fig. 5(c) and (d) (locations D and

E). As shown in Fig. 2(a), the region between the leading edge shock and the shear layer

experiences an expansion region where the temperatures slightly decrease at location C of

Fig. 5(b). For the higher bevel size, the temperature values are found to decrease signif-

icantly in the expansion region due to interactions with the cold wall and the increase in

the interaction time. The translational and vibrational temperatures for each species can be

seen in Figs. 6 and 7, respectively. The translational temperature field shows only a slight

difference between each species due to the high relaxation rate of the translation mode. It

should be noted that the translational temperatures of atomic oxygen in the vicinity of the

reattachment point were found to be lower in comparison to the other species. This can

be attributed to the fact that due to the smaller atomic oxygen diameter, few collisions

occur. Therefore, the high-temperature region (between 5,000 - 6,000 K) does not reach in

the upstream direction for atomic oxygen. On the other hand, the vibrational temperature

field shows considerable variations due to the difference in freestream initialization given in

Table III and the low relaxation rate of the vibrational mode. These results emphasize the

nonequilibrium nature of the flow.

Due to high vibrational temperatures, the vibrational energy may not fully accommodate

especially for cold metallic surfaces during the short interaction time of molecules with the
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FIG. 5. Structure of separation zone superimposed onto the spatial distribution of translation

temperatures for (a) sharp at steady state, (b) bevel R=0.015 mm at steady state, (c) bevel R=0.1

mm at 0.95 ms, (d) bevel R=0.2 mm at 1.25 ms, condition A2. Note that (c) and (d) contain 2000

timesteps samples beyond the specified time. Also, S and R stand for separation and reattachment

points, respectively.

surface44. Therefore, to model a more realistic gas-surface interaction, an incomplete vibra-

tional accommodation of 0.1 is used. In Fig. 8, the vibrational temperature field shows slight

variations in the vicinity of vertex where the flow residence time is highest. Nonetheless, the

overall flow structure is essentially unchanged when Fig. 5(a) and Fig. 9(a) are compared.

In other words, the effect of the surface vibrational accommodation coefficient is found to

be negligible on the size of the separation region (and the surface parameters as discussed

below), consistent with the previous work of Ref. [45].

Since the translational temperature was expected to reach a high value of about 5000 K

as verified in Fig. 5, the aforementioned chemical reactions were modeled to determine their

effect on flowfield and surface parameters. However, when the non-reacting and reacting

simulation results are compared, see Fig. 5(a) and Fig. 9(b), for the sharp leading edge con-

figuration, the temperature field is essentially the same in the separation and reattachment

regions. It should be noted that the translational temperatures for the reacting air case are
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FIG. 6. Translational temperature of species for non-reacting air case with sharp leading edge case

at condition A2 for (a) O, (b) N2, (c) O2, (d) NO.

FIG. 7. Vibrational temperature of species for non-reacting air case with the sharp leading edge

at condition A2 for (a) N2, (b) O2, (c) NO.
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FIG. 8. Spatial distribution of vibrational temperature of the flow mixture for (a) the fully (αvib =1)

and (b) partially (αvib =0.1) accommodated vibrational energy at condition A2 for the sharp

leading edge case.

FIG. 9. Translational temperatures and structure of streamlines for the sharp leading edge geom-

etry at condition A2 for (a) incomplete vibrational accommodation coefficient, (b) with chemical

reactions.

somewhat lower downstream of the oblique shock emanating from the leading edge because

the endothermic chemical reactions remove energy from the flow.

Finally, for case A2 we consider the effect of tick geometry and non-reacting versus

reacting air species on mole fraction distributions. Figures 10 and 11 compare mole fractions

of each species for sharp and rounded leading edge configuration for condition A2. As shown

in Fig. 3, the sharp leading edge configuration has a region of relatively high Knudsen

number. This results in increased mean collision times making the diffusion process more

predominant. The atomic oxygen species, which has the smallest molecular weight, increases

in the expansion region compared to its free stream value, whereas the other species mole

fractions show the opposite trend. As shown in Fig. 11, these effects are diminished when
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FIG. 10. Mole fractions of species for the non-reacting air case with the sharp leading edge at

condition A2 for: (a) O, (b) N2, (c) O2, (d) NO. Contours range was chosen based on the mole

fraction of species in freetream given in Table III.

the geometry with a bevel size of R=0.2 mm is used due to a decrease in Knudsen number, as

shown in Fig. 3. When chemical reactions are modeled, the dissociation of oxygen molecules

results in an increase in the atomic oxygen mole fraction and the exchange region given

in Eq. 4 slightly increases the mole fraction of NO while decreasing the concentration of

nitrogen molecules in the expansion region, as can be seen by comparison of Fig. 12(b) with

Fig. 10(b). It should be noted that because the effect of the molecular oxygen dissociation

reaction dominates over the exchange reaction, the overall mole fraction of atomic oxygen

decreases, as can be seen by comparing Fig. 12(a) with Fig. 10(a). The chemical production

of NO molecules in the A2 flow flow is sufficiently small such that reduction of the translation

energy of the flow due to chemistry is not appreciable. However, the predicted distribution

of NO mole fraction is important for interpreting PLIF measurements.

In our previous work3, the size and structure of the separation region was found to

be strongly dependent on Reynolds numbers. In particular, increasing Reynolds number

results in a larger separation region and a secondary vortex in the vicinity of the double-

cone junction. Similarly, for the tick geometry, a higher density case, condition E, provides

an opportunity to test the effects of Reynolds number on the size of the separation region.
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FIG. 11. Mole fractions of species for non-reacting air case at condition A2 with the leading of the

bevel R=0.2 mm, (a) O, (b) N2, (c) O2, (d) NO.

FIG. 12. Mole fractions of species for the reacting case for the sharp tick model at condition A2,

(a) O, (b) N2, (c) O2, (d) NO.
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FIG. 13. Translational temperatures and streamlines for different geometric configurations for

condition E (a) at 1.2 ms, sharp leading edge geometry, (b) at 0.725 ms with the bevel of R=0.1

mm.

Figure 13 (a) shows that condition E yields a larger separation region in comparison to

the lower density case of A2 due to larger adverse pressures on the compression surface.

Therefore, the cold temperature region for the higher Reynolds number case of condition E

is larger. In contrast to condition A2 shown in Fig. 5(a) where only a primary vortex exists

in the separation zone, there is a secondary vortex at the vertex at 1.2 ms for condition

E. For the case with a bevel R=0.1 mm, Fig. 13(b) shows that the size of the secondary

vortex is larger in comparison to the sharp leading edge case which has a significant effect

on surface parameters and time characteristics of the flow, as will be discussed in the next

section. A comparison of the insets of Figs. 13 (a) and (b) reveals that the presence of

the bevel with a radius of 0.1 mm shifts the separation point in the downstream direction.

Lastly, since the effect of the chemical reactions was found to be negligible on the size of

the separation region for the higher stagnation enthalpy of A2, it was not modeled for the

lower stagnation enthalpy of condition E. Similarly, a smaller Knudsen number for condition

E results in a lower degree of thermochemical nonequilibrium, and therefore, the effect of

incomplete vibrational accommodation and diffusion would be negligible at condition E.

IV. SENSITIVITY OF SURFACE PARAMETERS TO GEOMETRY AND

FLOW MODELS NEAR STEADY STATE

After examining the effects of the leading bluntness, an incomplete vibrational accom-

modation coefficient, and chemical reactions on temperatures and the size and structure of

separation zone, surface fluxes and slip at conditions A2 and E are investigated next. As

21



shown in Fig. 14(a), as the bevel size increases the surface pressure values also increase in

the region from x=0 to x=0.03 m since the size of the separation become larger as shown

in Fig. 5. On the other hand, there is a slight decrease around at x=0.04 m caused by the

fact that the recompression shock moves in the downstream direction, as can be seen in

Fig 14(a). Moreover, once the surface temperature is increased from 300 to 800 K for the

bevel size of 0.2 mm, the pressure profile behaves approximately as if the bevel size was

increased leading to a larger separation region.

Moving to the surface heating profile, a similar trend is observed as the bevel size is

increased, as shown in Fig. 14(b). In the leading edge region, the heat fluxes increase

with bevel size. The heat fluxes increase after x=0.02 m much more rapidly compared

to the pressure profile. Once again the increase in the surface temperature results in an

effective bevel size increase between x=0.02 and x=0.05 m. However, when the vibrational

accommodation coefficient is changed from full accommodation (αvib =1.0) to incomplete

accommodation (αvib =0.1), the surface pressure and heating profiles remain the same. As

shown in Figs. 14(c) and (d), the surface pressure and the heating profiles are also the same

regardless of whether chemical reactions are modeled. Lastly, when the DSMC collision cell

resolution and the number of particles are decreased by a factor of 2 (”degraded”) with

the timestep increased by a factor of 1.6, the surface pressure and heating values remain

essentially the same, as can be seen in Figs. 14(c) and (d). This shows that the DSMC

numerical parameters presented in Table IV generate converged solutions.

Similarly, the effects of the chemistry modeling and vibrational incomplete accommoda-

tion coefficient do not appear to influence the velocity slip profile, as shown in Fig. 15 (a), for

condition A2. The velocity slip reaches considerably high values especially near the leading

edge of the sharp tick geometry, associated with the higher Knudsen number as shown in

Fig. 3. However, once a bevel of 0.015 mm is introduced, the velocity slip decreases in mag-

nitude in the vicinity of the leading edge, since the local Knudsen number decreases with

the bevel, as can be seen in Fig. 3 (b). As shown in Fig. 15 (b), the vibrational temperature

jump significantly increases when the vibrational accommodation coefficient is changed from

αvib =1.0 to αvib = 0.1. However, due to a low relaxation rate between the vibrational and

translational modes, the translational temperature jump is not affected by the change in the

vibrational accommodation coefficient.

For case E, the coefficient of skin friction at steady state for the sharp leading edge case is
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FIG. 14. Variation of (a) surface pressure with bevel radius, (b) heat flux with bevel radius, (c)

surface pressure and (d) heat flux at steady state for the sharp leading edge with chemistry and

the incomplete vibrational accommodation coefficient at condition A2. Note that superscripts for

a at steady state, b sampled between 0.125 and 0.2 ms.

found to be in a very close agreement with the CFD computations of Khraibut et al.25 for the

most of the sharp and R = 0.1 mm bevel cases, as shown in Fig. 16(a). Some discrepancies

are observed at x=0.05 m for the sharp leading edge geometry where the leading edge shock

interacts with the recompression shock. The maximum percentage difference between the

CFD and DSMC data is about 15% which can be attributed to difficulties related with

resolving sharp gradients at this location for both approaches. The maxima for the blunt

leading edge case has a tendency to decrease and to move in downstream. It should be

noted that the DSMC data at 2.5 ms and the flow does not reach steady state, as will be
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FIG. 15. Variation of (a) velocity slip at steady state and (b) temperature jump at steady state

for sharp leading edge with vibrational accommodation coefficient, chemical reactions and bevel

at condition A2. Note that the definitions of velocity slip and temperature jump are presented in

Ref. [3].

shown in the next section, yet they are compared with the steady state CFD solution46. The

discrepancy at x=0.06 m for the bevel case can be attributed to the difference between the

time dependent DSMC solution with the steady state CFD. However, overall, the DSMC

and CFD solutions are in good agreement.

Lastly, Ref. [46] analyzed the effects of velocity slip and temperature jump by performing

CFD calculations with and without a slip model. It is interesting to compare the calculated

slip values of CFD with DSMC since for DSMC, velocity slip and temperature jump are

natural outcomes of gas surface interactions. As shown in Fig. 16(b), the calculated CFD

slip values are found to be lower in magnitude as compared to the corresponding DSMC

values especially at the leading edge and reattachment locations. The differences in the

vicinity of the leading edge especially for the sharp leading edge case can be attributed to

rarefied effects. As can be seen in Fig. 3(c) the local Knudsen number is sufficiently large

so that a correct prediction of the slip and jump values could be a challenge for continuum

methods. The discrepancies at the reattachment point could result from the aforementioned

sharp gradients. On the other hand, both methods agree well with other locations and

show a substantial decrease near the vertex due to the existence of the secondary vortex.

Consistent with the decrease of the local Knudsen number for the bevel geometry, as shown
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in Fig. 3, the leading edge bluntness has a diminishing effect on the slip values especially

at the leading edge. As can be seen in the inset of Fig. 16(b), the velocity slip becomes

negative near the leading edge due to high reversed velocities and relatively large Knudsen

numbers for the sharp leading edge case. In contrast, for the rounded leading edge, the slip

velocities are almost zero at the separation point due to high viscous effects associated with

a temperature increase after the leading bow shock as shown in Fig. 16(c). A comparison

of the structure of streamlines for the sharp and rounded leading edge reveals that the flow

immediately separates after the leading edge whereas it separates further downstream for the

rounded leading edge case. Similar to the velocity slip, the estimated CFD temperature jump

values under predict those of DSMC for the sharp and rounded leading edge configuration,

as shown in Fig. 16(d).

V. UNSTEADY BEHAVIOR OF EXPANDED FLOWS OVER THE TICK

GEOMETRY

In our previous work3,4,47, the unsteady DSMC signal was post-processed to obtain the

damping rate of the least damped global eigenmode, the amplitude function of the corre-

sponding eigenmode, and the steady-state solution. In Ref. [3], increasing the Reynolds

number for hypersonic shock-dominated nitrogen flows over a double cone results in a de-

crease in the magnitude of the damping rate, which, in turn, results in an increase of the

required time to reach steady-state. A similar approach is used here to determine the time

characteristics of massively separated flows with different bevel sizes.

Figure 17 shows the time variation of pressure for different leading edge configurations

in the vicinity of the vertex for condition A2. Note that only the pressure field is shown

since other flowfield macroparameters such as velocity and temperature fields have a similar

time-dependency. It can be seen that the pressure signal for the different geometric leading

edge configuration decays in an exponential manner with different rates. This implies that

the required time to achieve a steady state solution is different for all cases. In particular,

the sharp leading edge case immediately reaches steady state in less than 0.1 ms whereas the

bevel size of R=0.015 mm case requires about 0.2 ms to obtain a time-independent solution.

The larger bevel sizes, however, do not reach a steady state solution even at 1.0 ms which

is approximately two times longer than the duration of the experiments for condition A2.
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FIG. 16. Comparison of surface parameters calculated with DSMC and CFD46 at condition E for

sharp and rounded leading edges for (a) skin friction, (b) velocity slip, (c) streamlines superimposed

onto translational temperature in the vicinity of the leading edge, (d) temperature jump.

A similar DSMC signal analysis was performed for the higher Reynolds number case, con-

dition E for the sharp and rounded bevel of R=0.1mm radius at the leading edge geometries.

Figure 18 shows the time variation of the flow field quantities at location 6 near the leading

edge separation point where the boundary layer becomes somewhat thicker for the sharp

leading edge and the bevel of R=0.1 mm. Overall, the flow field parameters keep changing
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FIG. 17. Time variation of pressure in the vicinity of the vertex (location 22, shown in Fig. 2) for

different leading edge configurations at condition A2.

in time and the flow does not reach the steady state even for a time period about four times

the duration of the experiment for the sharp leading edge, as can be seen in Fig. 18(a). The

rounded leading edge case shows a similar time-dependent behavior and the flow does not

reach steady state at 2.5 ms, as shown in Fig. 18(b). The location where the y-component of

the velocity changes its sign can be used to determine the time when the secondary vortex

forms. For the sharp leading edge, the secondary eddy can be seen at about 2 ms at location

6 whereas in the rounded leading edge case it occurs earlier at about 0.7 ms. The pressure

values show a strong time dependency whereas the other flowfield parameters seem to be

changing slightly especially for the sharp leading edge case after 2.5 ms.

Based on the probed data at location 6, the formation of the secondary vortex, known as

a Moffatt eddy, is captured by the DSMC method at the vertex where the number density is

three times lower than the condition E freestream. Running the case further in time reveals

that the small secondary vortex seen in Fig. 13(a) becomes larger and moves towards the

leading edge of the ’tick’ geometry in time, as shown in Fig. 19(a). At the location of the

secondary vortex, the translational and rotational temperature (not shown) values decrease

compared to the earlier time due to additional collisions with the cold wall and with larger
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FIG. 18. Time variation of probed data at location 6 in Fig. 2(b) in the vicinity of the vertex at

condition E (a) sharp leading edge, (b) bevel R=0.1 mm.

density values. Similarly, the vibrational temperature (not shown) is found to decrease in

time due to further relaxation of the translational and rotational modes. A comparison of

Figs. 19(a) and (b) reveals that for the rounded leading edge geometry the cold region of the

secondary vortex is larger. Moreover, the formation of a tertiary vortex at x=0.025 m can

be seen in the inset of Fig 19(b) and will have a significant effect on the time convergence

of the rounded leading edge geometry flow.

In contrast, the sharp leading edge solution almost reaches steady state at about 5 ms.

The size and location of the secondary vortex are found to be in very good agreement with

recent CFD calculations25,46 at steady state as shown in Fig. 20(a). Similarly, as shown in

Fig. 20(b), the translation temperatures are found to be in good agreement, and the small

differences at locations A and B can be attributed to the relatively large Knudsen number

regions shown in Fig. 3(c). It should be noted that the DSMC solution captures more spatial

variation compared to the CFD solution which is somewhat smeared out in the shear layer.

Returning to the time characteristics of the unsteady probed data, in order to correlate the

exponential decay rates with the linear stability theory, the residual algorithm29 was used.

According to this algorithm, any macroscopic flow parameters, q = (u, v, Ttrn, Trot, Tvib, P )T ,

can be represented by the linear superposition of a steady solution, q̄(x, y, z) and a small

3D deviation from the steady state, denoted as residual, q̃(x, y, z, t), i.e.,

q(x, y, z, t) = q̄(x, y, z) + ǫq̃(x, y, z, t) (6)
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FIG. 19. Translational temperatures and superimposed streamlines (a) at 5.0 ms for the sharp and

(b) at 2.5 ms for rounded with the bevel of R=0.1 mm leading edge geometry for condition E.

FIG. 20. Comparison of (a) the separation zone structure with streamlines and (b) the translational

temperature of DSMC and CFD at steady state for condition E with the sharp leading edge. Note

that the CFD data was provided by Amna Khraibut25 through a private communication. The

US3D code48 with an implicit time integration scheme was used to obtain the CFD result.

where ǫ is assumed to be small and the solution is near convergence. Assuming that pertur-

bations are 2D and stationary, Eq. 6 can be written in the form of:

q(x, y, t) = q̄(x, y) + ǫ q̂re
σt (7)

where q̂r is the real part of the amplitude function and σ is the damping rate of the solution.

Due to statistical fluctuations of the macroparameters, an exponential curve fitting tool was

used to obtain the decay rate of the least damping rate3,4,47. The curve fitting results

(not shown) indicate that the estimated dimensional damping rates based on the pressure

values inside the separation zone (locations 6 and 22) are -24,170 and -22,290 s−1 calculated
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FIG. 21. Spatial distribution of viscous dissipation, φ [GW/m3], calculated based on φ = µ[∇u+

(∇u)†− 2
3∇·ul] : ∇u (a) sharp at steady state, (b) bevel R=0.2 close to steady state for condition

A2.

between a starting sampling time t1=0.04 ms and end of the sampling time t2=0.125 ms

at condition A2 for the sharp leading edge geometry. The magnitude of the decay rate

decreases with leading edge bluntness which in turn increases the required time to reach

steady state. In particular, the decay rates for the leading edge geometry with the bevel of

0.2 mm for condition A2 are found to be -2124 and -2034 s−1 (t1=0.5 ms, t2=1.0 ms) at

locations 6 and 22, respectively.

A similar analysis to our previous work38 revealed that the viscous dissipation rates

are found to be larger especially in the vicinity of the leading edge and along the shear

layer for the sharp leading edge case in comparison to the rounded leading edge case, as

shown in Fig. 21. Larger viscous dissipation rates for the sharp leading edge case have a

stabilizing effect on the flow. This, in turn, shortens the required time to reach steady state.

Additionally, the size difference of the separation zone can have an influence on the time

characteristics of flows. In particular, the development of a larger separation zone takes

more time since it is a relatively slow process. Different leading edge configurations of the

tick geometry could possibly be used as an active control mechanism especially for design

purposes of scramjet engines, similar to Ref. [49] where the impact of the subcavity on the

pressure oscillations at different locations was investigated in a supersonic cavity flow.

Similarly, for condition E at the higher Re numbers and for the sharp leading edge

geometry, a single damping rate of σ=-650 s−1 is calculated based on the DSMC signal

between t1=2.5 ms and t2= 5.0 ms and is approximately constant for different locations

in the domain and for different flow field parameters, q = (u, v, Ttrn, Trot, Tvib, P )T , as can
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FIG. 22. Time variation of flowfield parameters at specified locations 6, 12, and 14 that are in the

secondary separation zone, in the vicinity of the reattachment point, and the triple point for the

sharp ’tick’ geometry for condition E.

be seen in Fig. 22. Note that only the time variation of pressure, x-velocity, translational

temperature fields at specified locations are shown. The other flowfield parameters are also

found to be in a good agreement with the single damping rate and not shown for the sake

of brevity. It should be noted that at location 14, the differences between the flowfield

parameters, especially for the x-field velocity and fitted curve, are somewhat larger. This

could be attributed to the presence of other modes in the SWBLI region. Based on the

trend seen for condition A2, it is expected that the magnitude of the decay rate of the least

damped eigenmode would decrease further for condition E with a bevel geometry.

After obtaining the corresponding decay rate for conditions A2 and E, the converged

steady-state solution can be estimated through the solution of the 2x2 system at t1 and t2

using Eq. 7. The corresponding amplitude functions for condition A2 are shown in Fig 23.
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For the velocity components, a single structure is observed starting from the leading edge

and traveling along the shear layer. On the other hand, the translational and rotational

fields have a double structure confined to the same region. Due to the coupling between the

separation zone and the recompression shock, the amplitude functions are generally found

to be larger downstream of the reattachment shock. In contrast, for condition E, the pres-

ence of the secondary separation alters the spatial distribution of the amplitude functions

considerably, especially inside the separation zone. As shown in Fig. 24, significantly wide

regions at the primary laminar separation zone labeled as 1, 2, and 4, and in the vicinity

of the reattachment point (i.e. location 3) occur. The existence of local maxima in the

perturbation velocity, temperatures and pressure components of the eigenvector in the lam-

inar separation bubble shows all feature of a centrifugal instability, as commonly seen in a

multitude of flows in which a vortex core is present50. This is the first time to our knowledge

that this behavior has been identified and simulated for a hypersonic expansion flow.

Higher amplitude functions, especially in the vicinity of the reattachment point, result

in longer time variations of the surface parameters. As shown in Fig. 25 (a), the maxima

of the surface heating profiles moves downstream and increases in time for condition A2

with the bevel of 0.2 mm, due to the movement of the triple point in the downstream

direction. It should be noted that the time variation between 0.25 and 1.0 ms is discernible

in comparison to that between 1.0 and 1.25 ms, showing that the flow still has not reached

steady state. Similarly, for condition E, Fig. 25(b) shows that the maxima of the heat flux

values shifts in the downstream direction in time. It was observed that the heat fluxes

at 4.6 and 5 ms are essentially the same, indicating that the magnitude of the residuals

becomes small and one can make a comparison between the steady state CFD and the time

accurate DSMC solutions. As shown in Fig. 25(c), the surface pressure coefficient is found

to be essentially the same for the DSMC solution at 5.0 ms with CFD whereas DSMC

predicts a slightly higher surface coefficient of pressure. Taking the short duration of the

experiment into account, which is approximately 1.2 ms, our time-accurate DSMC data at

1.2 ms agrees somewhat better with the experiment. This finding suggests that a comparison

of numerical simulations at steady state with the experiment at a time when the flow is still

developing can be misleading. Both calculations, however, show some discrepancy with the

experiment especially for the prediction of the maxima. In particular, the underprediction

of the numerical simulations can be attributed to the instrument limitation of pressure
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FIG. 23. Amplitude functions of flowfield parameters for the geometry with the bevel of R=0.2

mm at condition A2 (a) û(x, y), (b) v̂(x, y), (c) T̂trn(x, y), (d) T̂rot(x, y), (e) T̂vib(x, y), (f) p̂(x, y)

transducers46.

VI. SUMMARY AND CONCLUSIONS

Hypersonic leading edge separated flows were investigated by using the time-accurate

DSMC method for low and high density tick-geometry cases. The effect of the leading

edge bluntness was found to be significant on the flowfield and surface parameters for both

cases. As the bevel size increases, the size of the separation region was also found to

increase whereas the temperature and velocity slip values decrease due to the decrease in

Knudsen numbers, especially at the leading edge. The effects of the chemistry modeling

and vibrational incomplete accommodation coefficient where found to have little influence
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FIG. 24. Normalised amplitude functions of flowfield parameters for the sharp geometry at condi-

tion E (a) û(x, y), (b) v̂(x, y), (c) T̂trn(x, y), (d) T̂rot(x, y), (e) T̂vib(x, y), (f) p̂(x, y)

on the surface pressure and heat fluxes for case A2. On the other hand, for the same case,

a higher surface temperature resulted in a larger separation region.

For the first time, the unsteady behavior of leading edge separated flows with different

leading edge configurations were studied by applying the residual algorithm in order to

obtain the average damping rate and amplitude function of the least damped eigenmode.

The magnitude of the decay rate was found to decrease with the leading edge bluntness

which, in turn, increased the required time to reach steady state for case A2. For the sharp

leading edge and lower density case A2, the flow reaches steady state in less than 0.1 ms
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FIG. 25. Time variation of surface parameters: (a) heat flux at condition A2 with bevel R=0.2 mm,

(b) heat flux at condition E for sharp model, (c) pressure coefficient at condition E, sharp, data:

* Ref. 25, ** Ref. 46.

whereas a value of 1.0 ms, comparable with the run time of the experiments, was insufficient

to achieve a steady-state solution for the larger bevel sizes even at these lower densities.

The magnitude of the corresponding amplitude functions was found to be larger in the

shear layer and downstream of the reattachment point for both cases. The formation of

the secondary vortex resulted in larger amplitude functions in the separation zone for the

higher density case E, causing larger time variations of the surface parameters. Since the

effects of the wall temperature and leading edge bluntness impact the time characteristics

of flow, it is important to understand how experiments with short measurement times may
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affect our conclusions regarding leading edge roughness and variable surface temperatures.

Nonetheless, the structure of the streamlines and surface pressure values obtained from the

DSMC simulations were found to be in good agreement with CFD at steady state for the

higher density case. However, these flows are dominated by their expansion behavior and

whether this conclusion holds for strong shock compression flows still needs to be studied.
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