Controlling the Spatio-Temporal Dose Distribution During STEM Imaging by Subsampled Acquisition:  In-Situ Observations of Kinetic Processes in Liquids 
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Subsampled image acquisition followed by image inpainting in the scanning transmission electron microscope (STEM) is a novel approach to control dose and increase the image frame rate during experiments, thereby allowing independent control of the spatial and temporal dose envelope during image acquisition.  Here, subsampled imaging is shown to permit precise in-situ observations of the fundamental kinetic processes behind nucleation and growth of silver (Ag) nanoparticles from an aqueous solution.  At high sampling-levels, nanoparticles can be observed with morphologies that are consistent with strong interface interactions, i.e. rafts and pillars, whereas at low sampling-levels, the particles exhibit regular spherical morphologies.  The relative numbers of rafts/pillars and regular nanoparticles, their sizes and their incubation times can be attributed to local changes in the molar concentration of the Ag ions in the aqueous solution; higher sampling-levels significantly increase the reactants in the vicinity of the window, leading to rapid supersaturation and the precipitation on the window surface. These precisely controlled kinetics highlight subsampled imaging as a method by which the driving force for nucleation and growth (i.e the electron beam) can be disentangled from the spatial/temporal resolution of the observation in all in-situ experiments, providing a pathway to identify and quantify the importance of individual kinetic factors behind nucleation and growth in a wide variety of complex materials systems and architectures.


The nucleation and growth of nanostructures from solution has important consequences for materials synthesis [1], mineralization [2], atmospheric conditions and climate change [3], interactions with biological interfaces [4] and energy storage [5] to name but a few applications.  Nucleation is in general described by classical nucleation theory [6], where the rate of nucleation is determined by the overall energy cost of nucleating a new phase.  Nucleation of a second phase, such as the formation of ice in water, can also be affected by the presence of a secondary interface; when there is no interface involved and a nanoparticle is precipitated from solution directly it is termed homogeneous nucleation, while precipitation in the presence of an interface is termed as heterogeneous nucleation.  Heterogeneous nucleation generally can proceed more rapidly, as the presence of the interface lowers the energy barrier for precipitating the second phase.  In addition to these classical nucleation modes, it is becoming increasingly clear that non-classical pathways for nucleation also exist, such as the formation of intermediate amorphous phases [7].  Once a particle is nucleated, then the growth mechanism also becomes important, with a classical Ostwald ripening molecular attachment mechanism being modified by other effects such as particle agglomeration [8] and oriented attachment [9].  Hence, while nucleation and growth are fundamental to many scientific fields, and models for the basics of the process have been developed over many years, there are clearly intricate details and nuances that can apply to understanding what happens in each materials system that warrant a closer experimental study. 
The recent development of in-situ liquid stages for high-resolution (scanning) transmission electron microscopes (S/TEM) has provided a direct means to observe nucleation and growth phenomena in materials under various driving forces [10-15].  For example, in the studies of silver (Ag) metal nanoparticles nucleating in aqueous solution by Woehl et al [8,15] it was found that individual nanoparticles follow an Ostwald ripening mechanism consistent with classical nucleation theory.  However, as growth continues, the particle size distribution is dominated by a Smoluchowski agglomeration mechanism.  Further work in this area by Welch et al [16], identified that particles going beyond agglomeration to coalesce, are dominated by an oriented attachment effect where the effect of the solvent shield around the nanoparticles promotes tip-to-tip attachment.  In these studies (and all observations using in-situ liquid cells generated by the TEM community so far), the resolution of the images that have been obtained has been limited by the effect of the electron beam changing the local chemistry of the solution.  While nucleation and growth are typically triggered by the electron beam, if the electron dose is too high, then the liquid breaks down forming radicals and eventually extensive gas bubbles [17].  To increase the spatial and temporal resolution of these in-situ observations in the liquid stage, it is therefore imperative to use imaging methodologies that extract the most information from the least amount of electron dose put into the cell.
The recent application of subsampling and inpainting to STEM imaging offers one potential way of extracting quantitative information from images acquired with fewer pixels [18-22].  Notably, acquiring fewer pixels can both decrease dose and increase frame rates depending on the beam conditions.  In subsampled imaging, the image is formed by only acquiring a small random fraction of the pixels in the image and then using inpainting (related to compressive sensing recovery methods [23,24]) to fill in the missing information.  While there are limitations in how quickly the scan can currently be performed, the practical application of sub-sampled acquisitions can clearly lead to improved dose/resolution relationships for STEM images [18].  In this paper, we use these subsampling methods to demonstrate that subsampled microscopy can lead to high quality fast imaging during an in-situ experiment.  In addition, the use of subsampling allows the fundamental kinetics of the nucleation and growth process to be identified directly by separating the intrinsic image resolution from the electron dose conditions that typically swamp standard microscopy observations.
A 0.1mM AgNO3 solution was prepared and illuminated with a wide range of electron doses and sub-sampling rates to induce nucleation and growth (a full description of the chemical preparation, the subsampling and inpainting procedures are given in the supplementary information).  
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[bookmark: _Hlk12629175]Figure 1: A set of sub-sampled images taken from different cumulative doses (i.e., time stamps) in the in-situ nucleation and growth of Ag nanoparticles.  For each of the images, the cumulative dose is controlled by both the magnification, scan speed and sub-sampling of the images.  The videos from which these images were taken are shown in the supplementary information (SM1, Multimedia view).
Figure 1 shows frames (images, Multimedia view) from the reconstructed videos (videos are included in the supplementary information as is a full description of the subsampling and inpainting process) at 100%, 25%, 12% and 3% of the pixels acquired. The electron beam current remains constant across each sampling-level, meaning that the electron dose in each acquisition is scaled down by the degree of sub-sampling from the full sampled image dose.  As can be seen from the raw acquisitions, the reduction in dose significantly changes the rate of growth (see supplementary videos SM1-4).  Moreover, there are 3 distinct structural forms of the precipitates that exist in these experiments— each for is clearly visible in the video frames (Figure 2). 
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Figure 2: (a) the reconstructed image can be segmented  (b) to track the development of the 3 types of nanoparticles unambiguously identified from the mass-thickness contrast in the Z-contrast image as regular, raft, and pillar  (c) Analysis of the nucleation and growth rate for the 3 nanoparticle types using the F-W model in equation  (1) (A full description of the segmentation and tracking process is given in the supplementary information) for (d)  100% sampling (e)  25% sampling, (f)  12% sampling and (g)  100% sampling.  For the lower doses, the particles are still growing at the end of the experiment, whereas for the higher sampling the particles are constant by the end of the experiment.  There is a clear separation between the modes for higher sampling rates that reduces significantly for the lower sampling rates.
The first type of shape visible in the images is a uniform almost spherical or facetted square structure, which has uniform contrast across the majority of the nanoparticle – which we term as a “regular” particle here.  As we are using Z-contrast imaging to form the image, this means that this type of nanoparticle must have uniform thickness and it is likely that these nanoparticles are as thick as they are wide.  The second type of nanoparticle observed is one that is larger than the first in terms of area but has much less contrast in the image indicating that it is a flat structure or “raft”.  The third and final type of particle is a thin needle looking structure that has a very high intensity compared to the others, which we term as a “pillar”.  The pillars and rafts both appear to be 2-D in nature, but grow at 90 degrees to each other.  
From the segmentation of the images shown in Figure 2, we can track the nucleation and growth of the 3 types of particles as a function of the sampling rate (a description of the image analytics used for this measurement is given in the supplementary information).  To fit to the experimental observations, we will use the Finke-Watzky (F-W) model [25] shown in equation (1): 
	[image: image.png]	(1)
This model has been shown to be equivalent to or better than the more widely used Avrami approach [25], and the parameters have a more intuitive interpretation: A(t) is the converted volume at time t, w is the final volume, k1 is a “nucleation” rate and k2 is a “growth” rate (the fitting parameters and the normalized error for the plots shown in Figure 2 are given in Supplementary Tables ST1-4). We note that there are some limitations in this approach since the nucleation and growth parameters of each particle type are modeled separately, rather than treating them as competitive processes, and we do not have an accurate measure of the thickness (volume) of each particle.  The F-W interpolations of the experimental data in Figure 2 allow the differences in parameters between the different types of particles to be identified (Figure 3). Importantly, these experimental results fall into two clear groups, with the dividing line being above 12% sampling.  
To assess these differences in growth kinetics, we compare the fitting results for each type of structure across each sampling-level (Figure 3). The regular particles appear to show similar nucleation and growth rates for each sampling-level, indicating that the conditions for the formation of these particles (i.e., both the nucleation energy-barrier and the Ag-ion flux) is relatively constant across each experiment. The results in Figure 3 also clearly demonstrate that while there is no difference in the incubation time of the raft structures (which nucleate almost immediately), the growth rate for raft structures is faster at higher sampling-levels.  This suggests that the nucleation barrier is similar for each experiment, but that there is a larger flux of Ag ions for the growth of these raft structures in the highly-sampled experiments. The dendrites also have an incubation time that scales with the sampling rate, but in this case, they are only seen to occur for the highest levels of sampling (both 100% and 25%) and appear to grow after and between the rafts.
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Figure 3: Comparison of the growth rate as a function of sampling for (a) the regular particles (b) the rafts and (c) the pillars as a function of the total number of frames, and (d), (e) and (f) as a function of the total experimental time. There are clearly 3 different modes of nucleation and growth in each experiment, and the differences depend on the sampling rate.

Given that we have unambiguously identified 3 different nanoparticle structures that are nucleated during the experiment, and that the fit to the F-W model shows that each one has different nucleation/growth constants depending on the sampling rate, we can now ask the question as to what is it about the in-situ experiment that could be causing this.  In this regard, a recent paper by Jiang [26], showed that when the high energy electron beam passes through an insulator such as the SiNx window it can create secondary electrons, which in turn creates an electric field at the surface of that insulator.  For the in-situ cell, of course, one of the surfaces of the insulating window is the interface between the window and the nominally conducting aqueous solution and the presence of a field at this interface should change the distribution of the charged ions in solution.
An example of the type of field created in the region of the STEM probe is shown in Figure 4, where an increase gradient of the electric field is formed at both the upper and lower SiNx windows of the in-situ liquid STEM cell (in any real microscopy experiment, the upper window would experience more primary electrons, making the field higher than at the bottom window). We can estimate what effect this has on the ions that are created in the reaction solution using the Nernst-Planck equation 
	[image: https://www.latex4technics.com/imgtemp/deugrx-1.png?1557946174]	(2)
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Figure 4: (a) simulations of the electric field increase at the windows caused by illumination by the electron beam.  The amount of increase is directly related to dose (dose rate) – the higher the electron dose (dose rate) the larger the build-up of secondary electrons, and the larger the field. COMSOL finite element simulation for the increase in concentration at the interface for (b) a low field (0.2V) and low starting concentration (0.1M), (c) a low field (0.2V) and high starting concentration (10M) and (d) a high field (2V) and higher starting concentration (1M). In all cases, the effect of the field is to increase the concentration of reactants at the windows.
Figure 4 shows a COMSOL finite element simulations of the distribution of ions in solution under different illumination conditions.  While it is very difficult to calculate exactly how many secondary electrons are produced in each experiment, and the cross section for radiolysis is not known, we can model the effects of a high beam dose concentration vs low beam dose concentration and high initial solution concentration vs low initial solution concentration to understand the differences in these in-situ experiments.  The results show that at a given concentration of the AgNO3 solution, the effect of the electron beam always causes an increase in the concentration of the reactants directly in the window area.  As the field depends on the integrated dose, the only way to reduce this effect is to minimize the spatio-temporal distribution of the dose.  This has an additional effect on the reaction process by reducing the number of Ag ions that are released from solution – the creation of Ag ions is also a function of the beam dose concentration.  For controlled formation of nanoparticles, we can see that the low dose concentration regime of the sub-sampling has multiple benefits.  It has been noted previously that reactions in in-situ cells proceed faster than expected [27] from the initial solution concentration, and this is clearly a result of the concentrating effect at the windows.  This effect is also why reactions are seen in liquid cells even when the dose is high enough to cause a bubble [28].  The bubble will form in the middle of the solution leading to the decrease in the liquid thickness with all the reactants being further pushed toward the window surface.  Even liquid thicknesses of a few nanometers should still show nucleation and growth behavior in the cell (also shown in Supplementary Figure S1 is a Z-contrast image showing the nanoparticles from other experiments all either being on the top window or bottom window of the cell).
[bookmark: _GoBack]Having established that the liquid-window interface is important during these in-situ experiments, we can now interpret our observations of the formation of regular, raft, and pillar structures in terms of the presence of this interface.  For the regular particles, the fact that they have an incubation time longer than the rafts and are essentially unchanged in growth rate with sampling, strongly suggests that these are particles nucleated outside of the increased concentration zone around the window shown in Figure 4 and are homogeneously nucleated. Since the raft structures nucleate first, appear to be 2-D in nature, and have a growth rate that is proportional to the sampling, it can be concluded that these particles arise from heterogeneous nucleation on the windows.  It is known from the preparation of supported gold catalysts that when the oxide support is doped with electrons then the gold islands form as rafts rather than as spherical particles [29].  The explanation for this is that the Au atoms have a stronger electron affinity than they do to form bonds with other Au atoms, causing them to form islands a single atom thick on the surface of the support.  Although the electron affinity of Ag is not as high as Au, a similar mechanism may be taking place here.  When the sub-sampling reaches a high enough level, the doping of the interface is such that it is energetically more favorable for the Ag atoms to form a raft than it is for them to form homogeneous particles.  Such an effect would be consistent with classical nucleation theory where the interaction with the support decreases the surface energy and promotes more rapid growth of 2-D structures rather than 3-D structures. In the case of the pillars, they only form towards the end of the most highly-sampled experiments. Obviously in the case of the fully-sampled acquisition, there is a high supersaturation of reactants in the vicinity of a very high electric field at the liquid-window interface.  Under these circumstances, the precipitation and a “dendritic growth” mechanism [30] is not surprising and is completely consistent with the pillar growth that is observed here.
In summary, these results show that sub-sampling and inpainting can provide both an advantageous means to obtain high resolution images of the kinetics behind nucleation and growth during dynamic in-situ liquid experiments.  While the focus of this work was originally to highlight the increase in speed obtained by this approach, it has also demonstrated that control of the sampling can allow the kinetic parameters at interfaces to be isolated and controlled.  This has far reaching implications for the study of interface reactions is a wide variety of complex heterostructured systems where the material can be patterned on the window and the concentration of reactants locally controlled by the sampling of the image. These in-situ STEM methods combined with subsampled acquisition can therefore be a powerful tool in unlocking interface interactions and dynamic ion exchange processes.
Supplementary Material
See supplementary material for the experimental movies, the sub-sampling/inpainting procedure, and the fitting parameters for the F-W model.
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