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Figure 1
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Figure 2a
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Use	supervised	
hierarchical	clustering	
using	algorithms	such	as	
hdbscan	or	agglomerative	
clustering	with	Ward’s	
minimum	variance,	to	
learn	the	parameters	
which	best	distinguish	
cases	from	controls	and	
can	be	used	to	classify	new	
samples.

Discriminant	analysis	
(including	linear	and	
quadratic	discriminant	
analysis)	to	identify	the	
features	which	separate	
the	cases	and	controls.	
These	features	can	then	be	
applied	to	new	samples.

Other	methods	of	
classification	such	as		
nearest	neighbor	
algorithms	and	neural	
networks.
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Identify	the	set	of	all	k-mers	contained	in	��, … , ��;	this	set	has	� elements	
and	is	denoted	� = {��, … , ��}

Calculate	the	�	x	� k-mer	frequency	matrix,	�,	where		for	subject	i,	and	k-
mer	j,	Mij is	the	number	of	times	k-mer	j appears	in	xi,	scaled	by	the	total	
number	of	k-mers	in xi:

and	� is	the	indicator	function.

Use	Principal	Component	
Analysis	(PCA)	to	obtain	
the	p	principal	
components	which	best	
capture	the		differences	
between	cases	and	
controls.	
If		�� = ��,�, … , ��,� is	the	

ith eigenvector	of	the	
covariance	matrix	of	M,	
then	for	sample	s,	the	ith	
principal	component	is	
given	by	�� ∙ ��,	where	��
is	the	sth row	of	M.

Use	contrastive	PCA	
(cPCA)	to	transform	the	
data	onto	a	plane	which	
captures	the	highest	
amount	of	variance	in	the	
cases	compared	to	the	
controls.

Other	methods	of	
dimensionality	reduction,	
such	as	factor	analysis	or	
variable	selection

Perform	dimensionality	reduction	on	M

Figure	2	b

Train	classification	algorithm	on	the	dimensionality	
reduced	data	set	and	use	learnt	parameters	to	
determine	disease	status	of	new	samples
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Figure	2c
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Figure	3a

Figure	3b
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Figure	3c

Figure	3d
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Figure	3e

Figure	3f
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Figure	3g



9/23

Figure	4a

Figure	4b
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Figure	5

Figure	6a
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Figure	6b
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Figure	7a
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Figure	7b

Figure	7c
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Figure	7d

Figure	8
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Figure	9

Figure	10
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Figure	11a.

Figure	11b
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Figure	11c

Figure	12
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Figure	13

Figure	14
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Figure	15.
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Principal 
components 

Score (k-
mers 
without 
positional 
annotation)

New 
sample 
prediction 
accuracy
(without 
positional 
annotation)

Overall 
Accuracy 
(k-mers 
without 
positional 
annotation)

Score (k-
mers with 
positional 
annotation)

New 
sample 
prediction 
accuracy
(with 
positional 
annotation)

Overall 
Accuracy 
(k-mers 
with 
positional 
annotation)

1 to 2 0.778 1.00 0.806 0.815 1.00 0.839
1 to 3 0.833 1.00 0.855 0.833 1.00 0.855
1 to 4 0.870 1.00 0.887 0.833 1.00 0.855
1 to 5 0.815 1.00 0.839 0.852 1.00 0.871
1 to 6 0.889 1.00 0.903 0.889 1.00 0.903
1 to 7 0.926 1.00 0.935 0.889 1.00 0.903
1 to 8 0.926 1.00 0.935 0.907 1.00 0.919
1 to 9 0.889 1.00 0.903 0.907 1.00 0.919
1 to 10 0.907 1.00 0.919 0.907 1.00 0.919
2 to 3 0.759 1.00 0.790 0.796 1.00 0.823
2 to 4 0.796 1.00 0.823 0.833 1.00 0.855
2 to 5 0.796 1.00 0.823 0.852 1.00 0.871
2 to 6 0.852 1.00 0.871 0.870 1.00 0.887
2 to 7 0.889 1.00 0.903 0.870 1.00 0.887
2 to 8 0.926 1.00 0.935 0.907 1.00 0.919
2 to 9 0.926 1.00 0.935 0.907 1.00 0.919
2 to 10 0.926 1.00 0.935 0.907 1.00 0.919
3 to 4 0.759 1.00 0.790 0.759 1.00 0.790
3 to 5 0.815 1.00 0.839 0.852 1.00 0.871
3 to 6 0.852 1.00 0.871 0.833 1.00 0.855
3 to 7 0.889 1.00 0.903 0.852 1.00 0.871
3 to 8 0.926 1.00 0.935 0.926 1.00 0.935
3 to 9 0.926 1.00 0.935 0.907 1.00 0.919
3 to 10 0.944 1.00 0.952 0.907 1.00 0.919
4 to 5 0.796 1.00 0.823 0.852 1.00 0.871
4 to 6 0.870 1.00 0.887 0.852 1.00 0.871
4 to 7 0.870 1.00 0.887 0.852 1.00 0.871
4 to 8 0.944 1.00 0.952 0.926 1.00 0.935
4 to 9 0.926 1.00 0.935 0.926 1.00 0.935
4 to 10 0.907 1.00 0.919 0.907 1.00 0.919
5 to 6 0.796 1.00 0.823 0.815 1.00 0.839
5 to 7 0.833 1.00 0.855 0.815 1.00 0.839
5 to 8 0.907 1.00 0.919 0.907 1.00 0.919
5 to 9 0.907 1.00 0.919 0.907 1.00 0.919
5 to 10 0.907 1.00 0.919 0.926 1.00 0.935
6 to 7 0.833 1.00 0.855 0.852 1.00 0.871
6 to 8 0.907 1.00 0.919 0.907 1.00 0.919
6 to 9 0.907 1.00 0.919 0.907 1.00 0.919
6 to 10 0.889 1.00 0.903 0.889 1.00 0.903
7 to 8 0.833 1.00 0.855 0.852 1.00 0.871
7 to 9 0.852 1.00 0.871 0.889 1.00 0.903
7 to 10 0.852 1.00 0.871 0.852 1.00 0.871
8 to 9 0.815 1.00 0.839 0.852 1.00 0.871
8 to 10 0.852 1.00 0.871 0.833 1.00 0.855
9 to 10 0.796 1.00 0.823 0.796 1.00 0.823

Figure	16.
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Figure	17a.

Figure	17b.
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Figure	17c.

Figure	17d.
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Figure	18


