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Abstract 

 

Nowadays power system tends to integrate more renewable generations such as 

wind and solar power, flexible loads operating in plug-play mode, and intensively 

interaction with information communication technology. All those changes bring lots 

of challenges for the operation and control of power system, specially the fast 

changing of operation points, uncertainties from generation and load sides, and fast 

dynamics caused by power electronic devices and reduced inertia; which demand 

advanced control system to ensure the stable and economical operation of power 

system. As synchronous generators still generate the most electricity worldwide and 

act as the main contributor of power system stability, this thesis aims at investigating 

a new type of power system stabilizer (PSS) for synchronous generator to improve the 

overall power system stability. To deal with fast-changing unknown uncertainties and 

disturbances, estimation and compensation of disturbance and uncertainties in time-

domain and frequency domain observer are proposed, respectively.  

After recalling the conventional PSS based on lead/lag phase compensation 

techniques and two typical analysis methods: damping torque analysis and the modal 

analysis based on small-signal stability, feedback linearization control and extended-

order perturbation observer (ESO) based nonlinear adaptive control have been applied 

to design a nonlinear PSS and ESO-PSS,  state feedback and output feedback, 

respectively. The ESO-PSS can effectively deal with unknown states and the 

disturbances and is verified by simulation studies. 
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An uncertain and disturbance estimator (UDE) designed in frequency domain has 

been proposed to replace the ESO in time domain, with merits of easy implementation 

and embedded with the conventional lead/lag type PSS, while maintaining the 

capability of disturbance/nonlinearities rejection and robust to model uncertainty, and 

only requiring one measurement. Different feedback signals, speed/power/ 

acceleration power are investigated and compared in SMIB with other types of CPSSs 

and nonlinear PSSs respectively.  

Performance of the proposed UDEPSS has been tested in the multi-machine 

power system for their capability of damping of inter-area oscillation. IEEE standard 

multi-band PSS, PSS4B, and the classical speed type and acceleration power type 

PSSs are compared. The Speed type UDEPSS can provide better performance than all 

other PSSs which has much simpler structure than the PSS4B and very good 

robustness to system operation points and uncertainties due to the compensation of 

the disturbance and uncertainties. Moreover, it only requires one measurement which 

make it be more practical than those ESPO based PSS which requires rotor angle 

measurement and high-order derivatives of the rotor speed. 
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Chapter 1 Introduction 

 

1.1 Background 

Modern power system is one of the largest interconnected industrial systems 

which consists of large number of components such as generator, transformer, 

transmission line, circuit breaker, power electronic based devices, and different types 

of loads [1]. Usually the electricity is generated from large-capacity synchronous 

generators, increased the voltage level by transformer, connected to high-voltage 

transmission network and transmitted to the load center far away from the generation 

site, and finally reduced the voltage level and supply to the consumer via medium and 

low-voltage level distribution system. The transmission network is typically span 

national level across several hundreds and thousands of miles such as National Grid 

UK and China State Grid, one of the largest interconnected grids in the world [7].    

Under the recent trend of making power system more environment friendly and 

sustainable, one of the other directions are to develop a micro-grid which composes 

of local and distributed energy sources such as renewable generations from wind and 

solar power, energy storage, combined heat, and power plant. One main advantage of 

the micro-grid the electricity generated will be consumed by the local end users to 

reduce the transmission losses. The combined heat and electricity from combined heat 

and power (CHP) plant in micro grid can also provide electricity and heat to local 
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users and thus has very high efficiency [2].     

Both the large-scale power system and the micro-grid require control system to 

maintain its operation and stability. Control system plays an important and necessary 

role to reliably and efficiently operate an interconnected power system and micro-grid 

[2]. Power system control includes a combination of manual operator controls and 

automatic controls. The operators control the balance between the power generation 

and the load demand under normal operating conditions, and to provide electricity 

with satisfactory range of voltage, frequency and power quality as well, to supply the 

load demand [1,3,4]. This is also called system dispatch at the control center, and the 

main task is to schedule the generation of electricity based on the prediction of load. 

The automatic controls make the fast adjustments necessary to maintain the system 

voltage and frequency within design limits following normal load disturbances and 

sudden faults happening in the system.   

Most large capacity synchronous generators have installed speed governing 

systems which automatically adjust the output of the prime mover to keep the 

generator speed constant, automatic voltage regulator (AVR) which adjust the 

generators' excitation to maintain the generator voltages constant. Moreover, because 

of the use of high gain negative feedback in the AVR, the generator suffers from poor 

damping of low frequency oscillation after load disturbance and power system fault, 

power system stabilizer is designed to improve the damping of the oscillation of the 

rotor angle (so as the output power) [16,17]. 
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1.1.1 Power System Stability  

Power system stability is like the stability of any dynamic system and has similar 

fundamental mathematical underpinnings. Power system stability refers to the ability 

of the power system to return back to a normal state of equilibrium (a given initial 

operating condition ) after being subjected to a physical disturbance such as load 

disturbance and power system faults, and remain the most system variables bounded 

during the transient period after the disturbance [9]. Conversely, instability of power 

system means a condition which lose synchronism of any synchronous generator in 

the power system to other synchronous generators. Figure 1.1 and 1.2 show two 

different blackouts after power system stability problems occurred. The power system 

is a highly nonlinear system that operates in a constantly changing environment, loads, 

generator outputs and key operating parameters change continually [9]. In 

conventional power systems, the load is uncertain and time-varying while the 

generators are controlled to follow the load variations. Nowadays, with the increasing 

penetration of uncontrollable and intermittent renewable power generation, such as 

wind power and solar power generations, more uncertainties are introduced from the 

generation side as the output of the wind farm and the solar farm are usually operated 

to generate as much power as they can while depending the weather condition which 

sometimes is more difficulty to be predicted than the load side. With the increased 

uncertainties introduced from the generation side, plus the usage of information and 

communication technology (ICT), advanced and fast acting controls are demanded for 

a smart and flexible future power grid [8].  
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Power system stability has been recognized as an important problem for secure 

system operation as many major blackouts caused by power system instability have 

illustrated the importance of this phenomenon [10, 11].    

 

Figure 1.1: 2003 blackout in eastern Canada and the US [1] 

The image dramatically illustrates the extent of the blackout on August 14, 2003, 

and it was found that key PSS’s were either out of service or poorly tuned.  

 

(a) 
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(b) 

Figure 1.2: Western system coordinating council system blackout [122, 123] 

The figures show that the wester system coordinating council system has been 

broken up into four islands with loss of 30390 MW and 7.49 million customers 

affected which low frequency oscillation detected. 

Historically, transient instability has been the dominant stability problem on most 

systems. Nowadays different forms of system instability have emerged, such as 

voltage stability, frequency stability, sub-synchronous oscillation, low-frequency 

oscillation and interarea oscillations. Figure 1.3 show the classification of different 

power system stability. Those new stability problems are the results of the power 

system evolution through the continuing growth in interconnections such as (1): the 

use of new technologies and controls such as more power electronics devices and 

flexible alternating current transmission system (FACTS) and the information and 

communication technologies (ICT) in the closed-loop and the developed smart grid 
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technology with the involvement of demand-side participation; (2): the increased 

operation in highly stressed conditions in the electricity market environment, and the 

fast growing of renewable power generations [17].  

Based on the guideline reference [9], power system stability can be broadly 

classified into rotor angle, voltage and frequency stability. Figure 1 just show the 

classification of different power system stability. Each of these three stabilities can be 

further classified into large disturbance or small disturbance, short term or long term, 

respectively.  When subjected to a disturbance, the stability of the system depends 

on the initial operating condition as well as the nature of the disturbance.  

Rotor angle stability refers to the ability of synchronous machines of an 

interconnected power system to remain in synchronism after being subjected to a 

disturbance. It depends on the ability to maintain/restore equilibrium between 

electromagnetic torque and mechanical torque of each synchronous machine in the 

system. Instability that may result occurs in the form of increasing angular swings of 

some generators leading to their loss of synchronism with other generators [9]. The 

change in electromagnetic torque of a synchronous machine following a perturbation 

can be resolved into two components. The first is synchronizing torque which in phase 

with rotor angle deviation and the second is damping torque which in phase with the 

speed deviation [4]. 

System stability depends on the existence of both components of torque for each 

of the synchronous machines. Lacking enough synchronizing torque results in 

aperiodic or non-oscillatory instability, whereas lack of damping torque results in 
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oscillatory instability (low frequency oscillation). As synchronous generators are still 

the main generation equipment installed worldwide, despite the fast growing of 

renewable generations [1, 2]. This thesis targets to design a new type of power system 

stabilizer to improve the rotor angle stability. 

 

Figure 1.3: Classification of different power system stability [1] 
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1.1.2 Power System Stabilizer  

For most utilities around the world, the power system stabilizer (PSS) installed in 

synchronous generator is probably the most frequently used device for resolving 

oscillatory stability problems. Power system stabilizers are generator control 

equipment which are used in excitation systems to enhance the damping of rotor 

oscillation caused due to small signal disturbance [17,18]. The action of a PSS is to 

extend the angular stability limits of a power system by providing supplemental 

damping to the oscillation of synchronous machine rotors through the generator 

excitation. A synchronous generator which equipped with power system stabilizer is 

show in Figure 1.4.  

 

Figure 1.4：Synchronous generator equipped with Power System Stabilizer [122]  

The basic function of a PSS is to extend stability limits by modulating generator 

excitation to provide damping to the oscillations of synchronous machine rotors 

relative to one another. These oscillations of concern typically occur in the frequency 

range of approximately 0.2 to 2.5 Hz, and insufficient damping of these oscillations 

may limit the ability to transmit power. To provide damping, the stabilizer must 

produce a component of electrical torque on the rotor which is in phase with speed 

variations. The basic design principle of PSS is that the PSS’s transfer function must 
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compensate the gain/phase characteristic of the excitation system, generator, AVR and 

the connected power grid, such that the PSS must provide torque in phase with the 

speed variation. Thus, depending on the type of feedback inputs, the transfer function 

of PSS needs corresponding phase led/lag compensation part [18, 19].   

The PSS is mainly designed based on classical control theory and frequency 

analysis method, and single-input and single-output (SISO) system. It is based on one 

frequency only (for calculation of the phase of the transfer function) and one operation 

point upon which the nonlinear model linearized at one operation point. It works well 

for single generator connected with infinite bus system (its oscillation is called local 

mode). However, power system is a typical nonlinear system operating at time-

varying operation points. It is a challenging task to tune PSS for providing satisfactory 

performance at multi-machine power system [24,25]. For example, there are 

oscillation with even low frequency such as, inter-area mode between 0.17 and 0.25 

Hz at Brazil power grid the north-south interconnection [31], on the 

UCTE/CENTREL interconnection in Europe at 0.36, 0.26, and even 0.19 Hz [33], and 

serious 0.4-Hz oscillations in several post-contingency in the 2003 blackout in eastern 

Canada and the U.S. grid. Thus, it is a cost and difficult task to re-tune the PSSs even 

for same power grid under the configuration changes and fault conditions. PSSs suffer 

another drawback of being liable to cause great variations in the voltage profile and 

they may even result in leading power factor operation and losing system stability 

under severe disturbances, especially those three phase faults which may occur at the 

generator terminals [1]. 
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While most of the existing PSSs in nowadays systems are power acceleration 

analog devices based on a design dating back to 1980s, the utility was approached at 

the beginning of the nineties by manufactures offering a digital PSS based on the 

integral of accelerating power which is represented as PSS2B PSS. As known today, 

this modern PSS can easily be tuned as speed-based PSS, while mitigating two major 

operational problems which had restricted the application of the old PSS technology 

utilizing electrical power or terminal frequency, namely the excess VAR modulation 

during mechanical power reference changes for the first and adverse torsional 

interactions for the second [37].  

Following the western U.S. interconnection blackouts in 1996 and the 2003 

blackouts in eastern Canada, it was found that key PSS’s were either out of service or 

poorly tuned [10-13].  The difficulty of tuning a proper PSSs lies in the fact that the 

conventional PSSs are designed in the frequency domain and use the frequency 

response method such as lead-lag phase compensation to damp one specific oscillation 

frequency.  It is based on single input single output (SISO) method and tuned on the 

one-point linearizing model at one operation point. Thus, the PSS performance will 

be affected by the operation point variation and the interaction between multiple PSSs. 

Although PSS was introduced and extensively used a long time ago and despite its 

inherent simplicity, it may still be one of the most misunderstood and misused pieces 

of generator control equipment [37]. Performance and limitations have been compared 

for PSS4B, PSS2B and CSSs (speed type PSS and acceleration type PSS) in [37]. 

 



                                                         24 
 

  WENZHENG DENG 

 

Lots of optimization and advanced control methods have been proposed to improve 

the performance of the PSS, such as optimal control and eigenvalue assignment [27, 

61]. Since these techniques do not consider the presence of system uncertainties like 

system nonlinear characteristics, variation of system configuration due to 

unpredictable disturbances, loading conditions into consideration in the system 

modelling, the robustness of these PSSs against uncertainties cannot be guaranteed 

[29,30,54,55, 59,65]. Advanced control method based on robust control theory was 

another developed method to improve power system stability, and it was proved that 

this kind of PSS has much better controller characteristics (less settle time and 

overshoot) and appropriate control systems against disturbance compared with 

conventional controllers [29,30,59]. However, in advanced control methods, system 

efficiency maybe greatly reduced by changing operating point and the presence of 

oscillation is also one of the main disadvantages of this classic methods. Moreover, 

the robustness of the system to slow down the response time of the system will lead 

to high cost as well.  

Artificial Intelligence based methods, such as Genetic Algorithm /Particle swarm 

optimization (PSO) Algorithm [67,74], rule-based bacteria foraging [62], neural 

network [68], fuzzy control [70,72, 75-77] , dynamic programming [69], self-tuning 

adaptive control [79], system identification based control [71] have been applied to 

improve the robustness and find out the optimal parameters. Synchronous generator 

still plays a dominant role for generating most of electricity in the world despite of the 

fast developing of renewable generations. PSS designed for power system with 
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renewable energy have been carried out, such as largescale PV plant [85], and wind 

farms [86].  

Another problem of the classical PSS is it is designed mainly for damping the local-

mode oscillation, i.e. single generator oscillates against the infinite bus system. Inter-

area oscillation at the frequency below 1 HZ has become a main concern towards to 

the expand and interconnection of large generators in different area. The capability of 

the PSS using the local signal as the feedback inputs to damp the inter-area oscillation 

is limited [33, 34, 47]. Multi-band PSS4B’s performance to damp the inter-area 

oscillation has been studied in [48]. Wide-area damping control based on the usage of 

the remote target signal as the feedback input signal has been proposed to provide the 

damping to the inter-area mode directly, with the cost of communication network for 

transmitting the remote signal and also possible reality and stability problem caused 

by the communication networks [90-94]. 

Wide-area damping control uses the measurements obtained from wide-area 

monitoring system (WAMS) [89-94]. Providing time synchronized data of power 

system operating states, WAMS will play a crucial role in the smart grid protection 

and control. WAMS helps insure efficient energy transmission as well as reliable and 

optimal grid management. As the key enabler of a smart grid, numerous sensors such 

as phasor measurement units transmit real-time dynamic data to power system control 

centers so that monitoring and control of the whole system is possible. One of the 

most common applications of phasor measurement units (PMUs) is power system 

monitoring, especially for monitoring wide-area disturbances and low frequency 
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electromechanical oscillations. PMUs are a solution to increase observability in 

monitoring systems and provide additional insight of power system dynamics [90]. 

Though the WAMS based controllers provide many advantages comparing to the 

local-signals based controllers, especially for providing damping of those inter-area 

oscillations which is not observable and thus un-controllable from the local controllers, 

the usage of communication networks for transmitting of remote signals from the RTU 

(Remote Terminal Unit) require additional costs and most importantly, cause 

additional disturbances into the control-loop, such as the latency of networks and data 

drop-outs, which will reduce the overall system stability and reliability [87-94]. 

 

1.1.3 Disturbance Observer Based Control Design 

Most of the well-developed control theories, either in the frequency domain or in 

the time domain, deals with systems whose mathematical representations are 

completely known. However, in many practical situations especially power systems, 

the parameters of the system are either poorly known or operate in environments 

where unpredictable large system parameter variations and unexpected disturbances 

are possible. Several solutions based on advanced control techniques have been 

developed so far. One of the primary methods is adaptive control [7]. In adaptive 

control, the structure of the controller is selected a priori, usually proportional- 

derivative (PD) or proportional-integral-derivative (PID) type controller. The 

controller gains are then updated using a recursively estimated parameters of the plant 

so that the plant output closely follows the desired response. Another control theory 
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is time delay control (TDC) [98]. Based on the assumption that a continuous signal 

remains unchanged during a small enough period, the past observation of uncertainties 

and disturbances is used to modify the control action directly, rather than to adjust 

controller gains, such as gain scheduling or to identify system parameters. However, 

TDC inherently requires that all the states and their derivatives be available for 

feedback. This imposes very strict limitations on the practical application. Another 

inherent drawback is that oscillations always exist in the control signal. An assumption 

in the frequency domain was used to propose an alternative control strategy to obtain 

similar performance to TDC. The major part of the controller is called an uncertainty 

and disturbance (UDE) [108] and has been applied to power electronics [ 109-111]. 

UDE is one type of disturbance observer and same-order, reduced-order disturbance 

observers have been summarized in book [ 6]. The main idea of UDE and disturbance 

observer (DO) is to employ a low-pass unity gain and proper filter to estimate the 

unknown disturbances and parameter uncertainties in the frequency range of interests, 

i.e. assuming the cut-off frequency of the UDE/DO is higher than the system 

frequency.  Auto disturbance rejection control employs an extend-order nonlinear 

disturbance observer to estimate the nonlinearities and disturbances and then 

cancelled in the control law [103-105]. In [97], an extend-order perturbation observer 

is proposed to estimate the whole system nonlinearities and disturbances and then 

employ the real-time estimate of perturbation to achieve an adaptive feedback 

linearization control. An extend-order liner Luenberger observer or slide-mode 

observer are proposed, rather than the nonlinear DO in active disturbance rejection 
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control (ARDC) and has been approved with same merit as the ADRC but a better and 

easier for stability analysis and controller gain design.  This thesis will use UDE to 

estimate the disturbance and uncertainties and compensate it to design a UDE-PSS 

which can deal with the nonlinearities and operation points variations.  

 

1.2 Research motivations and objectives 

The contribution of PSS for improving power system stability still have great 

potential and needs more investigations. Main problems of the PSSs are summarized 

as below. The first one is that their design and tuning are carried out based on one 

operation point and the linearized model based on that operation point is used. Their 

performance may be degraded when the power system operates at a different operation 

point caused either by the load disturbances, scheduling/dispatch of the whole power 

system, or by disturbance caused by faults happening at the system. Secondly, the 

conventional frequency domain-based design, such as lead-lag compensator type PSS, 

can only easily be designed and analyzed in a single machine infinite bus system 

(SMIB) and it is difficulty to extend them to multi-machine large-scale system. In 

other words, the interaction between different generators cannot be handled effectively. 

Finally, with the increased development of renewable energy generation from wind 

and solar power, those intermittent and time-varying generations together with 

demand-side response technology which include direct controllable load will further 

shift the whole power system operating at different operation points.  
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The objective of this research work is to improve the overall stability of the power 

system, by designing a new type of nonlinear power system stabilizer based on an 

auxiliary Uncertainties and Disturbance Estimator (UDE). The UDE-based PSS is 

designed and analyzed in frequency domain and has replaced the time-domain 

extended-order perturbation observer to a same order observer. Via designing of a new 

type of nonlinear power system stabilizer based on local signals feedback and 

estimation of external dynamics of the whole power system， we aim to (1) inherent 

the simplicity of the classical PSS-type controller which are designed in frequency 

domain; and (2) consider the nonlinearity during the design stage to provide adaptive 

capability to time-varying operation points and unknown disturbances caused by fault, 

which requires fewer tuning efforts than the conventional PSSs which are designed 

and tuned around one operation point.  The designed UDE-based PSS will be 

compared with the conventional lead-lag type PSS (including PSS2B and PSS4B) and 

the perturbation based nonlinear adaptive PSS [97].  

 

1.3 Contributions of the thesis 

A nonlinear PSS is designed based on the feedback linearizing control and 

extended-order perturbation observer based nonlinear adaptive control. The design is 

based on the fourth-order model of single machine infinite bus system, and the PSS 

output is added into the input of the AVR together with the terminal voltage deviation 

signal.  
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The proposed nonlinear power system stabilizer (NPSS) is carried out on the 

frequency domain and only required one measurement added to the currently 

industrial used conventional CPSS. The proposed NPSS is easily implemented as no 

derivate of states are needed, compared with the nonlinear perturbation observer-

based methods. The perturbation estimation is used to improve the robustness and 

adaptive capability of the CPSS. The proposed NPSS doesn’t require the remote signal 

for additional tuning as the Wide area damping controller. 

Then a UDE is designed by using different feedback signals speed and 

acceleration power and replace the extended state perturbation observer (ESPO) in 

nonlinear adaptive control (NAC) PSS. Finally, a UDE-PSS is designed by using the 

speed and the acceleration power as the only required measurement, which composes 

of a UDE and a PID-type forward controller. Effectiveness of the UDE-PSS is tested 

at the benchmark two-area four generators system, which shows the superior 

performance than the conventional type PSSs and the multi-band PSSs (PSS4B), in 

terms of robustness, easy tuning of parameters and improved stability margin. The 

proposed new decentralized PSS targets to solve the challenge tuning burden of the 

conventional PSSs and the coordination of PSSs tuning in multi-machine power 

system.  
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1.4 Thesis Structure 

Chapter 1: Background 

       In this chapter, the development and main power system stability problems 

are pointed out firstly followed by the introduction of power system stability and 

power system stabilizer including the reasons for new power system stability 

problems and the basic knowledge and theory of power system stabilizer. Secondly, 

the theory of disturbance observer-based control design is stated. Finally, the research 

motivations, objectives and contributions of the thesis is summarized. 

 

Chapter 2: System Model & Conventional PSS Design 

The model of single synchronous generator connected with infinite bus is given 

for the design of PSS at the following chapter. Design methods of conventional PSS 

based on phase compensation and damping torque analysis are reviewed. Small signal 

stability analysis of single machine infinite bus (SMIB) with and without PSS are 

carried out to show the effectiveness of the PSS, supported by the simulation results 

to verify the effectiveness of the model. 

 

Chapter 3: Nonlinear PSS Based on Feedback Linearization Control 

This chapter has investigated the design of nonlinear PSS based feedback 

linearizing control and extend-order perturbation observer, based on the 4th-order 

model of a SMIB system. The main difference of this chapter with reference [97] is 

that the PSS contributed its output to the input of the AVR, together with the terminal 
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voltage deviation signal, rather than contribute the excitation voltage in parallel with 

the AVR in [1].  Comparison of the feedback linearization control (FLC) PSS, 

extended state observer (ESO) PSS with the CPSS have been carried out, to illustrate 

the advantages and disadvantages of the ESO based PSS.  

 

Chapter 4: PSS based on Frequency Domain Unified Disturbance Estimator 

Conventional lead-lag-type Power System Stabilizer (CPSS) developed in 

frequency domain has been recalled, and then a perturbation estimator designed in 

frequency domain has been augmented on to the CPSS, and results in a Nonlinear PSS 

which can deal with the model uncertainties originating from the shift of operation 

points, external disturbances from the grid faults, and parameters uncertainties. Initial 

simulation tests have been done to verify the performance of the proposed NPSS, 

compared with the CPSS. 

 

Chapter 5: Performance evaluation in multi-machine power system  

Performance of the proposed UDEPSS has been tested in the multi-machine 

power system for their capability of damping of inter-area oscillation. IEEE standard 

multi-band PSS, PSS4B, and the classical speed type and acceleration power type 

PSSs are compared. The Speed type UDEPSS can provide better performance than all 

other PSSs which has much simpler structure than the PSS4B and very good 

robustness to system operation points and uncertainties due to the compensation of 

the disturbance and uncertainties. Moreover, it only requires one measurement which 
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make it be more practical than those ESPO based PSS which requires rotor angle 

measurement and high-order derivatives of the rotor speed. 

 

Chapter 6: Conclusion 

This chapter summaries the whole thesis and point out possible future work.  
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Chapter 2   System Model & Conventional PSS Design  

In this chapter, firstly the model of a single synchronous generator connected 

to infinite bus system is presented followed by the linearized model which around one 

operation point. Conventional design of PSS based on Damping Torque Analysis and 

Phase Compensation have been recalled and demonstrated for the purpose of 

comparing with the nonlinear PSS which designed at the following chapters. 

Simulation results are presented to verify the correctness of the model.  

2.1 Linearized Model of Single-Machine Infinite-Bus System  

The single-machine infinite-bus (SMIB) power system is an approximative 

description of a real power system. The generator is connected to an infinite bus via a 

transformer and two parallel transmission lines. A third-order simplified model which 

is called one axis on 𝐸′𝑞 - model, is adopted for the nonlinear compensation design 

of power system stabilizer (PSS). As the regulation of generator terminal voltage is 

controlled by the Automatic Voltage Regulator (AVR), which is equipped to most 

modern generators for excitation control. Note that the PSS’s output has been applied 

to the input of the AVR and take actions on the excitation system. 

 

Figure 2.1: The single-machine infinite-bus power system  

The whole system dynamics are described as follows: 
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{
 
 

 
 
𝛿̇ = 𝜔0(𝜔 − 1)                                          

𝜔̇ =
1

𝑀
[𝑃𝑚 − 𝑃𝑡 − 𝐷(𝜔 − 1)]                

𝐸′̇ 𝑞 =
1

𝑇′𝑑0
(−𝐸𝑞 + 𝐸𝑓𝑑)                          

𝐸′̇ 𝑓𝑑 =
1

𝑇𝐴
𝐸′𝑓𝑑 +

𝐾𝐴

𝑇𝐴
(𝑉𝑟𝑒𝑓 − 𝑉𝑡 + 𝑢𝑝𝑠𝑠)

             (2.1)                                            

where 

{
  
 

  
 𝑃𝑡 =

𝐸′𝑞𝑉𝑏

𝑋′𝑑
  sin 𝛿 −

𝑉2𝑏

2

𝑋𝑞−𝑋′𝑑

𝑋′𝑑𝑋𝑞
 sin 2𝛿                                                         

𝐸′𝑞 =
𝐸′𝑞𝑋𝑑

𝑋′𝑑
  −

𝑉𝑏

2

(𝑋𝑑−𝑋
′
𝑑) cos𝛿

𝑋′𝑑
                                                                     

𝐸𝑓𝑑 = 𝐸𝑓𝑑0 + 𝐸′𝑓𝑑                                                                                              

𝑉𝑡𝑑 =
 𝑋𝑞𝑉𝑏 sin𝛿

𝑋𝑞
,   𝑉𝑡𝑞 =

 𝑋′𝑑𝑉𝑏 cos𝛿

𝑋′𝑑
+
𝑋𝑡𝐸′𝑞

𝑋′𝑑
,   𝑉𝑡 = √𝑉2𝑡𝑑 + 𝑉2𝑡𝑞           

(2.2) 

and 𝛿 denotes the relative rotor angle, in rad; 𝜔 the generator speed, in rad/s; 𝜔0 

the system speed, in rad/s; 𝐸𝑞 and 𝐸′𝑞 the transient voltage and voltage behind the 

quadrature-axis, respectively; 𝑃𝑚 the mechanical power input from the prime mover 

and assumed to be constant, in p.u.; 𝑇′𝑑0 the direct axis transient short circuit time 

constant of the generator, in seconds;  𝑋𝑑, 𝑋′𝑑  the synchronous and transient 

impedances in the d-axis, respectively; 𝑋𝑞 the synchronous impedance in the q-axis; 

𝑋′𝑑 = 𝑋′𝑑 + 𝑋𝑡, 𝑋𝑞 = 𝑋𝑞 + 𝑋𝑡, 𝑋𝑑 = 𝑋𝑑 + 𝑋𝑡 , 𝑋𝑡  the impedances of the 

transformer line, respectively; u the excitation control, in p.u.; 𝑉𝑡 and 𝑉𝑟𝑒𝑓  the 

generator terminal voltage and its reference value, respectively; 𝐾𝑎  and 𝑇𝑎  the 

control output and time constant of the AVR, respectively; Efd the initial excitation 

voltage. 

System (2.1) and (2.2) can be linearized at the steady-state operating point 

(𝛿0, 𝜔0, 𝐸′𝑞0, 𝐸′𝑓𝑑0) as follows: 
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{
 
 

 
 
∆𝛿̇ = 𝜔0∆𝜔                                                          

∆𝜔̇ =
1

𝑀
 (−∆𝑃𝑡 − 𝐷∆𝜔)                                   

∆𝐸′̇ 𝑞 =
1

𝑇′𝑑0
(−∆𝐸𝑞 + ∆𝐸′𝑓𝑑)                          

∆𝐸′̇ 𝑓𝑑 = −
1

𝑇𝐴
∆𝐸′𝑓𝑑 −

𝐾𝐴

𝑇𝐴
(∆𝑉𝑡 − 𝑢𝑝𝑠𝑠)         

         (2.3) 

and 

{

∆𝑃𝑡 = 𝐾1∆𝛿 + 𝐾2∆𝐸′𝑞
∆𝐸𝑞 = 𝐾3∆𝐸′𝑞 + 𝐾4∆𝛿

∆𝑉𝑡 = 𝐾5∆𝛿 + 𝐾6∆𝐸′𝑞

                          (2.4)                                  

where 

𝐾1 = 
𝐸′𝑞0𝑉𝑏

𝑋′𝑑
cos 𝛿0 −

𝑉2𝑏(𝑋𝑞−𝑋
′
𝑑)

𝑋′𝑑𝑋𝑞
cos 2𝛿0        

𝐾2 =
𝑉𝑏

𝑋′𝑑
sin 𝛿0                                                      

𝐾3 =
𝑋𝑑

𝑋′𝑑
                                                                  

𝐾4 =
(𝑋𝑑−𝑋′𝑑)𝑉𝑏 sin𝛿0

𝑋′𝑑
                                            

𝐾5 =
𝑉𝑡𝑑0

𝑉𝑡0

𝑋𝑞𝑉𝑏 cos𝛿0

𝑋𝑞
−
𝑉𝑡𝑞0

𝑉𝑡0

𝑉𝑏0𝑋
′
𝑑 sin𝛿0

𝑋′𝑑
                

𝐾6 =
𝑉𝑡𝑞0

𝑉𝑡0

𝑋𝑡

𝑋′𝑑
                                                           

        (2.5) 

The linearized model can be obtained as  

{
 
 

 
 
∆𝛿̇ = 𝜔0∆𝜔                                                                               

∆𝜔̇ =
1

𝑀
 (−𝐾1∆𝛿 − 𝐾2∆𝐸′𝑞 − 𝐷∆𝜔)                                   

∆𝐸′̇ 𝑞 =
1

𝑇′𝑑0
(−𝐾3∆𝐸

′
𝑞
− 𝐾4∆𝛿 + ∆𝐸′𝑓𝑑)                          

∆𝐸′̇ 𝑓𝑑 = −
1

𝑇𝐴
∆𝐸′𝑓𝑑 −

𝐾𝐴

𝑇𝐴
(𝐾5∆𝛿 + 𝐾6∆𝐸′𝑞 − 𝑢𝑝𝑠𝑠)         

(2.6) 

System (2.6) is called the Phillips-Heffron model of the SMIB system and its block 

diagram is shown as follows: 
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Figure 2.2: SMIB System’s Phillips-Heffron Model [1] 

The system (2.6) can also be represented in a state-space form as 

𝑋̇ = 𝐴𝑋 + 𝐵∆𝑢𝑝𝑠𝑠                             (2.7) 

where 

𝑋 =

[
 
 
 
∆𝛿
∆𝜔
∆𝐸′𝑞
∆𝐸′𝑓𝑑]

 
 
 

  A =

[
 
 
 
 
 

0      𝜔0        0        0 

−
𝐾1

𝑀
    −

𝐷

𝑀
      −

𝐾2

𝑀
    0    

−
𝐾4

𝑇′𝑑0
    0      −

𝐾3

𝑇′𝑑0
    

1

𝑇′𝑑0
 

−
𝐾𝐴𝐾5

𝑇𝐴
    0      −

𝐾𝐴𝐾6

𝑇𝐴
   −

1

𝑇𝐴
 ]
 
 
 
 
 

   𝐵 =

[
 
 
 
 
0
0
0
𝐾𝐴

𝑇𝐴]
 
 
 
 

    (2.8) 

2.2 Damping Torque Analysis [4] 

The damping torque analysis (DTA) was introduced based on the Heffron-

Phillips model for a SMIB power system to test excitation control’s effect, such as 

AVR, on power system small-signal stability firstly [1, 2]. It was developed since the 

comprehension that the electromechanical oscillation loop’s dynamic of a SMIB 

decides power oscillations’ damping in the SMIB power system [3, 4]. 

From the first two first-order differential equation of system (2.6), we get 
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M∆𝛿̈ + 𝐷∆𝛿̈ + 𝜔0∆𝑃𝑡 = 0                    (2.9)                                   

Substituting equation (2.4), then we have 

∆𝛿̈ +
𝐷

𝑀
∆𝛿̇ +

𝜔0𝐾1

𝑀
∆𝛿 +

𝜔0𝐾2

𝑀
∆𝐸′𝑞 = 0              (2.10)                         

𝐾2∆𝐸′𝑞 is one part of ∆𝑃𝑡, which is called electromagnetic torque and represented as 

∆𝑇. So, Eq. (2.10) can be rewritten as  

∆𝛿̈ +
𝐷

𝑀
∆𝛿̇ +

𝜔0𝐾1

𝑀
∆𝛿 +

𝜔0∆𝑇

𝑀
= 0               (2.11)                       

The block diagram of Eq. (2.11) can be represented in Figure 2.3.  

 

Figure 2.3: Electromechanical Oscillation Loop [4] 

In Figure 2.2, the upper part is the linearized rotor motion equation and the lower part 

is formed from the mathematical description of dynamic of the field winding of 

generator and the AVR. Figure 2.3 shows the upper part of the model which is called 

the electromechanical oscillation loop. ∆𝑇 is the input signal or an electric torque. 

Firstly, assume ∆𝑇 = 0, the electromechanical oscillation loop can be indicated as 

follows: 

∆𝛿̈ +
𝐷

𝑀
∆𝛿̇ +

𝜔0𝐾1

𝑀
∆𝛿 = 0                   (2.12)                                    

The equation (2.12) only considered the dynamic characteristics of the generator rotor 
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and ignored the dynamic characteristics of the excitation system and the automatic 

voltage controller. This equals to the situation that 𝐸′𝑞 is constant.  Solve the Eq. 

(2.12), we can get  

∆𝛿(𝑡) = 𝑎𝑒−
𝐷

2𝑀
𝑡𝑐𝑜𝑠𝜔𝑁𝑂𝐹𝑡 + 𝑏                (2.13)                                    

In Eq. (2.13), a and b are constants; 𝜔𝑁𝑂𝐹 =
1

2
√(

𝐷

𝑀
)2 −

4𝜔0𝐾1

𝑀
 . 𝜔𝑁𝑂𝐹  is natural 

oscillation angle frequency of generator power angle. 

The Eq. (2.13) descripted that the generator rotates or decelerates the rotor in the event 

of small disturbances, the rotor angular displacement changes which leads to the 

dynamic process of generator output active power fluctuation. Obviously, when 
𝐷

2𝑀
 

is small enough or negative value, the rotor movement of the generator presents a 

weak damping or divergence oscillation. This results in low frequency oscillation. 

This indicates that the low frequency oscillation damping of the SMIB system is 

decided by the value of  
𝐷

𝑀
 . 

Decompose  ∆𝑇 as two components as 

∆T = 𝑇𝑑∆𝜔 + 𝑇𝑠∆𝛿                       (2.14)                                    

Eq. (2.10) becomes 

∆𝛿̈ + (
𝐷

𝑀
+
𝑇𝑑

𝑀
)∆𝛿̇ + (

𝜔0𝐾1

𝑀
+
𝜔0𝑇𝑠

𝑀
)∆𝛿 = 0      (2.15)                                    

From the Eq. (2.15), 𝑇𝑑∆𝜔  affects the low frequency oscillation damping of the 

system while 𝑇𝑠∆𝛿 help synchronous operation of the rotor and no influence to the 

system damping. So, 𝑇𝑑∆𝜔  is called damping torque and 𝑇𝑠∆𝛿  is called 

synchronous torque. 

The low frequency oscillation of generator output power is accordance to rotor angular 
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displacement fluctuation (∆𝛿 ), and the damping of ∆𝛿  is decided by the angular 

velocity proportional term∆𝜔. The influence of the generator excitation system and 

the automatic voltage controller on the rotor motion is considered as the contribution 

to the torque of the generator electromechanical oscillation circuit, and the torque will 

be decomposed into two parts which include damping torque and synchronous torque. 

The damping torque decides the damping of rotor motion oscillation and the 

synchronous damping decide the capability of generator synchronization [1, 2]. This 

is the basic theory of Damping Torque Analysis (DTA).  

The following section will analysis the effect of the excitation system. From Figure 

2.2, when the effect of PSS (∆𝑢𝑝𝑠𝑠 = 0) is not considered, we have 

(M𝑠2 + 𝐷𝑠 + 𝜔0𝐾1)∆𝛿𝑠 = −𝜔0∆𝑇(𝑠)                 (2.16)                         

∆T(s) = 𝐹𝑑𝑒𝑙𝑡𝑎(𝑠)∆𝛿(𝑠)                  (2.17)                                     

𝐹𝑑𝑒𝑙𝑡𝑎(𝑠)  is the transfer function from ∆𝛿𝑠  to ∆T(s) , which represents the 

contribution of torque. Combining two equations above gives 

[M𝑠2 + 𝐷𝑠 + 𝜔0𝐾1 + 𝜔0𝐹𝑑𝑒𝑙𝑡𝑎(𝑠)]∆𝛿𝑠 = 0          (2.18)                         

Thus, the system characteristic equation is as follows 

M𝑠2 + 𝐷𝑠 + 𝜔0𝐾1 + 𝜔0𝐹𝑑𝑒𝑙𝑡𝑎(𝑠) = 0         (2.19)                                  

The (2.19) equation’s solution is the eigenvalue of the system matrix or the pole of 

the transfer function, which relate to the dynamics of generator electromechanical 

oscillation: 𝜆𝑠̅ = 𝜉𝑠 ± jω𝑠. The real part of the electromechanical oscillation mode 

decides the damping of low frequency power system oscillation which represents the 

system’s oscillation stability. 
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Substitute In complex frequency domain, it should have 

M𝜆𝑠̅
2
+𝐷𝜆𝑠̅ + 𝜔0𝐾1 + 𝜔0𝐹𝑑𝑒𝑙𝑡𝑎(𝜆𝑠̅) = 0             (2.20)                              

∆T(𝜆𝑠̅) = 𝐹𝑑𝑒𝑙𝑡𝑎(𝜆𝑠̅)∆𝛿(𝜆𝑠̅)                   (2.21)                                    

Also, in the complex frequency domain, the first equation in system (2.6) s∆𝛿 =

𝜔0∆𝜔, 𝑠 = 𝜉𝑠 ± jω𝑠 ,  we have 

Δω(𝜆𝑠̅) =
𝜉𝑠

𝜔0
∆𝛿(𝜆𝑠̅) + 𝑗

𝜔𝑠

𝜔0
∆𝛿(𝜆𝑠̅)                (2.22)                                   

And in complex frequency domain, the electromagnetic torque can be decomposed as  

∆T(𝜆𝑠̅) = 𝑇𝑠1∆𝛿(𝜆𝑠̅) + 𝑇𝑑1∆𝜔(𝜆𝑠̅)                 (2.23)                                  

From Eq. (2.21), (2.22) and (2.23), it can be obtained that 

𝐹𝑑𝑒𝑙𝑡𝑎(𝜆𝑠̅)∆𝛿(𝜆𝑠̅) = 𝑇𝑠1∆𝛿(𝜆𝑠̅) + 𝑇𝑑1
𝜉𝑠

𝜔0
∆𝛿(𝜆𝑠̅) + 𝑗𝑇𝑑1

𝜔𝑠

𝜔0
∆𝛿(𝜆𝑠̅)      (2.24) 

That is  

𝐹𝑑𝑒𝑙𝑡𝑎(𝜆𝑠̅) = 𝑇𝑠1 + 𝑇𝑑1
𝜉𝑠

𝜔0
+ 𝑗𝑇𝑑1

𝜔𝑠

𝜔0
                   (2.25)                              

Then we have  

{
𝑇𝑑1 =

𝜔0

𝜔𝑠
𝐼𝑚[𝐹𝑑𝑒𝑙𝑡𝑎̅̅ ̅̅ ̅̅ ̅(𝜆𝑠̅)]       

𝑇𝑠1 = 𝑅𝑒[𝐹𝑑𝑒𝑙𝑡𝑎̅̅ ̅̅ ̅̅ ̅(𝜆𝑠̅)] −
𝑇𝑑1𝜖𝑠

𝜔0

                   (2.26)                                      

Eq. (2.26) shows that in complex frequency domain, it’s feasible to decompose the 

electromagnetic torque into damping torque and synchronous torque. 

Substitute Eq. (2.23) into Eq. (2.16), we have  

M𝜆𝑠̅
2
+ (𝐷 + 𝑇𝑑1)𝜆𝑠̅ + 𝜔0𝐾1 + 𝜔0𝑇𝑠1 = 0               (2.27)                         

From Eq. (2.27), the damping ratio can be obtained as   

 𝜉𝑠 = −
𝐷+𝑇𝑑1

2𝑀
                      (2.28)                                     

Combing with Eq. (2.23), 𝑇𝑑1∆𝜔(𝜆𝑠̅) truly influences the real part of the 

electromechanical oscillation mode (system’s oscillation stability) while the damping 
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torque influences the damping of the system low frequency oscillation only.  

2.3 Design of PSS using Phase Compensation Method 

From Figure 2.2, considering the contribution of torque from the PSS, we have 

electromagnetic torque as following 

∆T = 𝐹𝑑𝑒𝑙𝑡𝑎(s)∆𝛿 + 𝐹𝑝𝑠𝑠(s)∆𝑢𝑝𝑠𝑠            (2.29)                                 

𝑤ℎ𝑒𝑟𝑒 𝐹𝑑𝑒𝑙𝑡𝑎(s)  is the transfer function from ∆𝛿  to ∆T  and  𝐹𝑝𝑠𝑠(s)  is the 

transfer function from ∆𝑢𝑝𝑠𝑠 to ∆T. The electromagnetic torque provided by PSS is  

∆T𝑝𝑠𝑠 = 𝐹𝑝𝑠𝑠(s)∆𝑢𝑝𝑠𝑠                   (2.30)                                               

From Fig.2.2, the forward channel transfer function of  ∆𝑢𝑝𝑠𝑠 to ∆T𝑝𝑠𝑠 is   

𝐹𝑝𝑠𝑠(s) = 𝐾2

1

𝐾3+𝑠𝑇′𝑑0

𝐾𝐴
1+𝑠𝑇𝐴

1+𝐾6
1

𝐾3+𝑠𝑇′𝑑0

𝐾𝐴
1+𝑠𝑇𝐴

= 𝐾2
𝐾𝐴

(𝐾3+𝑠𝑇′𝑑0)(1+𝑠𝑇𝐴)+𝐾6𝐾𝐴
      (2.31) 

Note that the PSS’s output has been added at the excitation system from the input port 

of the AVR, together with the voltage deviation signal. Let PSS’s transfer function be 

𝐺𝑝𝑠𝑠(s) , that is, ∆𝑢𝑝𝑠𝑠 = 𝐺𝑝𝑠𝑠(s)∆𝜔 , then the electromagnetic torque provided by 

power system stabilizer is 

∆T𝑝𝑠𝑠 = 𝐹𝑝𝑠𝑠(s)𝐺𝑝𝑠𝑠(s)∆𝜔                   (2.32)                                      

For an oscillation mode 𝜆𝑠̅ = 𝜉𝑠 ± jω𝑠, the electromagnetic torque provided by the 

PSS is 

𝐹𝑝𝑠𝑠̅̅ ̅̅ ̅(𝜆𝑠̅)𝐺𝑝𝑠𝑠̅̅ ̅̅ ̅(𝜆𝑠̅)∆𝜔 = ∆𝑇𝑝𝑠𝑠                    (2.33)                                    

The principle of the PSS is to provide an additional torque contribution in phase with 

the deviation of speed, i.e. ∆𝜔, that is phase of  𝐹𝑝𝑠𝑠̅̅ ̅̅ ̅(𝜆𝑠̅)𝐺𝑝𝑠𝑠̅̅ ̅̅ ̅(𝜆𝑠̅) should be zero 

by designing the 𝐺𝑝𝑠𝑠̅̅ ̅̅ ̅(𝜆𝑠̅). 



                                                         43 
 

  WENZHENG DENG 

 

To provide maximum damping torque, the parameters of the PSS will be properly 

adjusted to ensure that all electromagnetic torque is proportional to generator speed 

deviation, that is    

∆𝑇𝑝𝑠𝑠 = 𝐷𝑝𝑠𝑠∆𝜔                         (2.34)                                      

where the damping coefficient  𝐷𝑝𝑠𝑠 > 0,  thus all electromagnetic torque provided 

by the PSS is positive damping torque, which can provide the highest benefit to 

improve the stability of system. 

However, before designing power system stabilizer, the closed - loop 

electromechanical oscillation mode of the system 𝜆𝑠̅ = 𝜉𝑠 ± jω𝑠 is unknown. Also 

we usually don’t want to change the natural frequency or only a small influence of the 

natural frequency, thus we use the system’s open - loop electromechanical oscillation 

mode 𝜆𝑔̅̅ ̅ = 𝜉𝑔 ± jω𝑔to replace 𝜆𝑠̅ = 𝜉𝑠 ± jω𝑠 ≅ jω𝑔, as the real part is very small. 

So, the electromagnetic torque provided by the PSS as 

   𝐹𝑝𝑠𝑠̅̅ ̅̅ ̅(𝑗𝜔𝑔)𝐺𝑝𝑠𝑠̅̅ ̅̅ ̅(𝑗𝜔𝑔)∆𝜔 = ∆𝑇𝑝𝑠𝑠                                          

                             = 𝑅𝑒[𝐹𝑝𝑠𝑠̅̅ ̅̅ ̅(𝑗𝜔𝑔)𝐺𝑝𝑠𝑠̅̅ ̅̅ ̅(𝑗𝜔𝑔)]∆𝜔 −
𝜔𝑔

𝜔0
𝐼𝑚[𝐹𝑑𝑒𝑙𝑡𝑎̅̅ ̅̅ ̅̅ ̅(𝑗𝜔𝑔)𝐺𝑝𝑠𝑠̅̅ ̅̅ ̅(𝑗𝜔𝑔)] ∆𝛿 

                             = 𝑇𝑝𝑠𝑠𝑑∆𝜔 + 𝑇𝑝𝑠𝑠𝑠∆𝛿                                    (2.35)                                              

where, 𝑇𝑝𝑠𝑠𝑑∆𝜔 is the damping torque and 𝑇𝑝𝑠𝑠𝑠∆𝛿 is the synchronous torque. 

Phase compensation method sets PSS’s parameters to ensure the phase of its transfer 

function can compensate the phase of its forward channel’s transfer function’s phase, 

so it can provide positive damping torque for generator electromechanical oscillation. 

If 𝐹𝑝𝑠𝑠̅̅ ̅̅ ̅(𝑗𝜔𝑔) and 𝐺𝑝𝑠𝑠̅̅ ̅̅ ̅(𝑗𝜔𝑔) can be written as  

𝐹𝑝𝑠𝑠̅̅ ̅̅ ̅(𝑗𝜔𝑔) = 𝐹𝑝𝑠𝑠∠𝜙 , 𝐺𝑝𝑠𝑠̅̅ ̅̅ ̅(𝑗𝜔𝑔) = 𝐺𝑝𝑠𝑠 ∠𝛾           (2.36)                             
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The phase compensation method requires  

{
𝑇𝑝𝑠𝑠𝑑 = 𝐹𝑝𝑠𝑠𝐺𝑝𝑠𝑠 cos(𝜙 + 𝛾) = 𝐷𝑝𝑠𝑠     

𝑇𝑝𝑠𝑠𝑠 = 𝐹𝑝𝑠𝑠𝐺𝑝𝑠𝑠 sin(𝜙 + 𝛾) = 0           
              (2.37) 

This can be achieved by setting 

𝛾 = −𝜙, 𝐺𝑝𝑠𝑠 =
𝐷𝑝𝑠𝑠

𝐹𝑝𝑠𝑠
                       (2.38)                                     

Usually the transfer function of a lead-lag type PSS is: 

𝐺𝑝𝑠𝑠(𝑠) = 𝐾
1+𝑠∗𝑇2

1+𝑠∗𝑇1
∗
1+𝑠∗𝑇4

1+𝑠∗𝑇3
= 𝐾1

1+𝑠∗𝑇2

1+𝑠∗𝑇1
∗ 𝐾2

1+𝑠∗𝑇4

1+𝑠∗𝑇3
         (2.39)                

where 𝐾 = 𝐾1𝐾2.    

Parameters of the PSS then can be set to satisfy 

{
𝐾1

1+𝑗𝜔𝑔∗𝑇2

1+𝑗𝜔𝑔∗𝑇1
=

𝐷𝑝𝑠𝑠

𝐹𝑝𝑠𝑠
∠ −

∅

2

𝐾2
1+𝑗𝜔𝑔∗𝑇4

1+𝑗𝜔𝑔∗𝑇3
= 1.0∠ −

∅

2

              (2.40)                                 

Eq. (2.40) can be used to determine PSS’s parameters to ensure the designed PSS can 

always provide pure positive damping torque for generator electromechanical 

oscillation loop. 

Based on equation (2.39), converting the SMIB with PSS to state space model, the 

feedback signal of the PSS is generator rotating speed deviation: 

∆𝑢𝑝𝑠𝑠 = 𝐺𝑝𝑠𝑠(𝑠)∆𝜔 = 𝐾1
1+𝑠∗𝑇2

1+𝑠∗𝑇1
∗ 𝐾2

1+𝑠∗𝑇4

1+𝑠∗𝑇3
∗ ∆𝜔      (2.41) 

Define a new state variable as  

∆𝑥1 = 𝐾2
1+𝑠∗𝑇4

1+𝑠∗𝑇3
∗ ∆𝜔                        (2.42) 
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s∆𝑥1 = −
1

𝑇3
∆𝑥1 +

𝐾2

𝑇3
(𝑇4𝑠∆𝜔 + ∆𝜔)                       (2.43)                           

            = −
1

𝑇3
∆𝑥1 +

𝐾2

𝑇3
(
𝑇4

𝑀
(−𝐾1∆𝛿 − 𝐾2∆ 𝐸

′
𝑞 − 𝐷∆𝜔) + ∆𝜔)    

        = −
1

𝑇3
∆𝑥1 +

𝐾2
𝑇3
(−

𝑇4
𝑀
𝐾1∆𝛿 −

𝑇4
𝑀
𝐾2∆ 𝐸

′
𝑞 + (1 −

𝑇4
𝑀
∗ 𝐷)∆𝜔) 

∆𝑢𝑝𝑠𝑠 = 𝐾1
1+𝑠∗𝑇2

1+𝑠∗𝑇1
∗ ∆𝑥1                           (2.44) 

s∆𝑢𝑝𝑠𝑠 = −
1

𝑇
∆𝑢𝑝𝑠𝑠 + (

𝐾1𝑝𝑠𝑠

𝑇1
−
1

𝑇3

𝐾1𝑝𝑠𝑠𝑇2

𝑇1
) ∆𝑥1 

                                               +
𝐾1
𝑇1

𝐾2𝑇2
𝑇3

[−
𝑇4
𝑀
𝐾1∆𝛿 −

𝑇4
𝑀
𝐾2∆ 𝐸

′
𝑞 + (1 −

𝑇4
𝑀
∗ 𝐷)∆𝜔] 

                                  (2.45) 

Adding (2.44) and (2.45) into system (2.8), the new SMIB system’s closed-loop state 

equation can be obtained as: 

 

𝑋′̇ = 𝐴′𝑋′ + 𝐵′∆𝑢𝑝𝑠𝑠                             (2.46) 

 

𝑋′ =

[
 
 
 
 
 
 
∆𝛿
∆𝜔
∆𝐸′𝑞
∆𝐸′𝑓𝑑
∆𝑥1
∆𝑢𝑝𝑠𝑠]

 
 
 
 
 
 

 

𝐴′= 

[
 
 
 
 
 
 
 
 
 
 
   0                              𝜔0                      0                                     0                            0                                    0 

−
𝐾1

𝑀
                     −

𝐷

𝑀
                             −

𝐾2

𝑀
                   0                                 0                                     0  

−
𝐾4

𝑇′𝑑0
                        0                      −

𝐾3

𝑇′𝑑0
                              

1

𝑇′𝑑0
                        0                   0     

−
𝐾𝐴𝐾5

𝑇𝐴
                       0                            −

𝐾𝐴𝐾6

𝑇𝐴
                     −

1     

𝑇𝐴   
                       0                        

𝐾𝐴

𝑇𝐴
         

 

−
𝐾2𝑝𝑠𝑠∗𝐾1∗𝑇4

𝑀∗𝑇3
             

𝐾2𝑝𝑠𝑠

𝑇3∗(1−𝐷∗
𝑇4
𝑀
)
        −

𝐾2𝑝𝑠𝑠∗𝐾2∗𝑇4

𝑀∗𝑇3
              0                         −

1

𝑇3
                          0

𝐾1𝑝𝑠𝑠∗𝑇2

𝑇1
∗
−𝐾2𝑝𝑠𝑠∗𝐾1∗𝑇4

𝑀∗𝑇3
      

𝐾2𝑝𝑠𝑠

𝑇3∗(1−𝐷∗
𝑇4
𝑀
)
∗
𝐾1𝑝𝑠𝑠∗𝑇2

𝑇1
      

𝐾1𝑝𝑠𝑠∗𝑇2

𝑇1
∗
−𝐾2𝑝𝑠𝑠∗𝐾2∗𝑇4

𝑀∗𝑇3
      0    

𝐾1𝑝𝑠𝑠

𝑇1
−
𝐾1𝑝𝑠𝑠∗𝑇2

𝑇1∗𝑇3
     

−1

𝑇1
 
]
 
 
 
 
 
 
 
 
 
 

     

𝐵′ =

[
 
 
 
 
 
 
0
0
0
𝐾𝐴

𝑇𝐴

0
−1

𝑇1 ]
 
 
 
 
 
 

                       (2.47) 
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2.4 Case studies  

2.4.1 Modal analysis  

Firstly, results of [4] is recalled as the part of thesis case study and then the lead-lag 

design is followed. The parameters of a SMIB are given as following [2, 3]: 

 𝑋𝑑=1.18,  𝑋𝑞=1.0, 𝑋𝑎𝑑=1.0, 𝑋𝑓=1.13, 𝑋′𝑑=𝑋𝑑 −
𝑥2𝑎𝑑

𝑋𝑓
=0.295, M=7, D=0, 𝑇′𝑑0=5.004, 

𝑋𝑡=0.3. The AVR parameters are: 𝐾𝑎=50, 𝑇𝑎=0.05s.  

The system normal operation conditions are: 𝑃𝑡0=0.8, 𝑉𝑡0=1.05, 𝑉𝑏0=1.0. When the 

system steady-state operation point is (𝛿0, 𝜔0, 𝐸′𝑞0, 𝐸′𝑓𝑑0 ) = (0.7591, 314.1593, 

1.0850, 0), the open-loop model of the system without PSS can be obtained based on 

system (2.8) as: 

[
 
 
 
 
∆𝛿̇
∆𝜔̇
∆𝐸̇′𝑞

∆𝐸̇′𝑓𝑑]
 
 
 
 

= [

0      314.1593        0        0 
−0.1821    0      − 0.1652    0    

−0.2046    0      − 0.4970    0.1998 
−13.3278    0      − 435.3836   − 20 

]

[
 
 
 
∆𝛿
∆𝜔
∆𝐸′𝑞
∆𝐸′𝑓𝑑]

 
 
 

    (2.48) 

Eigenvalues of system (2.48) are: 

𝜆1,2̅̅ ̅̅ ̅ = −0.2305 ± j7.0230 , 𝜆3̅̅ ̅ = −11.5726, 𝜆4̅̅ ̅ = −8.7491 

Note that 𝜆1,2̅̅ ̅̅ ̅ = −0.2305 ± j7.0230 is the system’s electromechanical oscillation 

mode and two dominant poles, other two poles have much faster dynamics (i.e., the 

abstract real part is 10 times bigger). We need to determine the power system 

stabilizer’s parameters 𝐾1, 𝐾2, 𝑇2, 𝑇4 to satisfy that the transfer function of the PSS 

can compensate the phase of the forward channel transfer function 

𝐸(s) =
𝐾2𝐾3

𝐾3𝑇𝑑0𝑇𝐴𝑆+(𝐾3𝑇𝑑0+𝑇𝐴)𝑆+1+𝐾3𝐾6𝐾𝐴
. 

The open-loop electromechanical oscillation mode of the system is 𝜆𝑔̅̅ ̅ = −0.2350 ±
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j7.0230, the desired target pole is 𝜆𝑠̅ = −0.7100 ± j6.9826,   in which the damp 

ratio will be increased from 0.0328 to 0.1.   Based on procedure described above, 

the PSS is designed as: 

 𝐺𝑝𝑠𝑠(𝑠) = 𝐾1
1+𝑠∗𝑇2

1+𝑠∗𝑇1
∗ 𝐾2

1+𝑠∗𝑇4

1+𝑠∗𝑇3
= 2.0877 ∗

1+𝑠∗0.3710

1+𝑠∗0.09
∗ 0.3654 ∗

1+𝑠∗0.3710

1+𝑠∗0.09
. (2.49)  

where K = 𝐾1𝐾2 =0.7628,  𝑇2 = 0.3710𝑠 ,  𝑇4 = 0.3710𝑠 . 𝐾1 = 2.0877 , 𝐾2 =

0.3654.  

Based on system (2.46) and (2.47) ,  the closed-loop state equation can be obtained 

as following: 

[
 
 
 
 
 
 
∆𝛿̇
∆𝜔̇
∆𝐸̇′𝑞

∆𝐸̇′𝑓𝑑
∆𝑥̇1
∆𝑢̇𝑝𝑠𝑠]

 
 
 
 
 
 

=

[
 
 
 
 
 
 
0      314.1593          0              0                 0             0 
−0.1821          0      − 0.1652             0        0         0 
−0.2046      0      − 0.4970    0.1998     0         0   
−13.3278    0      − 435.3836   − 20      0     1000
−0.3      4.5        − 0.3    0  − 11.1111       0   
−3.2      45.4       − 2.9      0    86.4    − 11.1111

 ]
 
 
 
 
 
 

[
 
 
 
 
 
 
∆𝛿
∆𝜔
∆𝐸′𝑞
∆𝐸′𝑓𝑑
∆𝑥1
∆𝑢𝑝𝑠𝑠]

 
 
 
 
 
 

 (2.50) 

System’s eigenvalues are as following: 

𝜆1̅̅̅ = −19.1503 , 𝜆2,3̅̅ ̅̅ ̅ = −0.7134 ± 𝑗6.9337, 

𝜆4,5̅̅ ̅̅ ̅ = −8.1327 ± 𝑗6.4424, 𝜆6̅̅ ̅ = −6.1625 

With the designed PSS, the system’s closed-loop electromechanical oscillation mode 

are 𝜆2,3̅̅ ̅̅ ̅ = −0.7134 ± 𝑗6.9337 ,  which has been nearly move to 𝜆𝑠̅ = −0.7100 ±

j6.9826.  Simulation results of SMIB with and without PSS is shown in the Fig. 2.4, 

in which we can observe the natural frequency and the damping effect improvement. 

Robustness to operation points variation 

The previous design is based on the system’s steady-state operation point 𝑃𝑡0 =0.5.  

When the operation point changes, i.e. 𝑃𝑡0 ranges from 0.3 to 1.2, and the designed 

PSS (𝐺𝑝𝑠𝑠(𝑠) = 𝐾1
1+𝑠∗𝑇2

1+𝑠∗𝑇1
∗ 𝐾2

1+𝑠∗𝑇4

1+𝑠∗𝑇3
= 2.0877 ∗

1+𝑠∗0.3710

1+𝑠∗0.09
∗ 0.3654 ∗

1+𝑠∗0.3710

1+𝑠∗0.09
 ) based 
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on 𝑃𝑡0=0.5 is applied, dominant poles of different operation point can be obtained 

and shown in Table 2.1. The corresponding damping ratio of each dominant poles can 

also be calculated by using MATLAB. 

Results from Table 1 shows that when the operation point is 𝑃𝑡0 =0.5, the damping 

ratio of the system is 0.102. When the operation point moves from 0.5 to 0.8 (from 

nominal load to heavy load), the damping ratio of the system is decreasing step by 

step while the damping ratio is increasing when the operation point reduces from 0.5 

to 0.1 (from nominal load to light load). This indicates that the stability of the power 

system is influenced by the operation point change. Note this influence is not obvious, 

next step will find a case with special set of parameters which can demonstrate more 

obvious degradation of the damping ratio against the operation points.  

Table 2.1. Changing of dominant poles & damping ratio of different operation points 

𝑃𝑡0 Dominant Poles Damping Ratio Change of 

damping ratio 

0.1 -0.6615±6.3495i 0.103 0.98% 

0.2 -0.6733±6.4369i 0.104 1.96% 

0.3 -0.6885±6.5729i 0.104 1.96%  

0.4 -0.7026±6.7440i 0.104 1.96% 

0.5 -0.7134±6.9337i 0.102 0 

0.6 -0.7221±7.1260i 0.101 -0.98% 

0.7 -0.7321±7.3075i 0.0997 -2.25% 

0.8 -0.7474±7.4687i 0.0996 -2.35% 
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2.4.2 PSS design based on pole assignment in open-loop system 

It’s not necessary to configure closed-loop pole for designing PSS like the example 

showed above. Instead, we can also use the electromechanical oscillation angle 

frequency of the open loop system to design PSS by using the phase compensation 

method which shows from Eq. (2.39) to Eq. (2.40). For the example in 4.1, 𝑗𝜔𝑔 =

𝑗6.5817,  

𝐹𝑝𝑠𝑠̅̅ ̅̅ ̅(𝑗𝜔𝑔) = 𝐾2
𝐾𝐴

(𝐾3+𝜆𝑠𝑇′𝑑0)(1+𝜆𝑠𝑇𝐴)+𝐾6𝐾𝐴
= 0.2096 − j0.421     (2.51) 

Now we still set 𝐷𝑝𝑠𝑠 = 8.7244. Assume the transfer function of the PSS is as 

𝐺𝑝𝑠𝑠(𝑠) = 𝐾1
1+𝑠∗𝑇2

1+𝑠∗𝑇1
∗ 𝐾2

1+𝑠∗𝑇4

1+𝑠∗𝑇3
              (2.52)                                

In the equation we can set 𝑇1 = 0.09s, 𝑇3 = 0.09s. 

Design PSS and set the parameter by using the method showed from Eq. (2.51) to Eq. 

(2.52), it can have 

{ 
𝐾1

1+𝜆𝑠∗𝑇2

1+𝜆𝑠∗𝑇1
= 8.3529∠34.8142∘

𝐾2
1+𝜆𝑠∗𝑇4

1+𝜆𝑠∗𝑇3
= 1.0∠34.7142∘       

                 (2.53)                               

Then we can get K = 𝐾1𝐾2 =0.9308,𝑇2 = 0.3410𝑠 ,𝑇4 = 0.4402𝑠 . 𝐾1 = 2.4829 , 

𝐾2 = 0.3749. 

The designed PSS:𝐺𝑝𝑠𝑠(𝑠) = 𝐾1
1+𝑠∗𝑇2

1+𝑠∗𝑇1
∗ 𝐾2

1+𝑠∗𝑇4

1+𝑠∗𝑇3
= 2.4829 ∗

1+𝑠∗0.3410

1+𝑠∗0.09
∗ 0.3749 ∗

1+𝑠∗0.4402

1+𝑠∗0.09
. 

From those above, the new system’s close-loop state equation can be obtained from 

system (2.46)-(2.47) as following: 
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[
 
 
 
 
 
 
∆𝛿̇
∆𝜔̇
∆𝐸̇′𝑞

∆𝐸̇′𝑓𝑑
∆𝑥̇1
∆𝑢̇𝑝𝑠𝑠]

 
 
 
 
 
 

=

[
 
 
 
 
 
 
0      314.1593          0              0                 0             0 
−0.1821          0      − 0.1652             0        0         0 
−0.1046      0      − 0.4970    0.1998     0         0   
−12.8278    0      − 498.2836   − 20      0     1000
−0.2      4.7        − 0.1    0  − 11.1111       0   

−7.2      13.67       − 2.6      0    235.7    − 11.1111
 ]

 
 
 
 
 
 

[
 
 
 
 
 
 
∆𝛿
∆𝜔
∆𝐸′𝑞
∆𝐸′𝑓𝑑
∆𝑥1
∆𝑢𝑝𝑠𝑠]

 
 
 
 
 
 

    (2.54)          

Let’s calculate its eigenvalue as following: 

                  𝜆1̅̅̅ = −19.6435 , 𝜆2,3̅̅ ̅̅ ̅ = −0.7787 ± 𝑗6.8886, 

  𝜆4,5̅̅ ̅̅ ̅ = −7.7893 ± 𝑗7.2330, 𝜆6̅̅ ̅ = −6.2871 

So, when we designed the power system stabilizer, the system’s closed-loop 

electromechanical oscillation mode has been nearly moved to 𝜆𝑠̅ = −0.7100 ±

j6.9826.  

Comparing the results with case 1’s performance, it shows that by using the phase 

compensation method to design PSS in the open loop system, the electromechanical 

oscillation mode of the system has also been moved to the required point. 

Change of operation point (Robustness to operation points) 

The previous system’s steady-state operation point is 𝑃𝑡0 =0.5.  When the operation 

point changes, i.e. 𝑃𝑡0  ranges from 0.3 to 1.2, and the designed PSS (𝐺𝑝𝑠𝑠(𝑠) =

𝐾1
1+𝑠∗𝑇2

1+𝑠∗𝑇1
∗ 𝐾2

1+𝑠∗𝑇4

1+𝑠∗𝑇3
= 2.4829 ∗

1+𝑠∗0.3410

1+𝑠∗0.09
∗ 0.3749 ∗

1+𝑠∗0.4402

1+𝑠∗0.09
 ) based on 𝑃𝑡0 =0.5 is 

applied, Table 2.2 shows dominant poles of different operation point. The 

corresponding damping ratio of each dominant poles can also be calculated by using 

MATLAB. 
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Table 2.2. Changing of dominant poles & damping ratio of different operation points 

𝑃𝑡0 Dominant Poles Damping Ratio Change of damping 

ratio 

0.1 -0.7435±6.2773i 0.118 5.35% 

0.2 -0.7525±6.3697i 0.117 4.46% 

0.3 -0.7633±6.5129i 0.116 3.57%  

0.4 -0.7724±6.6919i 0.115 2.67% 

0.5 -0.7787±6.8886i 0.112 0 

0.6 -0.7838±7.0858i 0.110 -1.78% 

0.7 -0.7919±7.2692i 0.108 -2.57% 

0.8 -0.8069±7.4287i 0.108 -2.57% 

0.9 -0.8319±7.5571i 0.109 -2.67%  

1.0 -0.8676±7.6496i 0.113 0.89% 
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Fig. 2.4 Rotor angle response of SMIB with and without PSS 

 

 

Fig. 2.5 Speed response of SMIB with and without PSS 
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Fig. 2.6 Voltage response of SMIB with and without PSS 

2.5 Conclusion  

The model of single synchronous generator connected with infinite bus is given for 

the design of PSS at this chapter. Design methods of conventional PSS based on phase 

compensation and damping torque analysis are viewed. Small signal stability analysis 

of SMIB with and without PSS are carried out to show the effectiveness of the PSS, 

supported by the simulation results to verify the effectiveness of the model.  
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Chapter 3   Extended-state Perturbation Observer based 

Nonlinear PSS 

3.1 Introduction 

This chapter will investigate the design of nonlinear PSS based on accurate 

feedback linearizing control at first, then based on an extend-state perturbation 

observer (ESO) based nonlinear adaptive control. The design is based on the 4-th order 

model of the single machine infinite bus system and the designed NPSS will be used 

to compare the frequency domain UDE-PSS, and conventional PSS based on lead/lag 

phase compensator, Speed type PSS and acceleration Power type PSS. Note that 

Chapter 3.2 is repeated section of Chapter 2.1. 

 

3.2 Nonlinear Model of Single Machine Infinite Bus System 

      Here the model presented in Chapter 2.1 will be recalled for the purpose of 

nonlinear system design. A single machine infinite bus system is shown in Fig 3.1 

which is used to carry out the design of nonlinear PSS (NPSS). The synchronous 

generator is modelled as a third order 𝐸′𝑞 – model. Most of the modern generators 

are equipped with an Automatic Voltage Regulator (AVR) because the regulation of 

generator terminal voltage is also a significant point of the generator excitation 

control. Dynamics of the whole system including the AVR are described as follows: 
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{
 
 

 
 
𝛿̇ = 𝜔0(𝜔 − 1)                                          

𝜔̇ =
1

𝑀
[𝑃𝑚 − 𝑃𝑡 − 𝐷(𝜔 − 1)]                

𝐸′̇ 𝑞 =
1

𝑇′𝑑0
(−𝐸𝑞 + 𝐸𝑓𝑑)                          

𝐸′̇ 𝑓𝑑 =
1

𝑇𝐴
𝐸′𝑓𝑑 +

𝐾𝐴

𝑇𝐴
(𝑉𝑟𝑒𝑓 − 𝑉𝑡 + 𝑢𝑝𝑠𝑠)

             (3.1)                            

Where 

 

{
  
 

  
 𝑃𝑡 =

𝐸′𝑞𝑉𝑏

𝑋′𝑑
  sin 𝛿 −

𝑉2𝑏

2

𝑋𝑞−𝑋
′
𝑑

𝑋′𝑑𝑋𝑞
 sin 2𝛿                                                         

𝐸𝑞 =
𝐸′𝑞𝑋𝑑

𝑋′𝑑
  −

𝑉𝑏

2

(𝑋𝑑−𝑋
′
𝑑) cos𝛿

𝑋′𝑑
                                                                     

𝐸𝑓𝑑 = 𝐸𝑓𝑑0 + 𝐸′𝑓𝑑                                                                                              

𝑉𝑡𝑑 =
 𝑋𝑞𝑉𝑏 sin𝛿

𝑋𝑞
,   𝑉𝑡𝑞 =

 𝑋′𝑑𝑉𝑏 cos𝛿

𝑋′𝑑
+
𝑋𝑡𝐸′𝑞

𝑋′𝑑
,   𝑉𝑡 = √𝑉2𝑡𝑑 + 𝑉2𝑡𝑞           

(3.2) 

and 𝛿 denotes the relative rotor angle, in rad; 𝜔 the generator speed, in rad/s; 𝜔0 

the system speed, in rad/s; 𝐸𝑞 and 𝐸′𝑞 the transient voltage and voltage behind the 

quadrature-axis, respectively; 𝑃𝑚 the mechanical power input from the prime mover 

and assumed to be constant, in p.u.; 𝑇′𝑑0 the direct axis transient short circuit time 

constant of the generator, in seconds;  𝑋𝑑, 𝑋′𝑑  the synchronous and transient 

impedances in the d-axis, respectively; 𝑋𝑞 the synchronous impedance in the q-axis; 

𝑋′𝑑 = 𝑋′𝑑 + 𝑋𝑡, 𝑋𝑞 = 𝑋𝑞 + 𝑋𝑡, 𝑋𝑑 = 𝑋𝑑 + 𝑋𝑡 , 𝑋𝑡  the impedances of the 

transformer line, respectively; u the excitation control, in p.u.; 𝑉𝑡 and 𝑉𝑟𝑒𝑓  the 

generator terminal voltage and its reference value, respectively; 𝐾𝑎  and 𝑇𝑎  the 

control gain and time constant of the AVR, respectively; E𝑓𝑑 and E𝑓𝑑0  the field 

excitation voltage and its initial value, respectively. 

 

Figure 3.1: The single-machine infinite-bus power system  
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3.3 Input-Output Linearization Approach 

Most feedback linearization approaches are based on input-output 

linearization or state-space linearization. In the state-space linearization approach, the 

goal is to linearize the map between the transformed inputs and the entire vector of 

transformed state variables. This objective is achieved by deriving artificial outputs 

(𝑦)  that yield a feedback linearized model with state dimension𝑟 = 𝑛  . A linear 

controller is then synthesized for the linear input-state model. However, this approach 

may fail to simplify the controller design task because the map between the 

transformed inputs and the original outputs (𝑦) generally is nonlinear.  

In the input-output feedback linearization approach, the objective is to 

linearize the map between the transformed inputs (𝑢)  and the actual outputs (𝑦) 

and then a linear controller is designed for the linearized input-output model which 

can be represented by equation (3.3) and equation (3.4) with 𝑟 ≤ 𝑛.  Input-Output 

linearization techniques are restricted to process in which these so-called zero 

dynamics are stable. But in comparison with state-space linearization, input-output 

linearization is preferable for most process control applications because for some 

processes, it is possible to simultaneously linearize the input-state and input-output 

maps because the original outputs yield a linear model with dimension 𝑟 = 𝑛 . 

Consider the single-input-single-output system 

𝑥̇ = 𝑓(𝑥) + 𝑔(𝑥)𝑢                                                                        (3.3) 

𝑦 = ℎ(𝑥)                                                                                         (3.4) 

where𝑓 , g  , and ℎ  are sufficiently smooth in a domain 𝐷 ⊂ ℛ𝑛 . The mappings 
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𝑓: 𝐷 → ℛ𝑛 and 𝑔:𝐷 → ℛ𝑛 are called vector fields on 𝐷. 

Derive conditions which allow us to transform the system such that the input output 

map is linear. 

The derivative 𝑦̇ is given by  

𝑦̇ =
𝜕ℎ

𝜕𝑥
[𝑓(𝑥) + 𝑔(𝑥)𝑢] = ℒ𝑓ℎ(𝑥) + ℒ𝑔ℎ(𝑥)𝑢                    (3.5) 

where 

𝜕ℎ

𝜕𝑥
𝑓(𝑥) = ℒ𝑓ℎ(𝑥)                                                                        (3.6) 

is called the Lie Derivative of ℎ with respect to 𝑓. 

then  

ℒ𝑔ℒ𝑓ℎ(𝑥) =
𝜕(ℒ𝑓ℎ)

𝜕𝑥
𝑔(𝑥)                                                          (3.7) 

ℒ0𝑓ℎ(𝑥) = ℎ(𝑥)                                                                            (3.8) 

ℒ2𝑓ℎ(𝑥) = ℒ𝑓ℒ𝑓ℎ(𝑥) =
𝜕(ℒ𝑓ℎ)

𝜕𝑥
𝑓(𝑥)                                         (3.9) 

 

ℒ𝑘𝑓ℎ(𝑥) = ℒ𝑓ℒ𝑓
𝑘−1ℎ(𝑥) =

𝜕(ℒ𝑓
𝑘−1ℎ)

𝜕𝑥
𝑓(𝑥)                           (3.10) 

If ℒ𝑔ℎ(𝑥)𝑢 = 0 then 𝑦̇ = ℒ𝑓ℎ(𝑥) (independent of 𝑢). 

Computing the second derivative as: 

𝑦(2) =
𝜕(ℒ𝑓ℎ)

𝜕𝑥
[𝑓(𝑥) + 𝑔(𝑥)𝑢] = ℒ2𝑓ℎ(𝑥) + ℒ𝑔ℒ𝑓ℎ(𝑥)𝑢     (3.11) 

If ℒ𝑔ℒ𝑓ℎ(𝑥)𝑢 = 0 then ẏ(2) = ℒ2𝑓ℎ(𝑥) (independent of 𝑢). 

Repeating this process, it follows that if  

ℒ𝑔ℒ𝑓
𝑖−1ℎ(𝑥) = 0,       𝑖 =  1, 2, … , 𝜌 − 1                                    (3.12) 

ℒ𝑔ℒ𝑓
𝜌−1ℎ(𝑥) ≠ 0                                                                            (3.13) 

then 𝑢 dose not appear in 𝑦, 𝑦̇, …, 𝑦(𝜌−1) and  
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𝑦(𝜌) = ℒ𝜌𝑓ℎ(𝑥) + ℒ𝑔ℒ𝑓
𝜌−1ℎ(𝑥)𝑢                                              (3.14) 

Therefore, by setting 

𝑢 =
1

ℒ𝑔ℒ𝑓
𝜌−1ℎ(𝑥)

[−ℒ𝜌𝑓ℎ(𝑥) + 𝑣]                                            (3.15) 

the system is input output linearizable and reduces to  

𝑦(𝜌) = 𝑣    → 𝑐ℎ𝑎𝑖𝑛 𝑜𝑓 𝜌 𝑖𝑛𝑡𝑒𝑔𝑟𝑎𝑡𝑜𝑟𝑠                                     (3.16) 

The basic approach of input-output linearization is simply to differentiate the output 

function 𝑦  repeatedly until the input 𝑢  appears, and the design 𝑢  to cancel the 

nonlinearity. 𝑣 is the control of the linear system and 𝜌 is the relative degree, 𝑢 is 

the nonlinear feedback control. Based on the above procedure the SISO system is said 

to have relative degree 𝜌 . Note that (3.15) is existed when ℒ𝑔ℒ𝑓
𝜌−1ℎ(𝑥)  ≠

0, 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑥 .  

3.4 Design of Feedback Linearizing Control based PSS 

By defining state variables as: 

𝑥 = [𝑥1 𝑥2 𝑥3 𝑥4]
⊺ = [𝛿 − 𝛿0  𝜔0(𝜔 − 1)   𝐸

′
𝑞  𝐸′𝑓𝑑 ]

⊺             (3.17) 

The state equations of system (3.1) can be rewritten in a matrix form a 

𝑥̇ = 𝑓(𝑥) + 𝑔(𝑥)𝑢 

𝑓(𝑥) =

[
 
 
 
 
 

𝑥2
1

𝑀
[𝑃𝑚 − 𝑃𝑡 − 𝐷

𝑥2

𝜔0
]

1

𝑇′𝑑0
(−𝐸𝑞 + 𝐸𝑓𝑑)

1

𝑇𝐴
𝑥4 +

𝐾𝐴

𝑇𝐴
(𝑉𝑟𝑒𝑓 − 𝑉𝑡)]

 
 
 
 
 

;  𝑔(𝑥) =

[
 
 
 
 

     

0
0
0
𝐾𝐴

𝑇𝐴

      

]
 
 
 
 

;  𝑢 = 𝑢𝑝𝑠𝑠     (3.18) 

𝑦 = ℎ(𝑥) = 𝑥1                                                                      (3.19) 

For system (3.18) with the chosen output (3.19), we have 
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ℒ𝑔ℎ(𝑥) = 0 

ℒ𝑓ℎ(𝑥) = 𝑥2 

ℒ𝑔ℒ𝑓ℎ(𝑥) = 0 

ℒ2𝑓ℎ(𝑥)/𝜔0 =
1

𝑀
[𝑃𝑚 − 𝑃𝑡 − 𝐷

𝑥2
𝜔0
] 

ℒ𝑔ℒ
2
𝑓
ℎ(𝑥) = 0 

ℒ3𝑓ℎ(𝑥)/𝜔0 = −
1

𝑀
∗ (
𝐸′𝑞 ∗ 𝑉𝑏 ∗ cos 𝛿

𝑋′𝑑Σ
−
𝑉2𝑏 ∗ (𝑋𝑑 − 𝑋

′
𝑑) ∗ cos 2𝛿

𝑋′𝑑Σ𝑋𝑞Σ
) ∗ 𝑥2 

                         −
𝐷

𝑀2
∗ (𝑃𝑚 − 𝑃𝑡 − 𝐷 ∗

𝑥2
𝜔
) − [

𝑉𝑏 ∗ sin 𝛿

𝑀 ∗ 𝑋′𝑑Σ
∗
1

𝑇′𝑑0
∗ (𝐸𝑓𝑑 − 𝐸𝑞)] 

           ℒ4𝑓ℎ(𝑥)/𝜔0

= [−
𝑥2
𝑀
∗ (
−𝐸′𝑞 ∗ 𝑉𝑏 ∗ sin𝛿

𝑋′𝑑Σ
+
𝑉2𝑏 ∗ (𝑋𝑑 − 𝑋

′
𝑑) ∗ sin 2𝛿

𝑋′𝑑Σ𝑋𝑞Σ
) +

𝐷

𝑀2

∗ (
𝐸′𝑞 ∗ 𝑉𝑏 ∗ cos𝛿

𝑋′𝑑Σ
−
𝑉2𝑏 ∗ (𝑋𝑑 − 𝑋

′
𝑑) ∗ cos 2𝛿

𝑋′𝑑Σ𝑋𝑞Σ
) −

1

𝑀
∗
𝑉𝑏 ∗ cos𝛿
𝑋′𝑑Σ

∗
(𝐸𝑓𝑑 − 𝐸𝑞)

𝑇′𝑑0
] ∗ 𝑥2 +

𝐷2 (𝑃𝑚 − 𝑃𝑡 −
𝐷 ∗ 𝑥2
𝜔0

)

𝑀3 ∗ 𝜔0

+ [−
𝑥2
𝑀
∗
𝑉𝑏 ∗ cos𝛿
𝑋′𝑑Σ

+
𝐷

𝑀2
∗
𝑉𝑏 ∗ cos𝛿
𝑋′𝑑Σ

+
1

𝑀
∗
𝑉𝑏 ∗ sin𝛿
𝑋′𝑑Σ

∗
𝑋𝑑Σ
𝑋′𝑑Σ

∗
1

𝑇′𝑑0
] ∗ 𝑓3 + (−

1

𝑀
∗
𝑉𝑏 ∗ sin𝛿
𝑋′𝑑Σ

∗
1

𝑇′𝑑0
)

∗ 𝑓4                                                                                

ℒ𝑔ℒ
3
𝑓
ℎ(𝑥) = −𝜔0 ∗

𝑉𝑏 ∗ sin 𝛿

𝑀 ∗ 𝑋′𝑑Σ
∗
1

𝑇′𝑑0
∗
𝐾𝐴
𝑇𝐴

 

As ℒ𝑔ℒ
3
𝑓
ℎ(𝑥) ≠ 0, ∀𝛿 ≠ 𝑘𝜋, 𝑘 = 0,1,2…, the system has relative degree of 4.  

The 4th-order derivative of 𝑦  with respect to time could be obtained as 

𝑑4𝑦

𝑑𝑡4
= 𝑎(𝑥) + 𝑏(𝑥)𝑢𝑝𝑠𝑠                                                  (3.20) 

where 
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𝑎(𝑥) =   ℒ4𝑓ℎ(𝑥)                                                              (3.21) 

  

 𝑏(𝑥) = ℒ𝑔ℒ
3
𝑓
ℎ(𝑥)                                                           (3.22) 

Define new states 𝑧1 = 𝑦, 𝑧2 = 𝑦̇, 𝑧3 = 𝑦̈, 𝑧4 = 𝑦 , system (3.20) can be 

represented as  

   

{
 

 
𝑧̇1         =                𝑧2
𝑧̇2          =               𝑧3
𝑧̇3           =               𝑧4
𝑧̇4 = 𝑎(𝑥)+ 𝑏(𝑥)𝑢𝑝𝑠𝑠

                                                                 (3.23) 

Let 

𝑣 = 𝑎(𝑥) + 𝑏(𝑥)𝑢𝑝𝑠𝑠 , 

and system (3.23) becomes  

[     

𝑧̇1
𝑧̇2
𝑧̇3
𝑧4

      ] = [

0  1  0  0 
0  0  1  0 
0  0  0  1 
0  0  0  0  

] ∗ [

𝑧1
𝑧2
𝑧3
𝑧4

] + [

0
0
0
𝑣

]                                      (3.24) 

𝑣 = −𝑘𝑧 = [−𝑘1  − 𝑘2  − 𝑘3  −  𝑘4] ∗ [

𝑧1
𝑧2
𝑧3
𝑧4

]                                     (3.25) 

which 𝑣 is the control of the linear system (3.24). So, we can obtain  

the feedback linearization-based control of the system (3.23) as 

  𝑢𝑝𝑠𝑠 =
𝑣−𝑎(𝑥)

𝑏(𝑥)
                                                              (3.26)      

which only valid when 𝑏(𝑥) ≠ 0, that is 𝛿 ≠ 𝑘𝜋, 𝑘 = 0, 1, 2, … .  
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3.5 Extended-state Disturbance Observer Based Nonlinear 

PSS 

3.5.1 Perturbation Definition & Perturbation Observer 

Assume all system nonlinearities and control gain functions of system (3.14) 

are unknown. For the simplification of formulations, define the system perturbation 

as  

𝛹(𝑥, 𝑢, 𝑡) = ℒ𝜌𝑓ℎ(𝑥) + (ℒ𝑔ℒ𝑓
𝜌−1ℎ(𝑥) − 𝑏0)𝑢                                      (3.27) 

where 𝑏0 is the nominal value of ℒ𝑔ℒ𝑓
𝜌−1ℎ(𝑥) which will be decided then. 

Then the system (3.14) can be rewritten as  

𝑦(𝜌) = 𝛹(𝑥, 𝑢, 𝑡) + 𝑏0𝑢                                                 (3.28) 

If 𝑦(𝜌) can be estimated, then the perturbation can be obtained by 

𝛹̂(𝑥, 𝑢, 𝑡) = 𝑦̂(𝜌) − 𝑏0𝑢                                                    (3.29) 

The original idea of this kind of perturbation estimation stems from the time delay 

control [98], in which the time-delayed values of control input and the derivatives of 

state variables at the previous time steps are used to cancel nominal nonlinear 

dynamics and uncertainties.  

In the control scheme applied in this chapter, the perturbation is estimated by an 

extended-order nonlinear observer based on the track-differentiator [98]. 

In the time delay control, the derivatives of state variables are always calculated by 

numeric differential method, such as backward difference algorithm. It is well known 

that the numeric differentiator will magnify the measurement noise. In the past years, 

high gain observers have played an important role in the design of a nonlinear output 
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feedback controller for nonlinear systems. They are mainly used to estimate the 

derivatives of the output. In this section, an extended-order high gain observer 

proposed in [97] is designed to estimate the system states and perturbation. 

Define a fictitious state (extend order) to represent the system perturbation, refine new 

states 𝑧1 = 𝑦 , 𝑧2 = 𝑦
(1) ,  𝑧𝜌 = 𝑦(𝜌−1) , 𝑧𝜌+1 = 𝑦(𝜌) , the state equation of system 

(3.14) may be represented as  

{
 
 

 
 
𝑧̇1            =        𝑧2

⋯
𝑧̇𝜌 =    𝑧𝜌+1 + 𝑏0𝑢

𝑧̇𝜌+1       =       𝛹̇(∙)
𝑦                =      𝑧1

                                                              (3.30) 

where  𝛹̇(∙) Is the derivative of 𝛹(∙). 

The system (30) can be rewritten in a matrix form: 

{
𝑍̇ = 𝐴1𝑍 + 𝐵3𝑢 + 𝐵1𝛹̇(∙)

𝑦 = 𝐶1𝑍
                                                    (3.31) 

where 

𝑍 =

[
 
 
 
 
𝑧1
𝑧2
…
𝑧𝜌
𝑧𝜌+1]

 
 
 
 

, 𝐴1 = 

[
 
 
 
 
 0    1 … …  0 
0    0  1  …  0
⋮                   ⋮
0   0  0 …    1 
 0   0  0 …    0  ]

 
 
 
 

(𝜌+1)×(𝜌+1)

, 

 𝐵3 =

[
 
 
 
 
0
0
⋮
1
0]
 
 
 
 

(𝜌+1)×1

, 𝐵1 =

[
 
 
 
 
0
0
⋮
0
1]
 
 
 
 

(𝜌+1)×1

, 𝑎𝑛𝑑 𝐶1 =

[
 
 
 
 
1
0
⋮
0
0]
 
 
 
 
𝑇

(𝜌+1)×1

 

The following assumptions are made on system (3.31). 

A1 𝑏0 is chosen to satisfy: |
𝑏(𝑥)

𝑏0
− 1| ≤  𝜃 < 1, where 𝜃 is a positive constant. 

A2 The function (𝑥, 𝑢, 𝑡) : 𝑅𝑛 × 𝑅 × 𝑅+ → 𝑅 and 𝛹̇(𝑥, 𝑢, 𝑡) : 𝑅𝑛 × 𝑅 × 𝑅+ → 𝑅 

are locally Lipschitz in their arguments over the domain of interest and globally 

bounded in 𝑥: 
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|𝛹(𝑥, 𝑢, 𝑡)| ≤  𝛾1, |𝛹̇(𝑥, 𝑢, 𝑡)| ≤  𝛾2, 

where 𝛾1  and 𝛾2  are positive constants. In addition, 𝛹(0,0,0) = 0  and 

𝛹̇(0,0,0) = 0. 

Assumption A2 guarantees that the origin is an equilibrium point of the open-loop 

system. 

Two cases will be discussed in the following section. When the all states 

𝑧1 , 𝑧2 , ⋯ , 𝑧𝜌  are available, a perturbation observer is designed to estimate the 

perturbation by using 𝑧𝜌 as the measurement 𝑦 = 𝑧𝜌. When 𝑧1 is the only available 

state 𝑦 = 𝑧1 ,  a state and perturbation observer is designed to estimate all other 

states and the perturbation. Accordingly, a state-feedback and a output-feedback NAC 

are obtained respectively. 

3.5.2 Extended-state Perturbation Observer 

Assuming all states 𝑧𝜌, 𝑖 = 1,… , 𝜌 are available and taking 𝑧𝜌 as a measurement, a 

high-gain track differentiator is designed as  

{
𝑧̇̂𝜌 = 𝑧̂𝜌+1 + ℎ1(𝑧𝜌 − 𝑧̂𝜌) + 𝑏0𝑢

𝑧̇̂𝜌+1 = ℎ2(𝑧𝜌 − 𝑧̂𝜌)
                                      (3.32) 

where ℎ1 and ℎ2 are gains of the high gain observer. Throughout this section, 𝑧̃𝑖 =

𝑧𝑖 − 𝑧̂𝑖  refers to the estimation error of 𝑧𝑖  whereas 𝑧̂𝑖  symbolizes the estimated 

quantity of 𝑧𝑖. The estimation error 𝑧̃𝑖 = 𝑧𝑖 − 𝑧̂𝑖, 𝑖 = 𝜌, 𝜌 + 1, satisfies the equation 

{
𝑧̇̃𝜌 = −ℎ1𝑧̃𝜌 + 𝑧̃𝑛+1

𝑧̇̃𝜌+1 = −ℎ2𝑧̃𝜌 + 𝛹̇(∙)
                                                    (3.33) 

The above error dynamic can be represented in a matrix form as 

𝑧̇̃𝑝𝑜 = 𝐴𝑝𝑜𝑧𝑝𝑜 + 𝐵𝑝𝑜𝛹̇(∙)                                                     (3.34) 
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where  𝑧̃𝑝𝑜 = [𝑧̃𝑛, 𝑧̃𝑛+1]
𝑇, and  

𝐴𝑝𝑜 = [
−ℎ1       1
−ℎ2      0

] , 𝐵𝑝𝑜 = [
0
1
], 

where  𝐴𝑝𝑜 is a Hurwitz matrix. 

Based on [97], the estimation error of the system (3.34) is summarized as below:  

Consider system (3.30) and design a high gain perturbation observer (3.32). If 

assumptions A1~A2 hold, then given any constant 𝛿𝑝𝑜, the gain 𝐻𝑝𝑜 can be chosen 

such that the error 𝑧̃𝑝𝑜  of the perturbation observer (3.32), from any initial value 

𝑧̃𝑝𝑜(0), converges exponentially to the neighborhood 

‖ 𝑧̃𝑝𝑜‖ ≤  𝛿𝑝𝑜                                                                     (3.35) 

3.5.3 Extended-order State and Perturbation Observer 

In this section, the output is chosen as y =  𝑧1 and a (𝜌 +1) th-order state observer 

is designed to estimate the system states and perturbation. The state estimate 𝑧̂1 of 

system (3.31) is obtained using the observer as  

 𝑍̇̂ = 𝐴1𝑍̂ + 𝐵3 +𝐻(𝑦 − 𝐶1𝑍̂)                                       (3.36) 

The observer gain 𝐻 is chosen as: 

H =

[
 
 
 
 
 
 
 
 
𝛼1
𝜖
𝛼2
𝜖2

⋮
𝛼𝜌

𝜖𝜌
𝛼𝜌+1

𝜖𝜌+1]
 
 
 
 
 
 
 
 

,                                                                         (3.37) 

where ϵ is a positive constant, 0 < ϵ < 1, to be specified and the positive constants 

𝛼𝑖, 𝑖 = 1,2,⋯ , 𝜌 + 1, are chosen such that the roots of  

𝑠𝜌+1 + 𝛼1𝑠
𝜌 +⋯+ 𝛼𝜌𝑠 + 𝛼𝜌+1 = 0                                            (3.38)  
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are in the open left-half complex plan, where s is the Laplace operator. 

Defining the estimation error as  𝑧̃𝑒 = 𝑧𝑒 − 𝑧̂𝑒, the error dynamics of observer (3.36) 

becomes 

𝑧̇̃𝑒 = (𝐴1 − 𝐻𝐶1)𝑧̃𝑒 + 𝐵1𝛹̇(∙)                                                    (3.39) 

For the purpose of analysis, replace the observer error dynamics by the equivalent 

dynamics of the scaled estimation error 

𝜂𝑖 =
𝑧̃𝑖

𝜖𝜌+1−𝑖
,        1 ≤ 𝑖 ≤ 𝜌 + 1. 

Hence, we have 𝑧̂𝑒 = 𝑧𝑒 − 𝐷(𝜖)𝜂, where 

𝜂 = [𝜂1, 𝜂2… , 𝜂𝑛+1]
𝑇, 

𝐷(𝜖) = 𝑑𝑖𝑎𝑔[𝜖𝜌+1, … ,1](𝜌+1）×（𝜌+1） 

Then the error dynamics of observer (3.39) can be represented as 

𝜂̇ =  𝐷−1(𝜖)(𝐴1 − 𝐻𝐶1)𝐷(𝜖)𝜂 + 𝐷
−1(𝜂)𝐵1𝛹̇(∙) =  

1

𝜖
 𝐴10𝜂 + 𝐵1𝛹̇(∙)      (3.40) 

where 

𝐴10 = 

[
 
 
 
 
−𝛼1    1 … …  0 
−𝛼2    0  1  …  0
⋮                   ⋮

−𝛼𝜌   0  0 …    1 

−𝛼𝜌+1   0  0 …    0  ]
 
 
 
 

 

is Hurwitzian. 

3.5.4 Design of ESO Based Control  

The estimate of perturbation 𝑧̂𝜌+1 is used to realize the feedback linearization of the 

nonlinear system (3.31). After the unknown system nonlinearities and uncertainties 

are cancelled by the perturbation estimate, a linear state feedback controller is 

designed for the equivalent linear system. The complete control is designed as follows: 
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{𝑢 =
𝑣

𝑏0
−
𝑧̃𝜌+1

𝑏0
𝑣 =    −𝐾𝑍      

                                                                (3.41) 

where  𝐾 = [ 𝑘1, 𝑘2 ⋯  𝑘𝑛]
𝑇 is the linear feedback controller gains, which make 

the matrix 𝐴0 = 𝐴 − 𝐵𝐾 be Hurwitzian.  

Using the estimates of states and perturbation, an output feedback linearization control 

law is designed for the nonlinear system (3.31). The complete control is designed the 

same as that represented by equation (3.41) except that the true states are replaced 

with the estimated states: 

{
𝑢 =

𝑣

𝑏0
−
𝑧̃𝜌+1

𝑏0
𝑣 =    −𝐾𝑍̂      

                                                                (3.42) 

where  𝐾 = [ 𝑘1, 𝑘2 ⋯  𝑘𝑛]
𝑇 is the linear feedback controller gains, which make 

the matrix 𝐴0 = 𝐴 − 𝐵𝐾 be Hurwitzian. Note that the analysis of the closed-loop 

system under the perturbation observer and the controller is given in [97]. 

 

3.6 Design of ESO Based PSS (ESO_PSS) 

Based on system (3.23), choose 𝑦 = 𝑧4,  design a 2rd-order perturbation observer 

based on (3.32) as: 

{
𝑧̇̂4 = 𝑧̂5 + ℎ1(𝑧4 − 𝑧̂4) + 𝑏0𝑢𝑝𝑠𝑠

𝑧̇̂5 = ℎ2(𝑧4 − 𝑧̂4)
                                                    (3.43) 

and then the state – feedback ESO-PSS can be obtained from (3.41) as: 

{
𝑢 =

𝑣

𝑏0
−
𝑧̃5
𝑏0

𝑣 =    −𝐾𝑍      

                                                                (3.44) 

Similarly, 𝑦 = 𝑧1, a 5th–order state and perturbation observer can be designed based 
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on system (3.36) as: 

{
 
 

 
 

𝑦 = 𝑧1
𝑧̇̂1 = 𝑧̂2 + ℎ1(𝑧1 − 𝑧̂1)

𝑧̇̂2 = 𝑧̂3 + ℎ2(𝑧1 − 𝑧̂1)

𝑧̇̂4 = 𝑧̂3 + ℎ3(𝑧1 − 𝑧̂1) + 𝑏0𝑢𝑝𝑠𝑠

𝑧̇̂5 = ℎ5(𝑧1 − 𝑧̂1)

                                              (3.45) 

and then the output – feedback ESO-PSS can be obtained from (3.42) as: 

{
𝑢 =

𝑣

𝑏0
−
𝑧̃5
𝑏0

𝑣 =    −𝐾𝑍̂      

                                                                (3.46) 

Note that a fifth order SPO is difficult to be implemented in practice due to the ultra-

high gains used. In next chapter, a unified disturbance estimator (UDE) based on 

frequency domain will be investigated, in which the UDE only requires the same-

order derivatives of system state equation and can be designed on output based only.  

3.7 Simulation Results 

The structure of the nonlinear PSS connected to the generator excitation system 

together with an AVR and PSS is shown in Figure 3.2  

 

 

Figure 3.2 Excitation system with AVR and PSS   

Simulation studies have been undertaken on a single-machine infinite-bus 
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power system as shown in Figure 2.1, based on same parameters given in Chapter 2. 

The performances of the controller are investigated with a three-phase-to-ground 

short-circuit fault occurring at the sending end of the transmission lines. The fault 

happens at 2 second and last for 0.1s, then the fault is cleared.  

Pole placement technique is used to design the linear control 𝑣.  Let 𝑝 as 

the chosen pole, then  𝐾 = [ 𝑘1, 𝑘2 ⋯  𝑘𝑛]
𝑇 = [ 𝑝4, 4𝑝3, 6𝑝2, 4𝑝]𝑇. Here 𝑝 = 12. 

Note the FLCPSS and the ESOPSS use the same 𝑣. The PSS’s output is limited by 

±0.125 p.u.  

3.7.1 Comparison of performance of FLCPSS with CPSS 

Simulation results of FLCPSS are shown in Figure 3.3 to Figure 3.6, which 

illustrate that the performance of FLCPSS is much better than that of the CPSS. Pole 

location is a key parameter of the FLCPSS, in which a large value may result in 

unnecessary very large control gain and sensitive to measurement noise, while a small 

value may result in worse performance than the CPSS and even unstable system. Pole 

value ranges within [6, 8, 10, 12] are tested and results are shown in Figure 3.7.  Note 

the FLCPSS gain better performance with a relatively aggressive and larger control 

output than the CPSS, as shown in Fig. 3.6 and also a worse voltage performance in 

Fig. 3.5. 
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Figure 3.3 Rotor angle response of FLCPSS  

 

 

  Figure 3.4 Rotor speed response of FLCPSS 
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Figure 3.5 Voltage response of FLCPSS 

 

Figure 3.6 Control output of FLCPSS 
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Figure 3.7 Performance comparison with different poles’ value for FLCPSS 

 

3.7.2 Performance of ESOPSS 

Response of the ESOPSS is shown in Fig. 3.8. Note that ESOPSS can provide almost 

the same performance as the FLCPSS Note that ESOPSS does not require the accurate 

nonlinear model and utilize the ESO to estimate the nonlinearities and then 

compensate it in real time. The FLCPSS however requires the accurate nonlinear 

model and thus it can provide better performance, but it can predict that the weak 

robustness to parameter uncertainties.  
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(a) 

 

 

(b) 
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(c) 

 

(d) 

Figure 3.8 Response of ESOPSS (a) Rotor angle; (b) Speed; (c) Terminal voltage Vt; 

(d) Control  

 

3.7.3 Performance of the ESPO  

If we assume all states are measurable in the system (23), i.e., 𝑧1 = 𝑦, 𝑧2 =

𝑦̇, 𝑧3 = 𝑦̈, 𝑧4 = 𝑦  are all available, then choose 𝑧4 = 𝑦 𝑎𝑠 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑚𝑒𝑛𝑡,  a 
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second-order extended state PO is designed as: pole=20 and 𝜖 = 0.01, that is 𝛼1 =

2 ∗ 𝑝 = 40, 𝛼2 = 𝑝 ∗ 𝑝 = 400.  The response of the PO is shown in Fig. 3.9.   If 

only 𝑧1 = 𝑦 is available, a fifth order SPO should be designed to estimate the state 

and the perturbation [97]. However, this will result in an extremely large gain to 

prevent its applicability in practice. In fact, this is the main disadvantage of the ESO, 

especially the high gain-based observer. Here for an illustration purpose, a third order 

SPO is designed with 𝑧3 = 𝑦̈  as the measurement, with the same pole =20, and and 

𝜖 = 0.01 . The 3-rd SPO’s output is shown in Fig. 3.10. Note that both observers 

cannot provide accurate estimate of the a(x) (assuming all nonlinearities are unknown), 

but the closed-loop performance of the ESOPSS still is acceptable. The main reason 

is that the estimate can at least partially compensate the real uncertainties and also the 

second reason is the closed-loop control can provide correct function.  

 

 

(a) 
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(b) 

Figure 3.9 Response of second-order PO with 𝑧4 = 𝑦 as the available measurement. 

(a) Z4 and its estimate; (b) Real a(x) and its estimate 

 

 

 

 

 

(a) 
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(b) 

 

(c) 

Figure 3.10 Response of second-order PO with  as the available measurement 𝑧3 = 𝑦̈. 

(a) Z3 and its estimate; (b) Z4 and its estimate; (c) Real a(x) and its estimate 

3.7.4 Robustness test 

The robustness of the controller is evaluated in the cases of the variation of the system 

operation conditions. From the results, it can be seen that the nonlinear PSS (NPSS) 

including FLC and ESOPSS, have a better performance than the CPSS and without 

using PSS. After the fault transmission line been cut off after 0.1s, the total reactance 
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of the transmission line is half its initial value. Thus, the system operation point is 

changed because of the fault, as seen in the rotor angle response from its initial value 

0.681 to 1.2 in Figure 3.10 (a). Beside the rotor angle, all other state variables, such 

as angular frequency, terminal voltage and generator power is stabilized to its initial 

value in steady state. With the use of the nonlinear compensator, the rotor angle, 

angular frequency, and generator power oscillation are eliminated with less than half 

the clear time in CPSS. 
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(a) 

  

(b) 
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(c) 

 

 

(d) 

Figure3.11: Simulation results comparison between different PSS under 

transmission line short-circuit fault.  (a) Rotor angle in rad; (b) Angular frequency 

in rad/s; (c) Generator terminal voltage in p.u.; and (d) Generator output power in 

p.u. 
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Figure 3.12: Controller output comparison between CPSS and NPSS under 

transmission line short-circuit fault. 

To compare with the control efficiency under the same performance, the CPSS control 

gain can be increased to improve its performance. Figure 3.12 shows the comparison 

results of the control performance under the same condition with increase the control 

gain of CPSS to the 10 times its initial value. Then the control performance of NPSS 

and CPSS are almost the same, with a much quicker clear time in oscillation. 
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(a) 

 

 

(b) 

 

(C) 

 



                                                         82 
 

  WENZHENG DENG 

 

 

(d) 

Figure 3.13: Simulation results comparison between CPSS with 10 times control 

gain and NPSS under transmission line short-circuit fault. (a) Rotor angle in rad; (b) 

Angular frequency in rad/s; (c) Generator terminal voltage in p.u.; and (d) Generator 

output power in p.u. 

 

Figure 3.14: Controller output comparison between CPSS with 10 times control gain 

and NPSS under transmission line short-circuit fault. 
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With the same control performance between NPSS and CPSS, the controller output 

between these two controllers is compared in Figure 3.14. The comparison results 

show that the CPSS has a much higher actuator usage than NPSS to get the same 

performance. That is to say that the designed nonlinear compensator in NPSS can both 

improve the control performance and increase the efficiency of actuator usage. 

Beside the transmission line fault, the mechanical input power of the generator also 

may have fault during the operation. Another case that indicate the step decrease and 

step increase of the mechanical input power are simulated for the SMIB power system. 

Figure 3.15 shows the control performance of the rotor angle, angular frequency, 

terminal voltage and output power of the generator during the mechanical power 

decrease and recovery. The NPSS has a faster recovery in oscillation and less 

overshoot in the rotor angle, angular frequency, and output power. If the rotor angle 

overshoot above 180 degree, the power system will become unstable. Therefore, the 

NPSS can increase the robustness of the SMIB power system. 
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(a) 

 

                              (b) 
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(c) 

 

 

 

(d) 

Figure 3.15: Simulation results comparison between different PSS under generator 

power drop and recovery (a) Rotor angle in rad, (b) Angular frequency in rad/s, (c) 

Generator terminal voltage in p.u., and (d) Generator output power in p.u. 
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3.8 Conclusion 

 

This chapter has investigated the design of nonlinear PSS based feedback linearizing 

control and extend-order perturbation observer, based on the 4th-order model of a 

SMIB system. The main difference of this chapter with reference [97] is that the PSS 

contributed its output to the input of the AVR, together with the terminal voltage 

deviation signal, rather than contribute the excitation voltage in parallel with the AVR 

in [1]. Comparison of the FLCPSS, ESOPSS with the CPSS have been carried out, to 

illustrate the advantages and disadvantages of the ESO based PSS.  
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Chapter 4 PSS based on Frequency Domain Unified 

Disturbance Estimator  

4.1 Introduction 

Time domain extend-state perturbation observer investigated in Chapter 3 

requires a high-order observer which sometimes has very large gain and difficult to 

be implemented in practice. Frequency domain disturbance observer however only 

deal with the dynamic at the interested frequency range, usually the low frequency 

band such as the low frequency oscillation of power system. This chapter will 

investigate a frequency domain observer to estimate the disturbance and uncertainties, 

and pure derivative of state combining with the high-order low pass filter is used to 

replace the high-order state equation of the observer. The designed UDE-PSS is easily 

implemented but can still deal with the nonlinearities and uncertainties of the power 

system.  

4.2 Uncertainty and Disturbance Estimator (UDE) based 

Control Method 

This section will briefly recall the method of uncertainties and disturbance 

estimator proposed in frequency domain in [108-111]. The system to be considered is 

formulated as  

𝑥̇ = (𝐴 + 𝐹)𝑥 + 𝐵𝑢(𝑡) + 𝑑(𝑡)                                           (4.1)    

where  𝐱 = (𝑥1, 𝑥2… , 𝑥𝑛)
𝑇  is the state,  𝐮(𝐭) = [𝑢1(𝑡), … 𝑢𝑟(𝑡)]

𝑇  is the control 
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input, A is the state matrix, F is the unknown state matrix, B is the control matrix 

having full column rank, and 𝑑(𝑡) is the unpredictable external disturbances. 

Assume that the desired specification can be described by the reference model 

𝑥̇𝑚 = 𝐴𝑚𝑥𝑚 + 𝐵𝑚𝑐(𝑡)                                                        (4.2) 

where 𝑥𝑚, 𝐴𝑚, 𝐵𝑚 are state, state matrix and control matrix of a reference model 

respectively.  The control objective is to make the tracking error e between the 

system and the reference model converge to zero, that is 

𝐞 = (𝑥𝑚1 − 𝑥1…𝑥𝑚𝑛 − 𝑥𝑛)
𝑇 = 𝑥𝑚 − 𝑥                         (4.3) 

ė = (𝐴𝑚 + 𝐾)e                                                                    (4.4) 

In other words, the error dynamics is stable, where K is called the error feedback gain. 

Combining the equations above, we obtain 

𝐴𝑚𝑥 + 𝐵𝑚𝑐(𝑡) − 𝐴𝑥 − 𝐹𝑥 − 𝐵𝑢(𝑡) − 𝑑(𝑡) = 𝐾𝑒                              (4.5) 

Then the control action 𝑢(t) is obtained as  

𝑢(t) = 𝐵+[𝐴𝑚𝑥 + 𝐵𝑚𝑐(𝑡) − 𝐴𝑥 − 𝐹𝑥 − 𝑑(𝑡) − 𝐾𝑒]                       (4.6) 

where 𝐵+ = (𝐵𝑇𝐵)−1𝐵𝑇. 

The control action 𝑢(t) can be represented in the s-domain via Laplace transforms 

as  

U(s) = 𝐵+[𝐴𝑚𝑋(𝑠) + 𝐵𝑚𝐶(𝑠) − 𝐾𝐸(𝑠) − 𝐴𝑋(𝑠)] + 𝐵
+[−𝐹𝑋(𝑠) − 𝐷(𝑠)]    (4.7) 

The second part, denoted hereafter by 𝑈𝑑(𝑠)  , includes the uncertainties and the 

external disturbance can be rewritten as  

𝑈𝑑(𝑠) = 𝐵+[−𝐹𝑋(𝑠) − 𝐷(𝑠)] = 𝐵+[(𝐴 − 𝑠𝐼)𝑋(𝑠) + 𝐵𝑈(𝑠)]     (4.8) 

From system (4.1), we have  
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−𝐹𝑋(𝑠) − 𝐷(𝑠) = (𝐴 − 𝑠𝐼)𝑋(𝑠) + 𝐵𝑈(𝑠)                                          (4.9) 

Assume that 𝐺𝑓(𝑠) is a strictly proper low-pass filter with unity steady-state gain and 

broad enough bandwidth, then 𝑈𝑑(𝑠)  can be accurately approximated to UDE, 

where 

UDE = 𝐵+[(𝐴 − 𝑠𝐼)𝑋(𝑠) + 𝐵𝑈(𝑠)]𝐺𝑓(𝑠)                                       (4.10) 

Hence, the control (4.7) can is  

U(s) = 𝐵+[𝐴𝑚𝑋 + 𝐵𝑚𝐶 − 𝐾𝐸 − 𝐴𝑋)] + UDE                                  (4.11) 

That is 

U(s) = 𝐵+[𝐴𝑚𝑋 + 𝐵𝑚𝐶 − 𝐾𝐸 − 𝐴𝑋(1 − 𝐺𝑓) − 𝑠𝐺𝑓𝑋 + 𝐺𝑓𝐵𝑈]           (4.12) 

Then the UDE-based control law is derived as  

  U(s) = (𝐼 − 𝐵+𝐵𝐺𝑓)
−1
𝐵+ ∙ [𝐴𝑚𝑋 + 𝐵𝑚𝐶 − 𝐾𝐸 − 𝐴𝑋(1 − 𝐺𝑓) − 𝑠𝐺𝑓𝑋]     (4.13) 

The estimate error of UDE can be obtained as  

UDEerror = Ud(𝑠) (1 − 𝐺𝑓(𝑠))                            (4.14) 

As 𝐺𝑓(𝑠)  is a low-pass filter, 𝐺𝑓(𝑠) = 1  for 𝑓 < 𝜔𝑐 , where 𝜔𝑐  is the cut-off 

frequency of the linear system, thus the estimation error (4.14) will approximately 

approach zero at the interested frequency range of the system.  A practical first-order 

low-pass filter is  

𝐺𝑓(𝑠) =
1

𝑇𝑠 + 1
                                                           (4.15) 

where T=1/𝜔𝑓. Although this will cause some error in the estimation, the steady-state 

estimation error is always zero because 𝐺𝑓(0) = 1 can always be chosen to be zero 

for low frequency component. A high-order low-pass filter could be obtained by 

simply series connected the first-order filter (4.14).  
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4.3 Design of UDE-Based PSS  

Based on the system (3.20) - (3.22), we have  

𝑑4𝑦

𝑑𝑡4
= 𝑎(𝑥) + 𝑏(𝑥)𝑢𝑝𝑠𝑠   

where 𝑧1 = 𝑦, 𝑧2 = 𝑦̇, 𝑧3 = 𝑦̈, 𝑧4 = 𝑦.  Thus 𝑦 = 𝛿 − 𝛿0, 𝑦̇ = 𝜔0(𝜔 − 1),  𝑦̈ =

𝜔,̇ 𝑦 = 𝜔̈ , and assume all four states are measurable (ie the up to second-order 

derivative of the speed) , we will design a full-state feedback UDE based PSS at first, 

in which the frequency domain UDE will be designed to replace the extended-order 

perturbation observer in the time-domain. Secondly, the rotor speed or the electrical 

power Pt (equivalent to the first-order of the rotor speed) will be chosen as the 

available output to design a UDE-PSS based on a third-order UDE ( when rotor speed 

as the feedback input of the PSS) and a second-order UDE (when the electrical power 

as the feedback input of the PSS), respectively.  

4.3.1 State-feedback UDE-PSS 

By choosing the last state 𝑦 = 𝑧4 = 𝑦 as the input signal of the UDE, we have  

𝑑 𝑦

𝑑𝑡
= 𝑎(𝑥) + 𝑏(𝑥)𝑢𝑝𝑠𝑠 

Then a UDE with a third-order low pass filter 𝐺𝑓1(𝑠) as:  

𝑈𝐷𝐸1 = 𝐴̂(𝑠) = 𝐺𝑓1(𝑠)[𝑠 𝑌1(𝑠) − (𝐵(𝑠) − 𝐵0)𝑈𝑝𝑠𝑠]        (4.16)                               

where 𝐴̂(𝑠) is the estimate of A(s) in frequency domain, 𝑏0  is the nominal value of 

b(x). 𝐺𝑓1(𝑠) is the first-order low-pass filter. 

 Choose different states as the outputs, i.e., 𝑦2 = 𝑧3 = 𝑦̈, 𝑜𝑟  𝑦3 = 𝑧2 = 𝑦̇  as the 

input of the UDE, we can have  

𝑈𝐷𝐸2 = 𝐴̂(𝑠) = 𝐺𝑓2(𝑠)[𝑠
2𝑌2(𝑠) − (𝐵(𝑠) − 𝐵0)𝑈𝑝𝑠𝑠]      (4.17)                                 
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𝑈𝐷𝐸3 = 𝐴̂(𝑠) = 𝐺𝑓3(𝑠)[𝑠
3𝑌3(𝑠) − (𝐵(𝑠) − 𝐵0)𝑈𝑝𝑠𝑠]      (4.18)                         

where 𝐺𝑓2(𝑠)  and 𝐺𝑓3(𝑠)  are second order and third-order low-pass filter 

respectively.  Finally, the rotor angle can also be chosen as the input of the UDE and 

then a fourth-order low pass filter will be required.  

 Based on equation (3.41), we have the state feedback control as: 

{
𝑢 =

𝑣

𝑏0
−
𝑈𝐷𝐸

𝑏0
𝑣 =    −𝐾𝑍      

                                                                (4.19) 

Where the UDE can be 𝑈𝐷𝐸1, 𝑈𝐷𝐸2, 𝑈𝐷𝐸1 𝑓𝑟𝑜𝑚 (4.16 o (4.18). Note that the linear 

control v still requires the full state feedback and thus (4.19) is called the state-

feedback UDE-PSS.  The main purpose of the full-state feedback UDE-PSS is to 

verify the effectiveness and the equivalence between the time-domain ESPO and the 

UDE, in which UDE has merits such as: 1) the observer order is one-order less the 

ESPO; 2) doesn’t require the direct derivative of the measurements; 3)   and avoid 

the usage of the relatively high-gain in ESPO. 4) fewer tuning parameters as only one 

cut-off frequency required to be tuned in the UDE. 

 

4.3.2 Output-feedback UDE-PSS 

 Control (4.19) requires the full-state feedback (, i.e., the linear controller requires all 

four states 𝑧1 = 𝑦, 𝑧2 = 𝑦̇, 𝑧3 = 𝑦̈, 𝑧4 = 𝑦)  and may have difficult in 

implementation in practice, this section will design an output feedback UDE-PSS. At 

first, a speed-type UDE-PSS based on the measurement of the speed only is designed 

as below: 
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𝑢 =
𝑣

𝑏0
−
𝑈𝐷𝐸3

𝑏0

𝑣 =   −𝐾𝑝 ∗ (ω − 1.0) − 𝐾𝑝 ∫(ω − 1.0)dt − 𝐾𝑑
𝑑

𝑑𝑡
   ω   

         (4.20)                          

Note that the control (4.20), together with UDE3 in (4.18) only require the 

measurement of rotor speed which is much easier than the rotor angle. The Integration 

part however still introduce the damping from the rotor deviation. Here the low pass 

filter could be chosen as  

𝐺𝑓3(𝑠) =
1

𝑇𝑓𝑠 + 1
∗

1

𝑇𝑓𝑠 + 1
∗

1

𝑇𝑓𝑠 + 1
                                                 (4.21) 

 

A power-type UDE-PSS is designed via using the acceleration power (Pm-Pt) of the 

generator as the feedback input of the UDE-PSS to design UDE (4.17): 

𝑢 =
𝑣

𝑏0
−
𝑈𝐷𝐸2
𝑏0

𝑣 =   −𝐾𝑝 ∗ (Pm0 − Pt) − 𝐾𝑝∫(Pm0 − Pt)dt − 𝐾𝑑
𝑑

𝑑𝑡
 (𝑃𝑚0 − 𝑃𝑡)

𝐺𝑓2(𝑠) =
1

𝑇𝑓𝑠 + 1
∗

1

𝑇𝑓𝑠 + 1
  

                   (4.22) 

4.4 Simulation Results 

Simulation studies have been undertaken based on the same SMIB system in Chapter 

2 and Chapter 3 for a fair comparison.  

4.4.1 State feedback UDE-PSS performance 

The first-order low pass filter parameter 𝑇𝑓 = 0.001𝑠 .  Results of a first order 

UDE-PSS based on (4.18) are shown in Fig. 4.2, which show that almost same 

response than that of ESOPSS in Fig. 3.8.  Estimate of the a(x) by the first order 

UDE (4.18) and the real a(x) calculated is shown in Fig. 4.3. Note that the estimate at 

the begging of the transient period is not accurate, and then converge to the real 
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estimate after 0.4 seconds.  The effectiveness of the compensation of the estimated 

disturbance (or called perturbance in this thesis) can be shown in Fig. 4.4, in which 

the compensation (-UDE) is removed from the controller (4.20) and the response of 

the linear control v  only is worse than that of the CPSS. This shows that the 

effectiveness of the compensation, even the estimate is not accurate, doesn’t rely on 

the real-time compensation of all dynamic in time-domain, and may only depend upon 

the low-frequency domain dynamic. This will be further investigated in frequency 

domain. 

 

(a) 
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(b) 

 

(c) 
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(d) 

Figure 4.1 Response of UDE3-PSS with a first order UDE (a) Rotor angle; (b) Speed; 

(c) Terminal voltage Vt; (d) Control  

 

Figure 4.2 Estimate of a(x) via the first order UDE 
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Figure 4.3 Effectiveness of the compensation of inaccurate estimate of a(x)  

 

Design a third-order low pass filter (4.21) via setting parameter T_f=0.001s.  Results of first 

order UDE-PSS based on (4.16) are shown in Fig. 4.5. Again, almost similar response with that of 

ESOPSS in Fig. 3.8 is obtained.  Estimate of the a(x) by the third order UDE (4.16) and the real 

a(x) calculated is shown in Fig. 4.6. 

 

(a) 
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(b) 

 

(c) 
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(d) 

Figure 4.4 Response of full state PSS based on a third order UDE (a) Rotor angle; (b) 

Speed; (c) Terminal voltage Vt; (d) Control  

 

 

 

 

Figure 4.5 Estimate of a(x) via the third order UDE 
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4.4.2 Output feedback UDE-PSS 

System output of a speed UDE-PSS based on UDE (4.16) and control (4.20) 

and (4.21) is shown in Figure and 4.6 and 4.7.  Here a constant value of b(x) is used, 

i.e. b(x)=b0, where b0 =-459 is the nominal value of b(x). The Speed-type UDE-PSS 

only requires one measurement. Gains of the PID are tuned automatically by the tools 

provide by Matlab, and obtained as Kp=-23191, Ki=-20988; Kd=-1501. The output 

of the UDE is scaled down via being divided by b0.  

 

 

(a) 
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(b) 

 

(c) 
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(d) 

Figure 4.6 Response of Speed UDE-PSS based on a third order UDE (a) 

Rotor angle; (b) Speed; (c) Terminal voltage Vt; (d) Control  

 

Figure 4.7 Estimate of a(x) via the third order UDE (speed-based) 
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(a) 

 

(b) 
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(c) 

  

(d) 

Figure 4.8 Response of Power UDE-PSS based on a second order UDE (a) Rotor 

angle; (b) Speed; (c) Terminal voltage Vt; (d) Control  

Note that the rotor angle and the output power has been transferred to the new 

operation points smoothly, and UDE-PSS can provide better performance of the rotor 
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angle (output power), with the cost of a little worse terminal voltage performance. 

This is caused as both the rotor angle and the terminal voltage are controlled by the 

same control variable, excitation voltage, a better rotor angle performance will use 

more control effort among the excitation voltage. Based on simulation results, we can 

conclude that the UDE-PSS can provide better performance than the CPSS, based on 

the estimation and compensation of UD. The UDE is designed in frequency domain 

which makes it be easily analyzed and compared with the CPSS, the current industrial 

standard PSS. 

4.5 Conclusions  

   Conventional lead-lag-type Power System Stabilizer (CPSS) developed in 

frequency domain has been recalled, and then a perturbation estimator designed in 

frequency domain has been augmented on to the CPSS, and results in a Nonlinear PSS 

which can deal with the model uncertainties originating from the shift of operation 

points, external disturbances from the grid faults, and parameters uncertainties. Initial 

simulation tests have been done to verify the performance of the proposed NPSS, 

compared with the CPSS. 
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Chapter 5 Performance evaluation in multi-machine power 

system  

5.1 Introduction  

The PSS’s performance of damping local mode oscillation, i.e. single generator 

oscillates against the infinite bus system, has been verified in Chapter 4. This chapter 

will investigate the effectiveness of the PSS damping the inter-area oscillation which 

should be tested under multi-machine power system. The main challenges are that the 

existing of multi oscillation mode which are interacted and coupled each other. And, 

the interaction of the damping torque provided from PSSs to different modes and 

sometimes PSS designed for one mode may reduce the damping to another mode.  

5.2 Multi-band PSS PSS2B and PSS4B  

The system performance is tested with comparison of three Power System Stabilizer 

(PSS) as follows: 

a) MB-PSS with simplified settings: IEEE® type PSS4B according to IEEE Std 

421.5, called MB-PSS 

b) Conventional Delta w PSS from P. Kundur (Ref. [1], pp. 814-815, and Ref. 

[2] ), called Speed-PSS 

c) Conventional Acceleration Power (Delta Pa) PSS, called Power-PSS 

The diagram of those PSSs are shown in Figure 5.1. 
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(a) 

 

(b) 

Figure 5.1 IEEE Standard PSS models, (a) MB-PSS (PSS4B); (b) Conventional 

Delta w PSS (Speed-PSS) and Acceleration Power (Delta Pa) PSS (Power-PSS) 

In this chapter, contribution of damping of inter-area oscillation from the Speed-

based UDEPSS (called Speed UDEPSS) and the Acceleration Power based UDEPSS 

(called Power UDEPSS) are tested respectively, compared with those PSSs mentioned 

above. For simplicity, those UDEPSSs use the same parameters obtained in Chapter 

4 for a multi-machine case. Simulation results in the following part of this chapter 

show that they can still provide a satisfactory performance, which demonstrates the 

supreme robustness of the proposed UDEPSSs against different operation conditions 
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and also a much simpler tuning and design efforts than those conventional PSSs which 

suffer from the difficulty of optimal tuning. Of course, a fine tuning of those 

UDEPSSs will further improve their performance.  

5.3 Verification of damping inter-area oscillation in a four machine 

two area system  

The proposed PSS will be tested in a multi-machine power system based on Kundur's 

Four-Machine Two-Area Test System, which is a test benchmark for small signal 

stability and available on Matlab/Simulink/Simpowersystems Toolbox. The structure 

of this system as shown in Fig. 5.2. This system has been modified by adding the 

speed-type UDEPSS as type 4 PSS and the power-type UDEPSS Three PSS are 

compared using the same settings for all machines.  

 

Figure 5.2 Kundur’s Four-Machine Two-Area Test System [3] 
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The test system consists of two fully symmetrical areas linked together by two 

230 kV lines of 220 km length. It was specifically designed in [1, 2] to study low 

frequency electromechanical oscillations in large interconnected power systems. 

Despite its small size, it mimics very closely the behaviour of typical systems in actual 

operation. Each area is equipped with two identical round rotor generators rated 20 

kV/900 MVA. The synchronous machines have identical parameters [1, 2], except for 

inertias which are H = 6.5s in area 1 and H = 6.175s in area 2 [1]. Thermal plants 

having identical speed regulators are further assumed at all locations, in addition to 

fast static exciters with a 200 gain [1, 2]. The load is represented as constant 

impedances and split between the areas in such a way that area 1 is exporting 413MW 

to area 2. Since the surge impedance loading of a single line is about 140 MW [1], the 

system is somewhat stressed, even in steady state. The reference load-flow with M2 

considered the slack machine is such that all generators are producing about 700 MW 

each. The results can be seen by opening the Powergui and selecting Machine 

Initialization. They are slightly different from [1], because the load voltage profile 

was improved (made closer to unity) by installing 187 MVAR more capacitors in each 

area. In addition, transmission and generation losses may vary depending on the detail 

level in line and generator representation.  

5.3.1 Small-signal performance assessment 

Small-signal performance assessment is simulated by setting a 5% step increase 

lasting for 12-cycle pulse on voltage reference of M1 at 1 second.  Performance of 

this test are shown in Figure 5.3. The results show that all PSSs can provide very good 
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performance, while the proposed UDEPSS gives the best performance. Note that the 

UDEPSS has a simpler structure than the PSS4B and also provide a much better 

robustness as we directly use the designed EDEPSS for the SMIB system in Chapter 

4. Also, the contribution of all PSSs to the damping of the inter-area oscillation has 

been well demonstrated.  

 

(a) Rotor angle of M1 vs M4; 
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(b) Power transfer between B1 to B2 

 

(c) Rotor Speed of M1 

 

(d) Acceleration of Power of M1 
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(e) Terminal voltage of M1 

 

(f) Output of PSSs 

Figure 5.3 Response of different PSSs under 5% step change of the terminal voltage 

of M1 for 12 cycles. 
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5.3.2 Large signal performance assessment  

Performance of PSSs during the large perturbations and a good robustness 

with respect to changing operating conditions are other criteria of an equal importance 

for a PSS. To demonstrate and assess the PSS’s performance, a three-phase to ground 

fault happens at 1 second at the middle of one of the two transmission lines and lasting 

8 cycles (8/60 sec.) and then the fault line is tripped off by opening the breaker "Brk1" 

and "Brk2".  

Results under 8 cycles fault: Simulation results of M1 is shown in Figure 5.4. Here 

three PSSs are compared: Speed UDEPSS, MB-PSS and Speed PSS. After one tie-

line has been tripped off to clear the fault, the system can reach another stable 

operating point in steady-state, although not every PSS is able to ensure a smooth 

transition into this new highly stressed operating point, as shown in Figure 5.4(b). 

Once again, we can observer that the proposed UDEPSS can provide much better 

performance than the MB-PSS and Speed PSS. Note that the Power-type PSS cannot 

maintain the system stability under this type of fault, and its simulation results is not 

be included in the results.   
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(a) Rotor angle of M1 vs M4 

 

(b) Power transfer from B1 to B2 

 

(c) Acceleration Power of M1 
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(d) Voltage of M1 

 

(e) PSS output 

Figure 5.4 Response to three PSSs under three-phase to ground for 8 cycles 

Results under 12 cycles faults: To further test the transient performance provided by 

the Speed UDE PSS, a 12 cycles three-phase to ground fault is simulated. Under this 

case, the MB-PSS will loss synchronism, and only the Speed PSS and the Speed 

UDEPSS can maintain the system stability.  The simulation response is shown in 

Figure 5.5.  From Figure 5.5, it can see that the proposed Speed UDEPSS can provide a 
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better response than the Speed PSS. 

 

(a) Rotor angle of M1 vs M4 

 

(b) Active power between B1 bus to B2 bus 
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(c) Speed of M1 

 

(d) Acceleration Power of M1 
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(e) Terminal Voltage of M1 

 

(f) PSS output 

Figure 5.5 Response to different PSSs under three-phase to ground for 12 cycles, only Speed 

UDEPSS and Speed PSS can provide the stable response. MB-PSS and Power-PSS both cannot 

maintain the stability. 

 

 

 



                                                         118 
 

  WENZHENG DENG 

 

5.3.3 Power type UDEPSS large signal performance assessment  

As discussed in the Section 4.3.2, a power type UDEPSS can be designed via 

using the acceleration power of the generator as the feedback input of the UDE (4.17) 

and design a PID type linear controller as shown (4.22).  The structure diagram of a 

Power type UDEPSS is shown in Figure 5.6. Comparing with the Speed UDEPSS 

tested in previous section who uses a third-order low-pass filter, here a second-order 

low pass filter is used. Simulation results of Speed UDEPSS and Power UDEPSS 

under 12 cycles of fault are shown in Figure 5.7, which shows that both can maintain 

the system stability, while the Speed UDEPSS’s performance is better and one 

possible reason is the Speed UDEPSS provide the damping torque from the direct 

feedback of the speed. Note that both of them are not fined tuned and use the designed 

PSSs for SMIB system in Chapter 4.   

 

Figure 5.6 Structure of a Power type UDEPSS based on Eqn. (4.22) 
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(a) PSS output 

 

(b) Acceleration Power of M1 
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(c) Rotor speed of M1 

 

(d) Terminal voltage of M1 
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(e) Active Power from Bus 1 to Bus 2 

 

 

(f) Rotor angle of M1 vs M4 

Figure 5.7 Response of Speed UDEPSS and Power UDEPSS under three-phase to ground for 12 

cycles 
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5.4 Conclusions 

Performance of the proposed UDEPSS has been tested in the multi-machine 

power system for their capability of damping of inter-area oscillation. IEEE standard 

multi-band PSS, PSS4B, and the classical speed type and acceleration power type 

PSSs are compared. The Speed type UDEPSS can provide better performance than all 

other PSSs which has much simpler structure than the PSS4B and very good 

robustness to system operation points and uncertainties due to the compensation of 

the disturbance and uncertainties. Moreover, it only requires one measurement which 

make it be more practical than those ESPO based PSS which requires rotor angle 

measurement and high-order derivatives of the rotor speed. 
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Chapter 6 Conclusions and future work 

6.1 Conclusions  

 Control system plays a key role to maintain the stability of a modern power 

system which is a high nonlinear and large-scale interconnected system, subject to 

consistent load uncertainties and faults. The control of power system faces new 

challenges after the integration large-scale intermittent renewable power generations 

and flexible load at the demand-side. As synchronous generators still dominate the 

electricity generation and to its operation, all other new types of generation and control 

devices must cooperate with SG to achieve the whole system target, contribution of 

SG to maintain the whole system stability still is the most feasible and effective 

approach. Most large capacity synchronous generators have installed speed governing 

systems at the prime mover, automatic voltage regulator (AVR) and PSS at the 

generator side. 

PSS’s contribution to power system stability is desired more investigations due 

the following reasons. The first one is that their design and tuning are carried out based 

on the linearized model based on one operation point, their performance may be 

degraded when the power system operates at a different operation point caused either 

by load disturbances, dispatch command, and power system faults. Secondly, the 

conventional frequency domain-based design, such as lead-lag compensator type PSS, 

can only easily be designed and analyzed in a single machine infinite bus system 

(SMIB) and it is difficulty to extend them to multi-machine large-scale system. In 
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other words, the interaction between different generators cannot be handled effectively. 

Finally, with the increased development of renewable energy generation from wind 

and solar power, those intermittent and time-varying generations, together with 

demand-side response technology which include direct controllable load will further 

shift the whole power system operating at different operation points. 

This thesis has investigated a nonlinear PSS mainly from the following three 

aspects: 

1) A nonlinear PSS is designed based on the 4th-order nonlinear model in which 

the output of the PSS is added into the terminal voltage deviation and together 

as the input of the AVR. This is different with most nonlinear excitation 

control reported in which the nonlinear excitation controller and the AVR is 

connected in parallel and both outputs are applied to field voltage. The reason 

of the proposed PSS is to improve the small signal stability, rather the 

transient stability in the nonlinear excitation controller. In fact, considering 

the saturation of the excitation field voltage, and also the regulation profile of 

the terminal voltage, a NPSS is designed for improving the damping of low-

frequency oscillation.  

2) Feedback linearization control and extended-order perturbation observer 

(ESO) based nonlinear adaptive control have been applied to design a 

nonlinear PSS and ESO-PSS respectively, based on the fourth order SMIB 

system. State feedback and output feedback control have been investigated 

respectively. The ESO-PSS employs an extend-order state and perturbation 
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observer to estimate the unknown states and the perturbation. It is found that 

a 5-th order ESO is not suitable even in simulation study due to the very high 

gain of the observer and the sensitivity to the noise. Also, a 5-th order ESO 

requires the rotor angle measurements, and the 2-roder ESO requires the 

second-order derivative of the speed, both variables are not easily measured. 

Simulation studies are carried out to illustrate the advantages and 

disadvantages of the time-domain ESO-PSS, and compared with the 

conventional speed-type PSS (CPSS), 

3) An uncertain and disturbance estimator (UDE) designed in frequency domain 

has been proposed for a UDE-PSS. The UDE only requires same-order 

observer, equivalently represented as the pure derivate of states but its 

implementation difficulty has been removed by using the same order of low 

pass filter. The ESO in the time-domain is replaced by UDE for designing a 

full-state nonlinear PSS based on ESO. Then combining the conventional 

lead-lag-type PSS designed in frequency domain, the UDE is applied to 

design an UDE-PSS. The proposed UDE-PSS composes of a PID type 

controller and the cancellation of the estimated uncertainties and disturbance 

from the UDE. The UDEPSS only requires one measurement, speed type 

UDEPSS and the acceleration power type PSS are investigated respectively.  

4) Performance of the proposed UDEPSS has been tested in the multi-machine 

power system for their capability of damping of inter-area oscillation. IEEE 

standard multi-band PSS, PSS4B, and the classical speed type and 
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acceleration power type PSSs are compared. The Speed type UDEPSS can 

provide better performance than all other PSSs which has much simpler 

structure than the PSS4B and very good robustness to system operation points 

and uncertainties due to the compensation of the disturbance and uncertainties.  

6.2 Future Work  

The following aspects of research have been identified to continue the design and 

test of disturbance observer-based PSS.  

1) The analysis of the UDE-PSS in frequency domain and find out the relationship 

of the parameters of the PID and the gain and phase of the UDE-PSS. Further 

verification of the UDE-PSS based on the IEEE standard to tune the gains of 

the UDE-PSS, based on the procedure of reference [39].  

2) Design a damping controller based on UDE-PSS for wind turbine such as 

DFIG-type and PMSG type wind power generation systems. The main 

motivation is to test the effectiveness of the time-varying operation points of a 

wind power generation system. Investigate the contribution of damping from a 

wind farm in multi-machine power system.  

3) Continue the design a UDE-PSS in frequency domain: design an additional 

UDE for the forward compensation of the conventional lead/lag type PSS. The 

function of the UDE is to compensate the shift of the operation points. 
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