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Abstract 
The applications of rotor systems are common in our daily life and industry. Aero 

engines and power generating equipment are good examples of rotor systems. Due to 

the recent increasing interest in higher energy efficiency and higher power density, the 

structural dynamic performance of such a rotor system is becoming more important. 

A poor structural dynamic design can cause large vibration responses, low power 

efficiencies, bad user experiences, or possibly a complete failure of the system. For 

these reasons, the dynamic properties need to be thoroughly considered, designed, and 

sometimes modified. However, there are cases in which the system of interest is too 

complex to be accurately modelled, thus making accurate simulations difficult or 

infeasible. For this problem, the receptance-based inverse structural modification 

method can potentially be a good solution. 

 In this thesis, a receptance-based inverse structural modification method is 

studied to improve a rotor system’s dynamic performance. Such a method has a 

number of merits compared to other methods in the area of structural modification, 

which include (a) the procedure of the analysis is straightforward in the sense that the 

modifications to be made are determined by the desired dynamical properties, (b) it 

does not require the system matrices (M, C, and K) or the modal data to carry out the 

analysis, (c) the tedious trial-and-error approach can be avoided, (d) experimental data 

can be directly used in the method, and (e) various dynamic properties can be assigned. 

As a result, the method continually receives research interest although the idea was 

proposed slightly more than a decade ago. The relevant work in this area of research 

is reviewed and the challenges are identified regarding its theoretical developments 

and practical applications. Some of the challenges are taken as the objectives of this 

study. 

 First, the receptance-based method is further extended and the assignment 

problem is cast as an optimization problem to assign various dynamical properties 

using more than one form of modifications and accommodate structural modifications 

at more than one location. Several forms of modifications previously reported in the 
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literature can be simultaneously included in the extended method. The applicability of 

the method is demonstrated by a number of simulations and experiments. It is applied 

to a laboratory geared rotor-bearing system to achieve natural frequency and 

antiresonant frequency assignments solely using experimental receptances. 

Additionally, it is shown by experiments that the locations of the given modifications 

can be determined without a numerical model so that the highest first bending natural 

frequency of a rotor system can be achieved. 

 A big unsolved challenge in implementing the receptance-based structural 

modification method in practice is the lack of high-quality measurement of rotational 

(in bending) or torsional receptances. A receptance-based indirect measurement 

technique using a T-block attachment is proposed to address this issue. The numerical 

model of the system of concern is not required. The proposed technique can take 

account of the information from a number of excitations and responses, and provides 

the flexibility in their choices of location. The proposed technique has shown better 

performance over the torsional receptance estimation technique in the literature and is 

extended to estimate high-quality rotational receptances. The estimated receptances 

can now be used in various applications such as modal analysis, model updating, and 

structural modification.  

 Moreover, the frequency assignment via coupling of subsystems is studied. The 

subsystems considered are rotor systems which can be rather complex. The theory is 

developed based on Receptance Coupling technique and formulated as an optimization 

problem, and only the receptances at the connection ends of the subsystems of interest 

are required. Both bending natural frequencies and torsional natural frequencies can 

be assigned using a modifiable joint with multiple DoFs, respectively or 

simultaneously. The technique is demonstrated by a few simulations and is possible to 

be implemented in practice through the proposed rotational/torsional receptance 

estimation technique. 
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1.   Introduction 
In this chapter, the history of rotating machines is briefly summarized and the current 

trends in rotating machine developments are described. Due to the increasing power 

density in a rotating machine, the dynamic properties of such a machine and any 

associated structure have become increasingly important. Structural Modification has 

been an effective way to ensure the dynamic performance, whose principal idea is to 

improve a structure’s dynamical behaviour by modifying the structure and provide a 

guideline for the modifications required in order to bring about the desired dynamic 

properties. The outline of this thesis is presented at the end of this chapter as well as 

the original contributions of this thesis. 

1.1. Background 

The study and the development of rotating systems have been an important field for 

scientists and engineers owing to the fact that they are widely used in our daily life 

and in various industries. Several important historical events relating to the 

development of rotating systems have happened in the past two centuries and have 

shaped the world we see today. Beginning with the First Industrial Revolution in 

1760’s when the first 10 horsepower steam engines were invented and then were 

widely used in farming and weaving. In 1840 the advancements in machine tool 

industry and production and manufacturing technology led to the Second Industrial 

Revolution due to the two most important technologies at the time: the invention of 

internal combustion engines and AC motors. Their power density was high enough to 

be used in many manufacturing or transportation systems. Almost a hundred years 

later, there were significant improvements in turbines, aircraft, and vehicles, not only 

due to World War 2 (1939 to 1945) but also because of the increasing needs from 

developed and developing countries. The above-mentioned technologies, no matter 

whether the energy source is from fuel or electricity, they all transmit energy through 

rotational mechanisms. Designers and engineers definitely need a certain level of 
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theoretical knowledge about the dynamic behaviour of the machines, which is usually 

referred to as rotordynamics, so that the machines can work efficiently and run 

smoothly.  

 

Figure 1. 1. (a) Steam engine designed by Boulton and Watt in 1784 [1]. (b) Early 
internal combustion engine by Samuel Brown in 1823 [2]. (c) First patented gas 

turbine for aircraft by Maxime Guillaume in 1921 [3]. 

Nowadays, the energy consumption of machines and energy efficiency starts to 

draw people’s attention owing to the raising awareness of environmental protection 

and the global energy crisis. Taking electrical motors as an example, many electrical 

motor companies have been focusing on downsizing current electrical motors or 

integration of motor components (such as driver, inverter, gear, or impeller) to reduce 

unnecessary material cost or waste; however, in order to maintain the same power 

output, the rotating speed of the rotor must have to be increased. In general, machines 

are becoming more advanced and complex than before. Some machines are required 

to operate at very high speed and also remain stable under severe conditions. On the 

whole, recent rotating machines tend to be more precise, more efficient, and more 

powerful; moreover, low maintenance frequency is always preferred. Some of the 

ongoing and promising technologies are, for instance, (1) Active magnetic bearings, 

(2) Active fluid-film dampers, (3) Flywheel energy storage systems, and (4) Off-site 

condition monitoring systems. Brief descriptions of these technologies will be given 

as follows: 
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(1) Active magnetic bearing uses magnetic forces to provide non-contact support to 

rotors; therefore, friction forces and mechanical wear can be almost removed. Through 

decades of efforts, active magnetic bearings are increasingly implemented in several 

machines such as compressors, pumps, generators, and machine tools. In fact, there 

are still considerable unsolved challenges and limitations waiting to be addressed such 

as their maximum load capacity, information processing techniques/ control 

algorithms, and so on [4]. 

(2) Semi-active or active squeeze film dampers support the rotor by a thin layer of 

pressurized fluid between the bearing surfaces and have shown several advantages 

over conventional ball bearings and journal bearings, especially in suppressing 

unbalanced vibration. Through a special design, stiffness and damping of the device 

can be controlled independently and precisely, which can reduce the vibration 

response amplitude when the rotating speed passes through critical speeds and 

enhance the robustness and flexibilities of the rotor system [5]. 

(3) Flywheel energy storage systems provide a measure to store energy without any 

chemical reaction, i.e. no batteries. The total energy a device can store depends on the 

speed, mechanical properties of the rotating mechanism, and the operating 

environment. The flywheel inside the frame tends to rotate at a very high speed (20,000 

to over 50,000 rpm). This system usually operates in a vacuum enclosure and use 

magnetic bearings as supports to mitigate the air drag and mechanical friction; 

therefore, this increases the energy efficiency and largely reduces the maintenance 

effort [6]. 

(4) Off-site condition monitoring systems are getting more attention than before 

since the developments and the increasing needs of wind turbines in pursuit of clean 

energy supply and energy conservation [7]. Due to the noise and size of wind turbines, 

they are usually located in the rural area or offshore where the maintenance of 

machines can become difficult, and the cost could be high. An off-site condition 

monitoring system can reflect the current condition of the machine and provide early 

warnings or diagnoses of the machine, which reduces the frequency of manual 
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maintenances and the cost. The idea of Internet of Things (IoT) also boosts the study 

in this area. 

 
Figure 1. 2. (a) Active magnetic bearing designed and manufactured by Schaeffler. 

(b) An energy storage system developed by NASA. (c) Integral squeeze film damper 
by Waukesha. (d) Simplified diagram of a wind farm monitoring control and data 

acquisition system [7]. 

1.2. Motivation 

Due to the current tendencies, the power density of a machine significantly escalates 

and its mechanical structure is becoming more complex. For example, the shaft in the 

flywheel energy storage system is rotating so fast that one of the primary limits of the 

system is the tensile strength of the material of the rotor. The drivetrain in cars and the 

shaft in turbines have to transmit a great amount of torque than before. Without a 

proper consideration of mechanical or structural dynamic design, unsatisfied machine 

dynamic response or even serious mechanical failures could happen, which are shown 

in Fig. 1.3 

 When a rotating machine is not stable or has some problems during operation, it 

is economical and more convenient to modify the original structure rather than to 

redesign the whole machine; therefore, several questions such as “How to modify the 

structure?”, “What is the best way to modify it?”, and “How to design or control the 

dynamic behaviour of the structure?” arise. Moreover, the improvement of response is 

getting more and more attention as a result of growing demand of precise machining 

and advanced manufacturing in nanometer scale in which vibration could have a 

critical effect on the outcome. The solution to those questions is usually referred to as 
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a research field called Structural Modification. Structural Modification focuses on 

improving or changing certain dynamic properties of a structure by modifying its 

structural properties. This idea has been implemented in many products’ prototype 

development stage and will continue to play an essential part in designing better 

machines or commercial products. It is believed that improving current structural 

modification techniques would be beneficial to not only the products’ performance but 

also the engineering R&D activities. 

 

Figure 1. 3. (a) Fatigue failure in crankshaft due to excessive torsional vibration [8]. 
(b) Blade cracking caused by vibration induced fatigue [9]. 

1.3. The scope of this research 

The aim of this PhD project is to address some current issues in the research of 

receptance-based inverse structural modification with an emphasis on the applications 

on rotor systems. The receptance-based inverse structural modification techniques can 

be implemented on a stationary rotor system so that the modified system can possess 

desired dynamic properties such as natural frequencies, antiresonant frequencies, 

nodes, modal displacements, ratios of receptances, etc. It should be mentioned that the 

rotor systems under consideration are stationary as it is still very difficult to accurately 

measure receptances from a rotating structure and that an important merit of 

receptance method will be taken away if measured receptances are not accurate 

enough. Although the study focuses on rotor systems in the stationary status, the 

dynamical property improvement made in the stationary status can have influences on 
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the system in rotation to an extent. For instance, from the Campbell diagram the 

frequencies of the forward whirl modes and the backward whirl modes can be adjusted 

by shifting the original frequencies at zero rotational speed. The mode shapes of the 

rotating system would not deviate much from those of the associated stationary system 

when the rotational speed is low.  

The rest of the thesis is organized as follows: 

 Chapter 2 first presents a brief review on Forward Structural Modification, which 

is the early approach that deals with structural modification problems. Next, a 

comprehensive literature review on the topic of inverse structural modification and 

receptance-based inverse structural modification is given. Both the theoretical 

development and the practical implementation are covered. The theoretical 

development includes several different modelling approaches and structural 

modification strategies. Since the receptance-based inverse structural modification is 

of our primary interest, from a practical point of view, the measurement or estimation 

of receptance function are the main topic to be covered. A number of open problems 

in this research field are then identified through the existing literature, and the 

objectives of this thesis is to address some of the open problems.  

 As this thesis focuses on the applications on rotor systems, Chapter 3 presents the 

fundamental finite element modelling for rotordynamic analysis. The selection of 

analysis reference frame is important for rotordynamic analysis in order to obtain time-

independent equations of motion. The modelling of a few common components, such 

as shaft, bearing, disc, and gear, are given with derivations or references. Then, the 

eigenvalue analysis of the rotordynamic model is presented and followed by a case 

study. A number of interesting phenomena about rotordynamics is discussed. The 

model presented in this chapter is adopted throughout the thesis and thus is deemed 

necessary to take a chapter to describe. 

 Chapter 4 focuses on the fundamental theory of the receptance-based inverse 

structural modification method and its development. The method can be divided into 

two groups; one is structural modification by passive elements, and the other is active 

control via sensors and actuators. For passive control, two basic forms of 

modifications, rank-one modification and spring-mass oscillator, are introduced. Their 
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properties and limitations in assigning dynamical properties are discussed. For active 

control, the theories of using SISO and MIMO control strategies for structural 

modification are presented. Their advantages and drawbacks compared with passive 

control approaches can be seen in this chapter. In the end, the partial pole assignment 

problem is demonstrated using MIMO control.  

 Chapter 5 extends the equations for the passive receptance-based inverse 

structural modification method, and the structural modification problem is cast as an 

optimization problem. The extended equation can accommodate more than one form 

of modifications and is capable of assigning various dynamical properties based on 

only receptances. The proposed technique is tested on a numerical model and a 

laboratory geared rotor-bearing test rig. Both sets of structural modification results are 

successful and accurate. In addition, the work provides some practical and 

experimental insights which help relieve the lack of experimental implementations in 

this area of research. Lastly, the technique is used to determine the optimum locations 

of the modifications for the rotor system to achieve the highest bending natural 

frequency. Note that no theoretical model or simulation are required for the technique 

to work.  

 Chapter 6 addresses the issue pertaining to the measurements of torsional 

receptances. Torsional receptance has been difficult to measure or estimate. The theory 

of the proposed technique is based on Receptance Coupling techniques, and the 

torsional receptance is estimated through attaching a T-block to the structure of interest. 

Only a few receptances of the T-block and some of the assembled structure are 

required for the estimation. The proposed technique is applied to a laboratory rotor 

system, and high-quality receptance functions are indirectly measured.  

 Chapter 7 studies the frequency assignment problem of coupling of subsystems. 

It deals with the issue of which the available modifications are too complex to be 

modelled as simple modification units, such as point masses, grounded springs, spring-

mass oscillators, etc. Under the context, the proposed technique is derived based on 

Receptance Coupling technique and only requires receptances at the connection ends 

of each subsystem. Several numerical simulations are used to demonstrate the 

applicability of the method. Besides, the measurement method proposed in Chapter 6 
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is extended to the estimation of rotational receptances (in bending). Numerical 

simulations show that rotational receptances can be obtained with high quality and 

accuracy.  

 In Chapter 8, the main conclusions are summarized and some recommendations 

for future research are given.  

 In Appendix A, the procedure of the eigensensitivity model updating technique 

is included. Appendix B gives the derivation relating to the coordinate transformation 

used in the equations in Chapter 6. 

 

1.4. Original contributions 

The original contributions that have been made in this PhD project are mainly 

presented in Chapters 5 to 7. They can be concisely summarized in the following list: 

Chapter 5 

1. Extend the receptance-based inverse method to assign various dynamical 

properties (natural frequency, antiresonant frequency, eigenstructure, node, and 

receptance) using more than one form of modifications and accommodate the 

modifications at more than one location. 

2. Give experimental and practical insights to the implementation of receptance-

based inverse structural modification on a laboratory geared rotor-bearing system. 

3. Successfully implement natural frequency and antiresonant frequency 

assignments on a laboratory geared rotor-bearing system based on measured 

receptances. 

4. Determine the optimal location for given modifications based on measured 

receptance functions to achieve the highest first bending natural frequency. 

Chapter 6 

5. Propose a receptance-based method for torsional receptance measurement which 

outperforms the existing method reported in the literature.  

6. Successfully obtained high-quality torsional FRFs on a laboratory two-disc rotor-

bearing rig without using the numerical model of the rig.  
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7. Incorporate the rotational accelerometer and study the locations for excitations 

and responses to achieve better estimation accuracy. 

Chapter 7 

8. Achieve frequency assignment through coupling of subsystems. Only the 

receptances at the interface of the subsystems are required. 

9. Extend the method proposed in Chapter 6 to rotational receptance measurements 

(in bending). High-quality rotational receptances can be obtained. 

10. Numerically achieve the bending and torsional natural frequency assignment of 

a coupled rotor system simultaneously. 
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2.  Literature review 
The purpose of this section is to cover related literature and the state-of-the-art 

structural modification on the assignments of dynamic properties. This research topic 

can be broadly discussed from two aspects, one is the theoretical development and the 

other is the practical implementation. The practical implementations of structural 

modification would vary on a case-by-case basis due to the theoretical assumptions 

made in the techniques and the structure of concern. Therefore, it is worth reporting 

how researchers implement the technique in a real situation so as to gain practical 

insights and know the limitations of the techniques. 

For the theoretical side, there are two complementary approaches to address 

structural modification problems: one is direct/forward structural modification 

approach and the other is inverse structural modification approach. The forward 

structural modification aims to predict the exact change to the structure’s dynamic 

properties when known modifications are made at a given location while the inverse 

modification determines what modifications should be made so that the modified 

structure can have the prescribed dynamic characteristics. The latter is more useful 

and time-efficient in many practical conditions, which has encouraged many 

researchers to study this area in recent decades; consequently, in this chapter much 

more effort is made in reviewing the literature pertaining to the latter whilst a brief 

introduction on forward structural modification is presented first. 

 Through this literature review, some open problems in this research area are 

identified. These open problems provide motivations for researchers who are 

interested in this topic and wish to make novel contributions.  

2.1. Forward structural modification 

Early studies of forward structural modification, which is also known as re-analysis, 

were reviewed and summarized by Baldwin and Hutton [10]. They classified the 

techniques into three groups based on the assumptions of the form of modifications: 

techniques based on small modifications, techniques based on localized modifications, 
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and techniques based on modal approximation. Several approaches such as Rayleigh 

quotient, sensitivity analysis, and perturbation approach were used to address forward 

structural modification problems without a complete reanalysis of the whole structure. 

Rayleigh quotient may appear to be the first technique within these approaches. The 

eigenvalue problem of a general, conservative, vibrating system can be described by 

 𝐊𝐊𝐯𝐯𝑖𝑖 = 𝜆𝜆𝑖𝑖𝐌𝐌𝐯𝐯𝑖𝑖 (2.1) 

where K and M are stiffness and mass matrices of the system and both consist of real 

entries, 𝜆𝜆𝑖𝑖  and 𝐯𝐯𝑖𝑖   are the eigenvalue and the corresponding eigenvector of the 

𝑖𝑖th  mode. The Rayleigh quotient allows the eigenvalue 𝜆𝜆𝑖𝑖  to be calculated if the 

eigenvector 𝐯𝐯𝑖𝑖  is known. The eigenvalue of a modified system can be determined by 

[10] 

 𝜆𝜆𝑖𝑖 + ∆𝜆𝜆𝑖𝑖 =
𝐯𝐯�𝑖𝑖T(𝐊𝐊 + ∆𝐊𝐊)𝐯𝐯�𝑖𝑖
𝐯𝐯�𝑖𝑖T(𝐌𝐌+ ∆𝐌𝐌)𝐯𝐯�𝑖𝑖

 (2.2) 

where 𝐯𝐯�𝑖𝑖   is the 𝑖𝑖th  modified eigenvector. The Rayleigh quotient is inherently 

insensitive to small error in eigenvector guessing and has a minimal value in the 

vicinity of the eigenvector. In other words, the modified eigenvalue can be estimated 

for any arbitrary eigenvector as long as it is not far away from the exact modal 

eigenvector. As a result, with the help of sensitivity analysis on eigenvectors or 

eigenvalues, which focus on the rate of change or derivatives of eigenpair with respect 

to design variables [11-14], a good approximation of the modified eigenpair can be 

obtained.  

The general structural modification by localized modification (point mass or 

point stiffness) was developed by Weissenburger [15]. What makes it different from 

sensitivity analysis or perturbation approach is that it can cope with large 

modifications locally. The work was later extended to viscously damped linear 

systems by Pomazal and Snyde [16]. Ram and Blech studied the effect of 

simultaneously changing stiffness and mass of an undamped vibratory system [17], 

who concluded that: connecting a vibratory system to a grounded mass-spring 

oscillator results in the increase of all the natural frequencies below the natural 
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frequency of the oscillator and the decrease of all the natural frequencies above the 

natural frequency of the oscillator as shown in Fig. 2.1. This applies to lumped systems 

as well as continuous systems. 

 

Figure 2. 1. Shifts of natural frequencies due to the addition of a grounded single 
degree of freedom oscillator [18]. 

Another two useful observations for point structural modification at the free end 

(not a nodal point for modes) of a cantilever beam are summarized here: (1). A simple 

mass modification decreases all the resonances, and every resonance is shifted 

leftwards, towards the closest antiresonance. When the mass modification reaches 

infinity, resonances will cancel out with antiresonances. (2). When a grounded spring 

is attached at the free end, every resonance moves towards each antiresonance at the 

right while all antiresonances are fixed. These observations are shown in Fig. 2.2 and 

2.3 below. 

 
Figure 2. 2. Tendency of a point FRF of a cantilever beam due to point mass 

modification at the free end [18]. 
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Figure 2. 3. Tendency of a point FRF of a cantilever beam due to a grounded spring 

modification at the free end [18]. 

2.2. Inverse structural modification 

Theoretically, both forward and inverse structural modification approaches can yield 

accurate results if the dynamical characteristics of the structure are accurately known. 

However, inverse structural modification has been a more active research field in the 

last decades as it provides a more intuitive and time-efficient way to design or modify 

a structure. There are generally three types of models to describe a structure’s dynamic 

behaviour, which are  

 Spatial model: It is also called physical model, which refers to mass, stiffness, 

and damping matrices of a system. 

 Modal model: It represents the eigenstructure of a system, which includes natural 

frequency, damping ratio, and mode shape (modal constant). 

 Response model: It can be directly obtained from conducting experimental modal 

analysis (EMA) on a system, and is usually represented by Frequency Response 

Functions (FRFs). 

These three models are interchangeable without producing any error only if any 

one of three models is correctly and completely known (see Fig. 2.4). Depending on 

the model adopted, the inverse structural modification techniques can be different. In 

practice, a spatial model can be built using a Finite Element (FE) model and updated 

through model updating techniques. Farahani, Aryan, and Bahai [19, 20] proposed 

methods that used system matrices along with sensitivity analysis. Nonetheless, the 

accuracy of the outcome could decrease when the model, boundary condition, or joint 
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modelling is complex [21]. The increase in computational time is also an issue when 

the number of degrees of freedom (DoFs) in a model is large.  

 
Figure 2. 4. Relationship among the three models. (𝜔𝜔𝑟𝑟 is the frequency of the rth pole 

and 𝐕𝐕 is the mass-normalized mode shape matrix) 

A modal model can be derived from experimental data through modal 

identification techniques such as complex exponential method (CE), least-squares 

complex exponential method (LSCE) [22], rational fraction polynomial method, 

polyreference least-squares complex frequency-domain method (p-LSCF) [23], etc. A 

complete set of modal data could result in an exact solution for inverse structural 

modification problem; however, it is extremely difficult to identify most of a modal 

data set from an experimental point of view, thus leading to the so-called “Truncation 

Error” due to the use of incomplete modal data. Many early studies [24-26] were 

focused on minimizing or circumventing the effect in order to achieve sufficiently 

accurate solutions. Bucher and Braun [25] used only a partial set of eigensolutions 

(left and right eigenvectors) extracted from measured FRFs to calculate the exact 

solutions for eigenvalue and eigenvector assignments and developed a procedure to 

circumvent truncation error. Left and right eigenvectors are related and orthogonal 

with each other. Left eigenvectors can be physically interpreted as a term proportional 

to the inertial force to a vibration mode, however, the extraction process is inherently 

ill-conditioned [27]. Braun and Ram [26] determined the optimal approximate solution 
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for natural frequency assignments in a Rayleigh-Ritz sense. Since the solution is not 

unique, they then solved underdetermined least-square problems with inequality 

constraints to determine physically feasible solutions. 

Techniques based on a response model, on the other hand, tackle truncation error 

and are able to circumvent modelling inaccuracy. However, the results heavily depend 

on the quality of FRFs as they are usually directly implemented; in other words, from 

an experimental point of view, every step in modal testing, for instance, the equipment 

in use, signal processing, and testing expertise, is crucial. On balance, addressing 

inverse structural modification problem using FRFs has wider applications and offers 

several advantages, which encourages its development in recent years. Among many 

techniques, receptance method has received considerable attention since it doesn’t 

require a theoretical model to find the solution, that is to say, one can deal with a 

complex structure even though a realistic finite element model is very difficult to 

construct and thus is usually unavailable. Receptance method can be used to assign 

several dynamic characteristics including natural frequency, antiresonant frequency, 

node location, mode shape, or frequency response level, and it can be further divided 

into two groups based on their implementations: one is structural modification by 

passive elements (such as masses, springs, or beams), and the other is active vibration 

control using sensors and actuators. 

2.2.1. Receptance method 

Passive control 

Passive structural modification offers several advantages over active control. For 

example, the modified system is guaranteed to be stable, it does not require additional 

sensors, actuators or power suppliers, and it is possible to deliver large modifications 

to the system [28]. Among early studies, Tsuei and Yee [29] proposed a method for 

inverse structural modification based on the FRFs of an undamped vibrating system. 

The method could determine the required mass or stiffness modification value to give 
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a system an assigned natural frequency with only a few computations; it is worth 

mentioning that not every frequency is achievable. Later on, the same idea was 

extended to assign a damped natural frequency of a damped structure by the same 

authors [30] in which they rearranged the equation of motion of a damped system into 

a first-order state space form and applied an iteration process to find a solution. Both 

studies considered changing only the mass matrix or stiffness matrix separately. A 

method of simultaneous mass and stiffness modification on lumped systems was 

presented in a book by Maia et al. [31] in which a coefficient matrix and predetermined 

mass/stiffness ratios were introduced in the modification matrices instead of their 

absolute values. Methods for assigning an antiresonant frequency for a spring-mass 

system were also covered in this book. Moreover, Maia et al. stated that it is possible 

to fix one natural frequency and shift another, thus optimizing the response with a 

frequency range of concern. 

 The most basic form of modification, rank-one modification, for pole (natural 

frequency) or zero (antiresonant frequency) assignment has been well studied and 

summarized in a review paper by Mottershead [32] in which the total number of DoFs 

of the system remains the same after modifications. Exact numerical solutions are 

available for rank-one modifications, which include point mass modification, 

grounded spring modification, or springs connected between two coordinates, if a 

solution exists. It is also possible to fix antiresonant frequencies while shifting natural 

frequencies since the zeros of a cross-receptance or a point receptance are not affected 

by the modification made at one of the coordinates of the receptance concerned. Cakar 

[33] extended the rank-one modification to keep some natural frequencies unchanged 

by an addition of a grounded spring after one or more mass modifications. 

 
Figure 2. 5. Schematic of the forms for rank-one modifications: (a) grounded spring 

(b) point mass (c) spring connecting two coordinates 



17 
 

 

Mottershead and Lallement [34] studied pole-zero cancellation to form a 

vibration node. It is demonstrated by shifting a pole to a zero by adding a spring 

connecting two coordinates. The paper also proved that it is impossible to produce a 

pole-zero cancellation through a rank-one modification at the same coordinate, which 

can also be observed from Fig. 2.1 to 2.3. Mottershead et al. [35] later presented a 

procedure to achieve node assignment by applying rank-one modifications at 

coordinates other than the node location.  

One of the merits of receptance method is that it only requires a few receptances 

(or FRFs) on the coordinates to be modified. When conducting natural frequency 

assignment, it is straightforward to determine the necessary receptances. However, this 

is not the case for antiresonant frequency assignment since antiresonant frequencies 

are local properties and must be solved from the adjugate/subsidiary system. Other 

than that, the subsidiary frequency response functions do not have a clear physical 

interpretation. This issue was studied and resolved by Mottershead [36], and the 

relationship between the subsidiary FRFs and FRFs was established. It can be shown 

that a subsidiary FRF can be expressed in terms of a few FRFs of the original system, 

thereby making it possible to conduct antiresonant frequency assignment only using 

experimental data. 

 Kyprianou et al. [37] showed that up to two natural frequencies could be assigned 

through an addition of a single DoF spring-mass oscillator. It was also shown that the 

effect of attaching an oscillator can be included in the system dynamic stiffness matrix 

without expanding its original total number of DoFs. Zhu et al. [38] proposed a similar 

procedure to assign receptances at particular frequencies by using one or more simple 

spring-mass oscillators. This provided an alternative way to reduce the vibration 

response of a system. Kyprianou et al. [28] managed to assign the natural frequencies 

and antiresonant frequencies of a continuous frame structure shown in Fig. 2.5 in 

which the leg on the right was taken as the modification to the Γ-shaped frame 

structure. The modification involved a 3 × 3  receptance matrix that covers two 

translational DoFs and, more importantly, one rotational DoF at the connection. The 

modification is represented by a constrained Euler-Bernoulli beam, and its geometric 
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properties (t, b, and d) are obtained by solving a set of simultaneous polynomial 

equations that matches the assignment requirement. This study showed that the 

methodology based on receptance method still works even if the assigned frequency 

and mode shape are much different from the original ones. 

 

Figure 2. 6. Schematic diagram of the frame structure [28]. 

A different approach was made by Richiedei et al. [39] and Ouyang et al. [40] in 

which the inverse problem was transformed into a multi-variable optimization 

problem. Both eigenvalues and corresponding eigenvectors could be assigned through 

minimizing an objective function, and the required mass and stiffness modifications 

could be computed simultaneously; additionally, for the specific case in which the 

function is proved to be convex, the solution is guaranteed to be a global minimum 

and is not affected by initial guess. In fact, convex optimization problem has been 

studied for decades, and available algorithms are reliable and efficient. A Tikhonov 

regularization term [41] for penalizing large modifications and inequality constraints 

on the design variables were directly introduced to the optimization process, which 

weights the solutions according to practical assessments. These studies motivated the 

work of Liu et al. [42] about eigenstructure assignment (frequency and mode shape) 

through placing multiple spring-mass oscillators. Liu et al. [43] later assigned 

torsional natural frequencies and modal displacements of a 12-DoF spring-mass shaft 

system in the optimization sense, in this case only torsional receptances are required. 

Besides using mass, spring, or oscillators as modifications, modifying a structure 

through coupling another complex structure is possible; however, only few works have 
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been done on this regard. Ram [44] determined the receptance of a coupled system, 

which is formed by linking subsystems via a simple connector such as a spring, a 

dashpot, or a mass, based on the receptances of the individual subsystems. Birchfield 

et al. [45] extended Ram’s work to include more elements into the connectors between 

subsystems. The results from these works can be directly applied to pole assignment 

in such a scenario. However, in reality, the coupling between any two structures can 

be complex and hence possibly cannot be approximated by those simple connectors 

mentioned in Ram or Birchfield’s works. The theoretical background behind their 

work is essentially based on receptance coupling technique, which has been applied to 

identify a machinery’s performance for many years. For instance, the point receptance 

of the free-end of a cutting tool on a milling machine spindle [46-48] can be identified 

using measured and analytical receptances. The results are useful for the prediction of 

the machine’s stability under different operating manufacturing cutting speeds and 

depth of cuts. Joint properties [49, 50] can also be identified through this technique.  

 

Active control 

Although active control seems to become increasingly popular and have a wide variety 

of applications in recent years, it should not be considered to be the only and better 

solution than passive control. In most cases, a bad design will remain bad no matter 

how sophisticated the applied active control method is. An active control solution 

should only be sought after the structure has been passively improved. It is also worth 

noting that active control only works well in a bandwidth (limited frequency range) 

designed by the adopted control system.  

The first receptance-based-only active control method can be traced back to the 

paper done by Ram and Mottershead [51] in 2007. This method, based on the 

Sherman–Morrison formula of a rank-one modification in the frequency domain, was 

a state feedback (position and velocity feedback) control method and can be used for 

the assignment of poles and zeros. One of the advantages is that only receptances at 

certain locations are needed to calculate the gains, in other words, an observer is not 
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necessarily required. They stated that the pole assignment is possible whenever the 

system is controllable. The method was demonstrated by Papatheou et al. [52] in a 

laboratory aerofoil rig setup for suppression of flutter using a V-stack piezoelectric 

actuator. A receptance-based output feedback method was proposed by Mottershead 

et al. [53], which is readily applicable to multiple-input-multiple-output (MIMO) 

systems. The method was successfully implemented on a T-shaped plate for 

assignments of poles, zeros, or both using measured receptances.  

The time delay between the measurement of the states and the actuation of the 

actuators in a state feedback control was considered by Ram et al. [54]. It was shown 

that a time delay does not affect the pole assignment equation; the pole assignment is 

possible when the open-loop system (without delay) is controllable. However, the 

characteristic equation with time delay inevitably includes a transcendental function, 

inducing an infinite number of roots (secondary eigenvalues). It is not guaranteed that 

all desired poles are assigned to the primary eigenvalues, hence the system can 

possibly still remain unstable. The posteriori stability check can be done by calculating 

the close-loop eigenvalues, using classical control techniques such as systems margins 

or Nyquist plot, or Padé approximations [55]. Another stability test using Small-Gain 

Theorem [56] was proposed by Santos et al. [57].  

Mottershead et al. [58] proposed a method for assigning pole sensitivities based 

on receptance method using single-input state feedback control. The sensitivities of 

poles are shown to be given by a linear combination of the control gains. Assigning 

the sensitivities of poles can be desirable when considering the robustness of 

dynamical performance. Later, Tehrani et al. [59] achieved robust pole placement by 

minimizing the sensitivities of poles to measurement noise in receptances.  

 Ouyang [60] demonstrated the pole assignment of asymmetric second-order 

dynamical systems on a friction-induced self-excited problem using state feedback 

control. Poles with positive real parts are shifted to poles with negative ones. It was 

found that any two of the three control gains, active mass, active damping, and active 

stiffness, but active mass and active stiffness, can assign complex poles to an 

asymmetric system for any distributions of actuators. Ouyang [61] incorporated 

passive structural modifications into active feedback control to prevent having high 
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control gains. It was demonstrated by stabilizing an unstable asymmetric system 

represented by a friction-induced vibration model. The time-delay in such a model was 

considered by Singh and Ouyang [62]. They found that, for the same desired poles, 

the control gains and the energy required by the actuators generally decreases when 

the time delay in the state feedback loop increases. In addition to assigning stable poles 

to an unstable friction-induced asymmetric system, Liang et al. [63] considered 

assigning their corresponding sensitivities so as to achieve better robustness against 

uncertain contact parameters such as friction coefficient, contact damping, and contact 

stiffness. 

Tehrani et al. [64] extended the receptance-based active control to a class of 

single DoF nonlinear systems, Duffing oscillator. The first-order open-loop FRF was 

used instead of the original receptances of a linear dynamical system. Pole assignment 

was achieved by iteratively updating the control gains, the closed-loop displacement 

amplitude, and the open-loop receptance to take account of the dependency on the 

displacement amplitude introduced by the nonlinearity. Singh and Ling [65] applied 

receptance method on viscoelastic systems to circumvent the modelling errors and 

difficulties in the attempt to accurately model the dynamic behaviour of viscoelastic 

systems. Numerical examples of pole and zero assignments of a structure composed 

of viscoelastic elements were given to demonstrate the effeteness of using receptances. 

From the literature review about active control employing receptance method, it can 

be found that receptance method can be well applied to linear systems but nonlinear 

systems due to the dynamic complexity. 

2.3. Rotational FRF measurement 

There are several reasons accounting for lack of experiments and applications of 

receptance method reported from the past literature. From an experimental point of 

view, the first challenge to appear would be the measurement of receptances, 

especially for receptances associated with rotational DoFs. Until now, there hasn’t 

been a successful way to “directly” measure rotational receptances. This spatial 

incompleteness of rotational DoFs information has a direct adverse influence on the 
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results of structural modification when rotational DoFs are heavily involved in the 

structure’s response [66]. As a matter of fact, 15/21 of the entries in a 6 × 6 receptance 

matrix of 6 DoFs involve rotational DoF in the input or the output. Therefore, in this 

subsection, the focus is shifted to how to “indirectly” obtain good quality rotational 

FRFs. It should be mentioned that torsional FRF can be seen as a special case of 

rotational FRF around the axis of rotation for a machine and will also be discussed 

here. 

 Before going into indirect measurements, the difficulties and the development of 

direct measurements are discussed first. The difficulties in directly obtaining rotational 

FRFs can be broadly grouped into two aspects: (1) the measurement of rotational (or 

torsional) response and (2) the excitation and the measurement of a moment (or a 

torque). The former is relatively easy as there are various sensors available for 

measuring angular displacement, angular velocity, angular acceleration, or current 

signal [67]. Janssens and Britte [68] summarized and compared several kinds of 

sensors for measuring angular quantities. In summary, coder-based sensors such as 

magnetic pickups, optical encoders [69], or magnetic encoders are used for torsional 

displacement measurement; laser Doppler vibrometer [70, 71] can directly measure 

the angular velocity, and the angular acceleration can be measured by sets of two linear 

accelerometers, or angular accelerometers [72]. Except for non-contact sensors, 

additional devices such as slip rings or telemetry systems are required to transmit the 

signal, which inevitably increases the cost and introduce additional noise. 

 On the other hand, there has not been an ideal solution for the excitation and the 

measurement of a moment/torque. To date, a few studies have reported their attempts 

to solve the problem. Champoux et al. [73] intuitively used two synchronized impact 

hammers to generate moments on a steel plate; additionally, conventional twin shaker 

configurations, in which two shakers are driven out of phase, were studied [74-76]. 

Sihler [77] proposed that a three-phase electrical motor or generator could be used as 

a torsional exciter for large rotary machines to produce continuous torque with 

adjustable frequency and amplitude. For small rotary machines, Drew and Stone [78] 

investigated and evaluated the applicability of a 1.7-kW AC servo-drive system. They 

suggested that the torsional damping and stiffness characteristics of the servo-drive 
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system with respect to motor speed had to be determined experimentally to model the 

drive accurately, but the damping and stiffness characteristics might not be very 

consistent when using different techniques. Instead of using electromagnetic exciters, 

Cho et al. [79] utilized magnetostrictive patch transducers (MPT), which were mainly 

used for nondestructive ultrasonic testing [80], to generate torsional impulses through 

changing the external magnetic field. Two permanent magnets were installed in the 

MPT to boost the actuation power, and the same transducer was also used as a sensor 

to measure the torsional response. Although in theory it is possible to obtain rotational 

FRFs through the exciters and sensors mentioned above (direct measurement), the 

accuracy, quality, and the coherence of the FRFs are likely to be poor in practice. In 

other words, the application of the experimental FRFs could be quite limited. They 

could be used to roughly identify the torsional natural frequencies and the mode shapes 

but cannot be applied to structural modification, substructure coupling, or model 

updating where accurate FRFs are required.  

 Since it is not likely to obtain high-quality and accurate rotational or torsional 

FRFs directly, indirect measurement methods have to be sought, and which can be 

broadly classified into three categories: FRF/Modal expansion [81], finite-difference 

technique, and block attachment. The basic idea of FRF expansion is to use a number 

of measured FRFs to estimate the FRFs at the unmeasured locations. Ewins [82] 

demonstrated that theoretically one can derive a point FRF (at location k) through the 

measurement of another point FRF (at location j) and a cross FRF (between locations 

k and j), but the process could be restricted in practice due to modal incompleteness 

(residual problem) and spatial incompleteness. Avitabile and O’Callahan [83] 

implemented System Equivalent Reduction Expansion Process (SEREP) to expand 

the measured modal vectors to rotational DoFs and proposed two additional 

frequency-based approaches to compensate the truncation effect for both translational 

and rotational DoFs. Drozg et al. [84] demonstrated that a response model (full DoF 

FRF matrix) can be obtained using modal expansion, which is based on at least one 

full column in the FRF matrix, and Lagrange Multiplier Frequency Based 

Substructuring (LM FBS) method. Recently, a FRF expansion strategy for nonlinear 

structures was proposed by Wang et al. [85]. 
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 The Finite-difference technique, which was first introduced by Sattinger [86], is 

essentially based on the spatial derivative of translational responses measured at 

discrete data points to obtain the rotational quantities. According to the locations of 

the measurements and the excitations, different approximations of the derivative 

including backward difference, central difference, or forward difference could be 

made. Duarte and Ewins [87] compared the results estimated from different orders of 

differentiation approximation and considered the compensation of the residual term 

when modal parameters were used. It was also pointed out in several papers [88, 89] 

that the spacing between data points would affect the quality of the results and the 

positions of antiresonances of rotational FRFs in practice. Gibbons et al. [65] showed 

that the finite-difference technique could be unstable when spacing is too large or too 

small and thus proposed a procedure that could be used to experimentally obtain an 

optimal spacing. Schmitz [90] tried to measure the torsional response of a twist drill 

tool-holder-spindle-machine assembly and applied Receptance Coupling Substructure 

Analysis (RCSA) [91] to decouple the additional adapter structure and the twist drill; 

however, the results were not satisfactory due to the complexity of the twist drill model 

and the coupling between the bending and the torsional responses. Yang et al. [92] 

improved Schmitz’s work by modelling the geometry of the cutter in great detail, 

including distributed damped-elastic contact condition between the tool holder and the 

cutter, and removing the adapter’s mass effect. 

 For block attachment, the general purpose of attaching a structure is that a 

moment/torque can be generated by a force acting at a distance away from the location 

of interest to be measured. Several configurations of attachments were proposed as 

shown in Fig. 2.7, which could take the forms of a T-shape, an I-shape, an L-shape, or 

an X-shape. Sanderson and Fredo [75] and Sanderson [76] studied the rigid 

configurations of the T-shape and the I-shape and considered two types of bias errors 

(the rotational inertia of the configurations and the rotational velocity) in the 

measurement in which two shakers were used to produce a moment. The use of a rigid 

L-shaped structure was studied by Cheng and Qu [93] with a similar approach. They 

primarily focused on excluding the mass or rotational inertia introduced by the 

attachment to reflect the rotational receptance. Montalvao et al. [94] applied a 
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receptance coupling technique to estimate rotational receptance without generating a 

moment, but the results have a limited frequency band and the problem could be ill-

conditioned as it is sensitive to changes in data. 

 

Figure 2. 7. Forms of block attachments for rotational FRF estimations. (a) T-shape 
[66], (b) X-shape [95], (c) I-shape [76], and (d) L-shape [96]. 

 Mottershead et al. [66] considered the elasticity of the attachment when 

estimating rotational FRFs. They applied a T-block as a modification to the parent 

structure and proposed a multi-input, multi-output estimator for estimating (two 

transverse linear and one rotation) in-plane receptances. The estimation made use of 

the forces and linear displacements measured on the T-block and included mass and 

the stiffness matrixes of the T-block model, thereby improving the conditioning of the 

problems. This work was later extended by Mottershead et al. [95] to determine a full 

6x6 matrix of receptances using an X-block. The work presented by Lv et al. [97] 

might be the first attempt to estimate the torsional receptance of a shafting structure. 

The estimation process can be broken down into two steps: (1) estimation at the joint 

of the T-block when the T-block and the shafting structure are assembled, and then (2) 
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estimation at the connection location of the shafting structure and the T-block. It was 

shown that the bending natural frequencies of the whole structure would appear in the 

estimated torsional receptance if noise was present. In the experiment part, the T-block 

was replaced by a straight beam and only the first step of the estimation was carried 

out. In general, the techniques, which are based on using a block attachment, often use 

the information from the assembled structure and from the block attachment. It is 

worth mentioning that this idea is closely related to Transfer Path Analysis (TPA). A 

comprehensive review on TPA was presented by Seijs et al. [98], which should shed 

light on the theoretical background of the idea behind using a block attachment and its 

applications. 

 

2.4. Open problems 

Through the literature review, some open problems in this research field can be 

identified. They can be broadly divided into problems associated with difficulties in 

theory and those connected to issues about practical implementations. Those open 

problems are briefly summarized in Table 2.1 below, some of which are further 

discussed in the following content. 

Table 2. 1. Identified open problems in receptance-based structural modification. 
Theory Practical implementation 

 Partial eigenstructure assignment. 
 Modification through additions of 

complex subsystems. 
 Optimization problems: search for 

a global minimum solution, integer 
programming, etc. 

 Optimal location for modification 
 Nonlinear structural modification 

and nonlinear vibration control. 

 Measurement/ estimation of 
rotational or torsional receptances. 

 How to obtain sufficiently 
“accurate” receptances either in 
simulation or experiment. 

 Realization of accurate 
modifications, e.g. stiffness 
modification. 
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Lack of experimental implementations 

First, as pointed out earlier, most of the studies so far have focused on the theoretical 

development and validation with numerical models while few investigations have 

reported on the practical implementations of the methods. In addition to [28] and [40], 

Zarraga et al. [99] demonstrated the successful shift of the natural frequency of a 

doublet mode of a simplified brake-clutch structure so as to suppress squeal noise due 

to friction. Mottershead et al. [95] studied the modification of a helicopter tail cone in 

the form of a heavy block mass, using the receptances measured with the aid of an 

additional X-shaped attachment and its (small) finite element model. Caracciolo et al. 

[100] improved the dynamic behaviour of vibratory linear feeders based on a 

systematic approach through inverse structural modifications. A laboratory vibratory 

linear feeder was manufactured according to the optimization of the simplified spring-

mass model to verify the design method. 

 

Partial assignment 

The concept of assigning part of the dynamic properties while keeping the others 

unchanged has recently received increasing attention. Partial eigenvalue assignment 

and partial eigenstructure assignment are the two most common problem of interest. 

Partial eigenvalue assignment aims to overcome the frequency spill-over, a 

phenomenon in which unassigned natural frequencies are also shifted after the 

assignment of a subset of natural frequencies. This phenomenon could result in an 

unfavourable situation in which an unassigned frequency is relocated to an unwanted 

value. On the other hand, partial eigenstructure assignment aims at assigning certain 

eigenpairs while keeping all the other eigenpairs unchanged [101]. 

 The partial assignment problem can be dealt with through passive structural 

modification (Ouyang and Zhang [102], Belotti et al. [103], Gurgoze and Inceoglu 

[104]), active feedback control (Ghandchi et al. [105], Bai et al. [106], Datta et al. 

[101]), or an active–passive hybrid approach [107]. Compared with active control 
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approach, passive approach for partial assignment is reliable and cost-effective, but 

theoretically more demanding due to the limited effects of the mass and stiffness 

modification in preventing spill-over [108]. Richiedei and Trevisani [107] proposed a 

method using both passive and active control to achieve partial eigenstructure 

assignment. It is reasonable to believe that incorporating both approaches would allow 

more freedom in such assignment problem. On the other hand, it has been shown that 

including receptances could improve the computation efficiency and reduce modelling 

errors. For example, Ram et al. [109] presented a hybrid method that combined system 

matrices and receptances for partial pole assignment. The inevitable time delay 

between measurements and actuation was also taken into account. Ghandchi Tehrani 

et al. [105] developed a receptance-based method for single- and multiple-input state 

feedback partial pole assignment. Ram and Mottershead [110] proposed a method that 

is applicable to both single-input and multiple-input-multiple-output vibration control 

for partial pole assignment using only measured receptances, but time delay was not 

considered in this paper. Bai and Wan [111] demonstrated the effectiveness of 

integrating receptances and system matrices in a partial pole assignment problem 

through several numerical examples, which required solving only a small linear 

system and a few undesired eigenpairs. Singh and Brown [112] implemented an active 

control method based on receptances to achieve partial pole assignment on an aerofoil 

wing model for flutter suppression. Tehrani and Ouyang [113] presented a partial pole 

assignment method for asymmetric systems using single-input state feedback. The 

poles are grouped into assigned poles and unassigned (unchanged) ones, and the 

control gains were sought by solving the corresponding equations for both assigned 

and unassigned poles. Ariyatanapol et al. [114] also studied the partial pole assignment 

for asymmetric systems but with time-delay, which potentially can be applied to 

friction-induced vibration problems or rotating machines in practical conditions.   
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High-quality indirect torsional/rotational FRF estimation 

From the literature review in Section 2.3, it can be noticed that so far only very few 

methods for indirect torsional measurement have been reported compared with those 

for indirect rotational (in bending) measurement. Lv et al.’s work [97] might be the 

only study that primarily focuses on torsional receptance measurement. The proposed 

methods are sensitive to measurement noise and have a limited frequency range, which 

indicates that there is room for further improvement. Being able to obtain high-quality 

torsional or rotational FRFs can be beneficial to many engineering applications, for 

instance, they can be used for torsional structural modification purpose [43], model 

updating, parameter identification [115], suppression of chatter [116], or the 

improvement of performance in metalworking machines (drilling machines [117] and 

milling machines [118]).   

 

Modification through coupling of subsystems 

In both reality and theory, the forms of modifications for a structure are often limited 

to rank-one modifications or single-DoF oscillators. However, often structures need to 

be connected together. For a dynamic property assignment in such a condition, the 

original structure is modified by an addition of one or more structures. The additional 

structures can be more complex than a single mass, a grounded spring, or a single-

DoF oscillator. In addition to the aforementioned works [44] and [45], Belotti and 

Richiedei [119] achieved pole and mode shape assignment through adding auxiliary 

systems. The problem is treated as an optimization problem and the topology of the 

auxiliary systems must be predetermined (can be designed arbitrarily). In their 

example, the original system was modified by a multiple-predetermined spring-mass 

auxiliary systems, and their values (mass and stiffness) were to be found using 

Homotopy optimization [120, 121], which is adopted to boost the convergence 

towards a global minimum in a non-convex optimization problem.  
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Optimization method 

Casting an inverse structural modification problem as an optimization problem has 

proven to be more efficient and flexible than traditional methods and later given rise 

to several interesting prospects in this research field. For example, in nearly all of the 

structural modification literature the value of the modification is assumed to be 

continuous; however, it might not be appropriate in practical situations in which 

getting the precise value of weight, stiffness, or requirement is infeasible or expensive. 

For example, if the calculation shows a precise mass modification of 621g has to be 

formed by a number of rigid masses weighing 250g each as the only available 

modifications, how many rigid masses should be added so that the modified structure 

has the new frequency closer to the desired assignment? Rounding off the optimal 

values to the nearest available discrete values sometimes could be the solution to the 

problem, but the problem can get complicated when the number of variables increases. 

Furthermore, rounding off the solution can possibly violate the design constraints or 

lead to an outcome that is far away from expectations. A branch in optimization 

problems called Integer Programming [122], which is able to take integer values for 

design variables, could be the solution to the aforementioned issue. Ouyang et al. [123] 

proposed an approach that cast the eigenstructure assignment problem as the 

minimization of a mixed-integer function which included both continuous and discrete 

design variables. Owing to the convexity of the continuous relaxation, the mixed-

integer function was solved by means of a partial enumeration of a reduced set of 

feasible solutions. Up to now, there have not been many papers addressing this 

problem under the context of structural dynamic optimization, which can be an open 

topic for structural modification researchers. 

 How to efficiently search for a global minimum of a non-convex problem or to 

boost the chance of getting it in a structural modification context is another problem 

waiting to be addressed. Although a number of algorithms [124, 125] have been 

proposed in global optimization, their applications on structural modification are still 

unknown. This can be a very tricky question as it requires strong engineering and 
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mathematical background knowledge. One of the possible applications would be the 

search for the smallest modifications when there are multiple solutions to an 

assignment problem.  
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3.  Finite Element modelling for 
rotordynamic analysis 

In this chapter, the fundamental knowledge for conducting rotordynamic analysis 

using Finite Element Method (FEM) is provided. Some important dynamic 

characteristics for rotating machines, which make them different from static structures, 

are discussed. Depending on different FE models in use, the dynamic characteristics 

that can be observed can be different owing to the modelling assumptions made in the 

models. The modelling of a few common components in a rotating machine is also 

introduced, which is later followed by a case study of a geared rotor-bearing system. 

The numerical model is constructed using MATLAB. The purpose of this chapter is 

not to provide an in-depth or detailed study on FE modelling techniques but to give a 

compact guideline for analysing rotor dynamic problems using FEA. Two 

comprehensive books, “Dynamics of Rotating Machines” by Friswell et al. [126] and 

“Dynamics of Rotating Systems” by Genta [127], are the major sources of references 

of this chapter.  

 

3.1. FE models  

A number of simplified models have been proposed in the past for rotordynamic 

analysis such as a single-DoF model (spring-mass), the Rankine model (2 DoF), and 

Jeffcott Rotor. However, they are only able to represent simple rotors and become 

impractical in obtaining accurate information of complex rotating machines. Because 

of that, the most prevalent models for rotordynamic analysis nowadays are based on 

the FEM in which the rotor is usually modelled as beam elements such as the alleged 

1-dimensional (1-D) model [128] and the 112-dimensional (112−D) model. There is also 

a 2-dimensional model approach using 2-D axisymmetric harmonic elements (see [129] 

and Nastran Rotordynamics User’s Guide) and a 3-dimensional (3-D) model approach 

that is based on the 3-D models generated by CAD.  
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The 3-D model approach is convenient as the model can be automatically meshed 

by commercial CAE software and is able to produce more accurate results when the 

geometries of the rotating system cannot be well modelled using beam elements or the 

housings and foundations are flexible and coupled to the rotor. On the downside, the 

model may easily comprise tens of thousands of DoFs, making it computationally 

expensive. Reduction techniques are thus often required to reduce the order and the 

computational cost; additionally, this approach imposes certain difficulties as the axial 

symmetricity of the rotor is not clearly defined by the mesh. Depending on the 

symmetricity in the rotor and the stator models, an appropriate reference frame can be 

selected so as to obtain time-independent equations of motion. The preferred reference 

frame for different conditions is summarized in Table 3.1 where isotropic stator means 

that the elastic and damping forces of the stator do not change with the angle of rotation 

in the plane perpendicular to the rotation axis. It is important to note that when both 

the stator and the rotor are not axially symmetric, no reference frame in which the 

equations of motion has constant coefficients exists. Such a system is in general 

governed by differential equations with periodic coefficients [127]. It is nontrivial to 

solve such equations and no closed-form solution can be obtained. Because of the 

difficulties, in the Rotordynamic Analysis Guide by ANSYS it clearly states that all 

rotating parts must be axisymmetric.  

Apart from the cases of axially symmetric and non-axially symmetric rotors, 

there is a case of cyclic symmetric rotor, for example, wind turbines and bladed turbine 

disks. While traditional vibration analysis focuses on cyclic symmetric rotors with no 

bearings or housings, recent trend on the rotating machine design has motivated the 

study of the entire rotor-bearing-housing system [130]; for instance, strongly coupled 

vibration between the blades and the tower has been reported and plays an important 

role in the dynamics of the wind turbine. The analysis for a rotating cyclic symmetric 

rotor is very different from a static one. Although such a structure can be described in 

a rotating reference frame, it is still desirable to obtain the response in a stationary 

reference frame (ground-based response) for two reasons according to [131] by Shen 

and Kim. First, in practical applications sensors often are not directly mounted on the 

rotating parts and thus ground-based responses are measured. Second, the dynamic 
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characteristics shown in ground-based responses are commonly shared by any rotors 

with arbitrary geometry. Kim and Shen [132] proposed a procedure to obtain the 

ground-based response of a rotating cyclic symmetric rotor that considered  

gyroscopic and centrifugal softening effects. It was also demonstrated that the 

asymmetry in a rotor can cause secondary resonances in addition to the forward and 

backward whirls as a result of higher harmonics from the mode shapes, and these 

secondary resonances can only be observed in a stationary reference frame.  

   

Table 3. 1. Analysis reference frame. 

Preferred reference frame 
Axially symmetric rotor? 
Yes No 

Isotropic stator? 
Yes 

Stationary/ 
Rotating 

Rotating 

No Stationary None 

 

Although 3-D modelling is the trend for rotordynamic analysis for sophisticated 

rotating machines, there hasn’t been a suitable solution to inherently take the dynamic 

effects (on element level) associated with the rotating parts into account, such as 

rotating damping, gyroscopic effect, centrifugal stiffening, and centrifugal softening 

[127]. For a general-purpose rotating machine, 1-D model could be sufficient to 

capture the overall dynamics especially when low-frequency modes are of primary 

concern. In this chapter, the classical 1-D model is presented to provide a compact 

guideline for rotordynamic analysis. 

 

3.1.1. Coordinate system 

The axial symmetricity of a rotor is automatically imposed when beam elements are 

used to model the rotor in 1-D and 112−D  models; therefore, a stationary reference 

frame 𝑂𝑂𝑥𝑥𝑥𝑥𝑥𝑥, which is shown in Fig. 3.1 (a), is used for this study. All the axes and the 

directions of rotation follow the right-hand rule. The beam element described here has 

two nodes per element and each node has six DoFs. The nodal displacements for the 



35 
 

beam element are shown in Fig. 3.1 (b), which can be arranged into a displacement 

vector q given by 

 𝐪𝐪 = [𝑢𝑢1, 𝑣𝑣1,𝜙𝜙1,𝜃𝜃1,𝑤𝑤1,𝜓𝜓1,𝑢𝑢2, 𝑣𝑣2,𝜙𝜙2,𝜃𝜃2,𝑤𝑤2,𝜓𝜓2]T (3.1) 

 The defined displacements reflect the fact that a rotor can vibrate mainly in the 

directions of three perpendicular axes and around them. Axial vibration takes place in 

line with the axis of the rotor, and the sources for axial vibration can be coupling/shaft 

misalignments, helical gears, resonance of some parts in the axial direction, and 

coupling dynamics. Torsional vibration can often be seen in many power transmission 

systems due to the natural behaviour of gears, motors, generators, flywheels, couplings, 

etc. Any discontinuous or time-varying power generation, slightly unstable 

transmission, or even friction (stick-slip) can excite torsional vibration to some degree. 

Lateral vibration, also called bending vibration or flexural vibration, is the most 

common type of vibration among machines and has been extensively studied by 

researchers and engineers. It is usually caused by mass unbalance, external lateral 

forces (vibration from other machines, interaction between structures, etc.), and the 

resonances of the rotor itself. Excessive bending vibration could result in bearing wear, 

fatigue, low power efficiency, poor user experience, or even failure.  

In general, the torsional displacements (𝜓𝜓1 and 𝜓𝜓2) and the axial displacements 

(𝑤𝑤1 and 𝑤𝑤2) are assumed to be uncoupled with each other as well as the other DoFs. 

In other words, their effects could be considered separately for the sake of simplicity, 

but in some situations they may produce a significant effect on the lateral behaviour. 

For instance, in a geared rotor-bearing system, the torsional motion is coupled with 

bending due to the gear mesh profile and its working mechanism, and the axial force 

can result in a stiffening or a softening effect when the beam is under tensile force or 

compressive force. 
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Figure 3. 1. Coordinate systems used for rotors. (a) Right-handed stationary 

reference frame. (b) Local nodal displacements. 

3.1.2. Equations of motion 

In a 1-D model, the general form of equations of motion for a model with rotating 

components in a stationary reference frame is given by 

 𝐌𝐌𝐪̈𝐪(𝑡𝑡) + (𝐂𝐂s + 𝐂𝐂cir + 𝛺𝛺𝐆𝐆)𝐪̇𝐪(𝑡𝑡) + (𝐊𝐊 + 𝛺𝛺𝐊𝐊cir)𝐪𝐪(𝑡𝑡) = 𝐟𝐟(𝑡𝑡) (3.2) 

where q(t) and f(t) are the vector of DoFs and that of external forces, and 𝛺𝛺 is the 

rotational speed. For a better presentation of the matrix property and the meaning of 

each term in Eq. (3.2), consult Table 3.2 below. What make Eq. (3.2) different from 

the equations of motion of a static structure are the speed-dependent terms such as 

gyroscopic and circulatory matrices, which are linked with the gyroscopic couples and 

the internal damping of the rotor, respectively. Rotor internal damping is a complicated 

phenomenon and can come from many sources, for example, material damping, 

friction in joints and couplings (considered to be the main source), and shrink fits. It 

is known that rotor internal damping can cause self-induced instability when operating 

in supercritical speed, i.e. speed above the first critical speed. It was not well 

considered in past practical situations until recently as common rotating machines 

were often operating below their first critical speeds and such instability can be 

supressed by adding external dampers, redesigning rotor fits, or modifying bearings. 

As machine’s performance/weight efficiency is increasing, rotor internal damping has 

become a more noticeable problem. As a result, it can be argued that the 1-D model 
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might not be adequate to model rotor internal damping or carry out instability analysis 

[133].  

 

Table 3. 2. Properties of matrices 
Notation Name Matrix property Meaning 

𝐌𝐌 Mass matrix symmetric 
Discretized or lumped mass of 

the model 
𝐂𝐂s Damping matrix symmetric Damping of the stators 

𝐊𝐊 Stiffness matrix symmetric 
Discretized or lumped stiffness 

of the model 

𝐆𝐆 
Gyroscopic 

matrix 
skew-symmetric 

Gyroscopic couples, which arise 
because of the conservation of 

angular momentum 

𝐂𝐂cir Damping matrix 
Symmetric  

(if proportional 
damped) 

Internal damping of the rotating 
parts 

𝐊𝐊cir 
Circulatory 

matrix 

skew-symmetric 
(if proportional 

damped) 

Internal damping of the rotating 
parts 

 

If internal damping is neglected, gyroscopic effect would be the only factor to 

account for the influence of rotation. When 𝛺𝛺  approaches zero, the analysis is no 

different from that of a static structure. Gyroscopic effect represents the relationship 

between the precession velocity (an angular velocity) and the change in the angular 

moment (so-called gyroscopic moment). For instance, assuming that a rotor is 

spinning and having a large angular moment about the z-axis (see Fig. 3.1), if a 

moment about the x-axis is applied, the rotor has precession velocity about the y-axis; 

by the same token, if the rotor is forced to precess about the y-axis, gyroscopic moment 

about the x-axis must exist to maintain equilibrium. This relationship can be expressed 

by the formulas 

 𝑀𝑀𝑥𝑥 = 𝐼𝐼𝑝𝑝𝛺𝛺𝜔𝜔𝑦𝑦 (3.3) 

and 

 𝑀𝑀𝑦𝑦 = −𝐼𝐼𝑝𝑝𝛺𝛺𝜔𝜔𝑥𝑥 (3.4) 
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where 𝐼𝐼𝑝𝑝  is the polar moment of inertia of the rotor. M and 𝜔𝜔  are the gyroscopic 

moment and the precession velocity. 

Although a 1-D model is adopted in this study, it is still worth briefly introducing 

another beam-element-based model, the so-called 112−D model. In a 1-D model, the 

discs, blades, or bladed disc, which are common structures protruding in the radial 

direction of a shaft, are considered rigid bodies whilst the 112−D  model aims to 

overcome this limitation and takes the flexibility and the associated dynamic 

influences of them into consideration. The effects of the protruding parts to the shaft 

can be dominant, particularly for structures with relatively long and thin protruding 

parts such as wind turbines and propellers. As suggested by Genta and Silvagni [134], 

the basic equations of motion of an undamped 112−D model in a stationary reference 

frame can be given by 

 𝐌𝐌𝐪̈𝐪(𝑡𝑡) + 𝛺𝛺𝐆𝐆𝐪̇𝐪(𝑡𝑡) + (𝐊𝐊 + 𝛺𝛺2(𝐊𝐊s −𝐌𝐌n))𝐪𝐪(𝑡𝑡) = 𝐟𝐟(𝑡𝑡) (3.5) 

where 𝐆𝐆 is the gyroscopic matrix and 𝐊𝐊s is the centrifugal stiffening matrix (also often 

called geometric matrix), which would appear once the flexibility of discs or blades is 

considered. The other geometric terms, such as those caused by thermal stressing and 

are independent from 𝛺𝛺, could be implicitly included in K [127]. 𝐊𝐊s has a stiffening 

effect owing to the tensile stress caused by rotation, thus increasing the resonant 

frequencies as the rotation speed increases; on the other hand, 𝐌𝐌n, the centrifugal 

softening matrix, tends to counteract the stiffening effect as a result of the centrifugal 

force acting on the structure. Genta and Silvagni [134] also stated that the centrifugal 

softening effect is not as strong as the stiffening effect; as a result, the term 

(𝐊𝐊s −𝐌𝐌n) would produce a net stiffening effect.  

The element matrices of rotating thin discs and those of a rotating array of blades 

were developed in [135] and [136] by Genta and Tonoli, respectively. The discs and 

the array of blades were modelled as annular elements in which the displacements 

along the angle were approximated by a truncated Fourier series. The transition 

elements were also presented to ensure the compatibility of the displacement fields at 

the shaft-disc, shaft-disc-array of blades, or the disc-array of blades interfaces. A 

generalization of the elements proposed in [135] and [136] was presented by Genta et 
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al. [137], flexible discs and blades were modelled as annular elements with the 

displacement field approximated by trigonometrical expansion along the tangential 

direction and by polynomial shape functions along the radial direction. It should be 

highlighted that the array of blades were assumed to be axisymmetric; therefore, the 

number of blades must be equal or greater than 3 in order for the array to be 

dynamically equivalent to an axial-symmetric structure [136].  

3.2. Modelling of common components 

The finite element modelling of a few components in a rotating machine, including 

shaft, bearing, disc and gear, is summarized in this section. The system comprised of 

those components is often referred to as a geared rotor-bearing system, which has a 

wide variety of practical applications.   

Shaft 

In the early studies of rotordynamics, the rotor was modelled as a massless shaft or a 

rigid shaft. As such a simplistic model is inadequate for modern rotating systems, FE 

beam element has taken over for general rotordynamic analysis. Since 1-D modelling 

approach is adopted in this study, the shaft or the rotor is therefore modelled as 

Timoshenko beam elements to include shear and rotary inertia effects. The derivation 

of a Timoshenko beam element can be found in many textbooks and thus is not 

repeated here. In this study, the so-called 3D Timoshenko beam element presented in 

Wu’s book [138] is used. The 3D Timoshenko element consists of two sets of in-plane 

DoFs which are orthogonal, for instance, the x-z plane and y-z plane in Fig. 3.1. The 

DoFs in the torsional direction can be easily added to the mass and stiffness matrices 

when torsion is independent of bending, thus leading to 6 DoFs in total at one node.  
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Bearing 

Rotating machines require a set of bearings to support them during rotation. There are 

many different types of bearings and the most prevalent types in a rotating system 

include rolling-element bearing, plain bearing, fluid bearing, and magnetic bearing. 

These bearings, which have distinctive working principals, are designed to cover 

different operation requirements and have a great effect on the dynamic behaviour of 

the rotor and the associated system. 

As briefly introduced in Section 1.1, the magnetic bearing uses magnetic field to 

lift the rotor and has been intensively studied in recent years since there is nearly zero 

friction between the rotor and the stator; thus, the service life can be widely extended 

and the energy loss can be greatly reduced. It is increasingly used in flywheel energy 

storage systems, compressors, pumps, and electric motors. Fluid bearings, such as 

hydrodynamic journal bearings, hydrostatic journal bearings, and air bearings, consist 

of a thin layer of pressurized liquid or gas to support the load. Those with fluid 

lubrication are generally called journal bearing and widely used in large rotating 

machines for their rather high load-capacity. Plain bearings are, in terms of the 

structure, the simplest type of bearings that consists no rolling elements or external 

lubricant supply. One common example is self-lubricating bearing, which is 

essentially a bushing or a sleeve in terms of its geometry. Traditional self-lubricating 

bearings are sintered metal components with high porosity in which the void spaces 

are impregnated with lubricant oil. The oil is release when pressure or heat is applied. 

Nowadays, such a bearing made from composite material or high-performance plastic 

is available, which can provide high load-capacity, wear-resistant, chemical resistance, 

and require low maintenance effort.  

 The aforementioned bearings all have their niche applications, but for general-

purpose applications rolling-element bearing is still the most widely used bearing. 

Because of that, the modelling of a rolling-element bearing is of great importance and 

has been studied by many researchers for decades. Although such a bearing only 

consists of four key components (inner race, outer race, balls or rollers, and cage), the 
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kinematic and the modelling are not as clear as it may seem, due to several phenomena 

such as the nonlinear speed-dependent displacement-load relationship, the complex 

tribo-mechanical behaviour, centrifugal loads, gyroscopic moment, deformation of 

rings, etc. Eventually, in a rotating machine, the rolling bearing model has to be 

coupled with the rotor model to reflect the dynamic behaviour of the whole system. 

For a 1-D model, a bearing is conventionally represented by a grounded spring and a 

grounded damper. It should be noted that, in essence, the spring and the damper 

represent the overall characteristic of the bearing and the housing combined, not the 

bearing alone. This model is easily integrated and thus is adopted in this study. If the 

resulting effect of the bearing is seen as a restoring force and there is no coupling 

between transverse and rotational motion, the model can be expressed explicitly as 

{𝐟𝐟b} = −

⎣
⎢
⎢
⎡
𝑘𝑘𝑢𝑢𝑢𝑢 𝑘𝑘𝑢𝑢𝑢𝑢 0 0
𝑘𝑘𝑣𝑣𝑣𝑣 𝑘𝑘𝑣𝑣𝑣𝑣 0 0

0 0 𝑘𝑘𝜙𝜙𝜙𝜙 𝑘𝑘𝜙𝜙𝜙𝜙
0 0 𝑘𝑘𝜃𝜃𝜃𝜃 𝑘𝑘𝜃𝜃𝜃𝜃⎦

⎥
⎥
⎤
�

𝑢𝑢
𝑣𝑣
𝜙𝜙
𝜃𝜃

� −

⎣
⎢
⎢
⎡
𝑐𝑐𝑢𝑢𝑢𝑢 𝑐𝑐𝑢𝑢𝑢𝑢 0 0
𝑐𝑐𝑣𝑣𝑣𝑣 𝑐𝑐𝑣𝑣𝑣𝑣 0 0
0 0 𝑐𝑐𝜙𝜙𝜙𝜙 𝑐𝑐𝜙𝜙𝜙𝜙
0 0 𝑐𝑐𝜃𝜃𝜃𝜃 𝑐𝑐𝜃𝜃𝜃𝜃⎦

⎥
⎥
⎤
�

𝑢̇𝑢
𝑣̇𝑣
𝜙̇𝜙
𝜃̇𝜃

� (3.6) 

where the force in the axial direction is neglected. Apparently, it needs to be assumed 

that the bearing-housing component is linear for Eq. (3.6) to be valid. A quick 

estimation for the bearing radial stiffness was presented by Gargiulo [139]. Lim and 

Singh [140] gave an estimation of the bearing stiffness for a “full” 5x5 stiffness matrix 

covering DoFs of 𝑢𝑢, 𝑣𝑣,𝜙𝜙,𝜃𝜃, and 𝑤𝑤. On the other hand, the damping coefficients are 

often neglected due to its complexity. It is worth mentioning that there are a few other 

models besides Eq. (3.6) such as quasi-static bearing model and dynamic bearing 

model, which can be found in the comprehensive review done by Cao et al. [141]. 

Disc 

Simple circular structures such as flywheels, shaft collars, shaft sleeves, wheels, and 

lock nuts could be modelled as disc elements. Here, it is assumed that the discs are 

rigid, in other words, they mainly contribute kinetic energy to the vibrating system 

instead of strain energy, and rotate about the centre if they are axisymmetric. The total 

kinetic energy includes transitional kinetic energy and rotational kinetic energy; in 
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general, the rotation kinetic energy is easier to analyse in the frame that rotates with 

the disc while the translational kinetic energy can be obtained in a stationary reference 

frame.  

To describe the orientation of the frame that is fixed with the disc with respect to 

a stationary reference frame, three Euler angles are introduced. Euler angles, in general,  

represent any manner describing the rotation of a rigid body in a three dimensional 

space through three consecutive transformations of coordinates about a specific set of 

axes [142]. Thus, the total kinetic energy can be expressed by 

 T =
1
2
𝑚𝑚(𝑢̇𝑢2 + 𝑣̇𝑣2) +

1
2
𝐼𝐼𝑑𝑑�𝜔𝜔𝑥𝑥3

2 + 𝜔𝜔𝑦𝑦3
2� +

1
2
𝐼𝐼𝑝𝑝𝜔𝜔𝑧𝑧3

2 (3.7) 

where m is the mass of the disc; 𝐼𝐼𝑑𝑑 and 𝐼𝐼𝑝𝑝 are the diametral moment of inertia and 

the polar moment of inertia of the disc; 𝜔𝜔𝑥𝑥3 , 𝜔𝜔𝑦𝑦3 , and 𝜔𝜔𝑧𝑧3   are the instantaneous 

angular velocities about the three axes of the frame that rotates with the disc (disc-

referenced frame), i.e. a frame that is transformed three times from the stationary 

frame. The number in the subscript denotes the number of transformations made. If 

the transformations are applied in the following order: 𝜃𝜃  about the x-axis of the 

stationary frame, 𝜙𝜙  about the new y-axis (𝑦𝑦1 ), 𝜓𝜓  about the new z-axis (𝑧𝑧2 ), the 

individual transformation matrices are 

 

�
𝑥𝑥1
𝑦𝑦1
𝑧𝑧1
� = �

1 0 0
0 cos 𝜃𝜃 sin𝜃𝜃
0 − sin𝜃𝜃 cos 𝜃𝜃

� �
𝑥𝑥
𝑦𝑦
𝑧𝑧
� 

�
𝑥𝑥2
𝑦𝑦2
𝑧𝑧2
� = �

cos𝜙𝜙 0 − sin𝜙𝜙
0 1 0

sin𝜙𝜙 0 cos𝜙𝜙
� �
𝑥𝑥1
𝑦𝑦1
𝑧𝑧1
� 

�
𝑥𝑥3
𝑥𝑥3
𝑧𝑧3
� = �

cos𝜓𝜓 sin𝜓𝜓 0
− sin𝜓𝜓 cos𝜓𝜓 0

0 0 1
� �
𝑥𝑥2
𝑦𝑦2
𝑧𝑧2
� 

(3.8) 

These rotation matrices are orthogonal matrices, so the inverse of the matrix is 

equal to its transpose. It is true that the time derivative of the Euler angles is directly 

equal to the rotation rate of the disc-referenced frame only if the Euler angles are 

extremely small. Thus, it is important to determine the effects on the rotation rate when 
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small changes are made in each Euler angle. The corresponding change of rotation rate 

can be expressed as 𝛚𝛚���⃗ = 𝜓̇𝜓𝐳𝐳𝟑𝟑����⃗ + 𝜙̇𝜙𝐲𝐲𝟐𝟐����⃗ + 𝜃̇𝜃𝐱𝐱𝟏𝟏����⃗ , which can be rewritten in matrix form as 

 

𝛚𝛚���⃗ =  �
0
0
𝜓̇𝜓
� + �

cos𝜓𝜓 sin𝜓𝜓 0
− sin𝜓𝜓 cos𝜓𝜓 0

0 0 1
� �

0
𝜙̇𝜙
0
�

+ �
cos𝜓𝜓 sin𝜓𝜓 0
− sin𝜓𝜓 cos𝜓𝜓 0

0 0 1
� �

cos𝜙𝜙 0 − sin𝜙𝜙
0 1 0

sin𝜙𝜙 0 cos𝜙𝜙
� �
𝜃̇𝜃
0
0
� 

(3.9) 

where 𝛚𝛚 can be seen as the instantaneous angular velocity about the disc-referenced 

frame. Multiplying out Eq. (3.9) gives 

 𝛚𝛚���⃗ = �
ω𝑥𝑥3
ω𝑦𝑦3
ω𝑧𝑧3

� = �
𝜃̇𝜃 cos𝜓𝜓 cos𝜙𝜙 + 𝜙̇𝜙 sin𝜓𝜓
−𝜃̇𝜃 sin𝜓𝜓 cos𝜙𝜙 + 𝜙̇𝜙 cos𝜓𝜓

𝜃̇𝜃 sin𝜙𝜙 + 𝜓̇𝜓
� (3.10) 

Substituting Eq. (3.10) to Eq. (3.7) results in 

 
T =

1
2
𝑚𝑚(𝑢̇𝑢2 + 𝑣̇𝑣2) +

1
2
𝐼𝐼𝑑𝑑�𝜙̇𝜙2 + 𝜃̇𝜃2 cos2 𝜙𝜙�

+
1
2
𝐼𝐼𝑝𝑝�𝜓̇𝜓2 + 2𝜓̇𝜓𝜃̇𝜃 sin𝜙𝜙 + 𝜃̇𝜃2 sin2 𝜙𝜙� 

(3.11) 

Assuming that the Euler angles 𝜃𝜃 and 𝜙𝜙 are small and neglecting higher-order terms 

leads to 

 T =
1
2
𝑚𝑚(𝑢̇𝑢2 + 𝑣̇𝑣2) +

1
2
𝐼𝐼𝑑𝑑�𝜙̇𝜙2 + 𝜃̇𝜃2� +

1
2
𝐼𝐼𝑝𝑝�𝜓̇𝜓2 + 2𝜓̇𝜓𝜃̇𝜃𝜙𝜙� (3.12) 

Since the total kinetic energy is obtained, the element matrices can be easily 

found by applying Lagrange’s equations. If the local coordinates are arranged in a 

vector [𝑢𝑢, 𝑣𝑣,𝜃𝜃,𝜙𝜙,𝜓𝜓]T, the resulting equations are 

 

⎣
⎢
⎢
⎢
⎡
𝑚𝑚 0 0 0 0
0 𝑚𝑚 0 0 0
0 0 𝐼𝐼𝑑𝑑 0 0
0 0 0 𝐼𝐼𝑑𝑑 0
0 0 0 0 𝐼𝐼𝑝𝑝⎦

⎥
⎥
⎥
⎤

⎩
⎪
⎨

⎪
⎧
𝑢̈𝑢
𝑣̈𝑣
𝜃̈𝜃
𝜙̈𝜙
𝜓̈𝜓⎭
⎪
⎬

⎪
⎫

+ 𝜓̇𝜓

⎣
⎢
⎢
⎢
⎡
0 0 0 0 0
0 0 0 0 0
0 0 0 𝐼𝐼𝑝𝑝 0
0 0 −𝐼𝐼𝑝𝑝 0 0
0 0 0 0 0⎦

⎥
⎥
⎥
⎤

⎩
⎪
⎨

⎪
⎧
𝑢̇𝑢
𝑣̇𝑣
𝜃̇𝜃
𝜙̇𝜙
𝜓̇𝜓⎭
⎪
⎬

⎪
⎫

 (3.13) 
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which are the mass matrix and the gyroscopic matrix of the disc, and 𝜓̇𝜓 is essentially 

the rotational speed (𝛺𝛺) of the disc. It should be noted that the the angular velocities 

made about each Euler angle that are used in the derivation above do not explicitly 

agree with the coordinate system defined in Section 3.1.1; however, under the small 

angle assumption, the Euler angles could be assumed to coincide with the axes in the 

stationary referenced frame, thus making Eq. (3.13) compatible with the coordinate 

adopted.  

Gear 

Gears are widely used in many mechanical systems. When used in a rotor system, 

gears are prone to coupling the torsional and bending DoFs. This coupled dynamic 

characteristics lead to critical speeds and natural modes that can be much different 

from those of the original uncoupled model. Traditionally, there are two main 

approaches to study the dynamic behaviour, which are the finite element method and 

transfer matrix method. For the finite element method, a model of a gear pair is 

considered and shown in Fig. 3.2. The following procedure is based on a work by Rao 

et al. [143]. 

 
Figure 3. 2. Arrangement of the gear model 
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Based on the definitions of the gear geometry and the equivalent gear stiffness 

along the pressure line in Fig. 3.2, the force at the gear mesh produced by the relative 

displacement between the two gears can be expressed as 

 
Fg = 𝑘𝑘g[(𝑢𝑢1 − 𝑢𝑢2) sin𝛼𝛼 + (𝑣𝑣1 − 𝑣𝑣2) cos𝛼𝛼 − (𝑟𝑟1𝜓𝜓1 + 𝑟𝑟2𝜓𝜓2)]

= 𝑘𝑘g𝐧𝐧gT𝐪𝐪g 
(3.14) 

where 𝐧𝐧gT𝐪𝐪g represents the relative displacement and they are 

 𝐧𝐧g = [sin𝛼𝛼 , cos𝛼𝛼 , 0, 0,−𝑟𝑟1,− sin𝛼𝛼 ,− cos𝛼𝛼 , 0, 0,−𝑟𝑟2]T (3.15) 

and 

 𝐪𝐪g = [𝑢𝑢1, 𝑣𝑣1,𝜙𝜙1,𝜃𝜃1,𝜓𝜓1,𝑢𝑢2, 𝑣𝑣2,𝜙𝜙2,𝜃𝜃2,𝜓𝜓2]T (3.16) 

Since this gear model only contributes strain energy to the system, the strain 

energy should be first formulated in order to obtain the corresponding stiffness matrix, 

which is 

 Ug =
1
2
𝑘𝑘g�𝐧𝐧gT𝐪𝐪g�

T
�𝐧𝐧gT𝐪𝐪g� =

1
2
𝑘𝑘g𝐪𝐪gT𝐊𝐊g𝐪𝐪g (3.17) 

Thus, the stiffness matrix can be represented as 

 

𝐊𝐊g = 𝑘𝑘g𝐧𝐧g𝐧𝐧gT

= 𝑘𝑘g

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡ S2 SC 0 0 −S𝑟𝑟1 −S2 −SC 0 0 −S𝑟𝑟2
𝑆𝑆𝑆𝑆 C2 0 0 −C𝑟𝑟1 −SC −C2 0 0 −C𝑟𝑟2
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0

−S𝑟𝑟1 −C𝑟𝑟1 0 0 𝑟𝑟12 S𝑟𝑟1 C𝑟𝑟1 0 0 𝑟𝑟1𝑟𝑟2
−S2 −SC 0 0 S𝑟𝑟1 S2 SC 0 0 S𝑟𝑟2
−SC −C2 0 0 C𝑟𝑟1 SC C2 0 0 C𝑟𝑟2

0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0

−S𝑟𝑟2 −C𝑟𝑟2 0 0 𝑟𝑟1𝑟𝑟2 S𝑟𝑟2 C𝑟𝑟2 0 0 𝑟𝑟22 ⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

 
(3.18) 

where S = sin𝛼𝛼 and C = cos𝛼𝛼.  𝛼𝛼 is the gear’s contact angle shown in Fig. 3.2.  
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3.3. Eigenvalue problem 

The equation of motion describing the free vibration of a rotating system can be 

obtained by letting 𝐟𝐟(𝑡𝑡) = 0. Finding the natural frequencies or the mode shapes of 

the system is equivalent to finding the eigensolutions of such an equation: 

 𝐌𝐌𝐪̈𝐪(𝑡𝑡) + (𝐂𝐂s + 𝐂𝐂cir + 𝛺𝛺𝐆𝐆)𝐪̇𝐪(𝑡𝑡) + (𝐊𝐊 + 𝛺𝛺𝐊𝐊cir)𝐪𝐪(𝑡𝑡) = 0 (3.19) 

As no assumption has been made on the form of the damping and the presence of 

the gyroscopic matrix, Eq. (3.19) may not be able to be decoupled into n second-order 

uncoupled equations. Therefore, the classical approach to solve Eq. (3.19) in a general 

context is to transform it into a first-order state-space using a new coordinate 

vector 𝐳𝐳(𝑡𝑡) = �𝐪𝐪
(𝑡𝑡)
𝐪̇𝐪(𝑡𝑡)�. Eq. (3.19) can then be rewritten as 

 � 𝐈𝐈 𝟎𝟎
𝟎𝟎 𝐌𝐌� 𝐳̇𝐳

(𝑡𝑡) + � 𝟎𝟎 −𝐈𝐈
(𝐊𝐊 + 𝛺𝛺𝐊𝐊cir) (𝐂𝐂s + 𝐂𝐂cir + 𝛺𝛺𝐆𝐆)� 𝐳𝐳(𝑡𝑡) = 0 (3.20) 

One shall assume 𝐌𝐌 > 0; thus, Eq. (3.2) can be expressed in the form of 

 𝐳̇𝐳(𝑡𝑡) + 𝐀𝐀𝐀𝐀(𝑡𝑡) = 0 (3.21) 

where 

 𝐀𝐀 = � 𝟎𝟎 −𝐈𝐈
𝐌𝐌−1(𝐊𝐊 + 𝛺𝛺𝐊𝐊cir) 𝐌𝐌−1(𝐂𝐂s + 𝐂𝐂cir + 𝛺𝛺𝐆𝐆)� (3.22) 

is a 2𝑛𝑛 × 2𝑛𝑛 real non-symmetric matrix. By assuming that a solution has the form 

of 𝐳𝐳(𝑡𝑡) = 𝐳𝐳e𝑠𝑠𝑠𝑠, Eq. (3.21) becomes 

 −𝐀𝐀𝐀𝐀 = 𝑠𝑠𝐳𝐳 (3.23) 

which is now in a form of a standard eigenvalue problem and has 2𝑛𝑛 eigenvalues and 

2𝑛𝑛  right/left eigenvectors. The QZ algorithm, which is also called the generalized 

Schur decomposition, can be implemented to calculate all the eigenpairs [144]. 

Since A is real, the eigenvalues would occur in complex conjugate pairs. The 

response of the system, which is real, can be obtained by the sum of the solutions 

𝐳𝐳(𝑡𝑡) = ∑ 𝛼𝛼𝑟𝑟𝐳𝐳𝑟𝑟𝑒𝑒𝑠𝑠𝑟𝑟𝑡𝑡2𝑛𝑛
𝑟𝑟=1   in which  𝛼𝛼𝑟𝑟  are complex constants depending on the initial 
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conditions and 𝑟𝑟 = 1,2,3, … ,2𝑛𝑛; thus, the eigenvectors must also occur in complex 

conjugate pairs. Each 𝐳𝐳𝑟𝑟  now contains a vector of displacements and a vector of 

velocities, both of size 𝑛𝑛 × 1. From the point of view of linear algebra, any two right 

eigenvectors of square matrix A are linearly independent and right eigenvectors are 

biorthogonal to left eigenvectors if the corresponding eigenvalues are distinct. 

 It is worthwhile to mention some characteristics of the complex eigenvectors 

since they can no longer be interpreted as real eigenvectors whose elements of a mode 

are totally in-phase or out-of-phase (for undamped or proportionally damped systems). 

For complex eigenvectors, in other words, the coordinates in a system do not reach 

their maximum amplitudes at the same time due to the different phase angles 

introduced in the imaginary parts of the eigenvectors. The mode shape now appears to 

be a traveling wave, and the locations of nodes are not fixed. A useful method to 

visualize the response of a complex mode shape is to draw an Argand diagram which 

represents the magnitudes, phases, and associated oscillations in a complex plane. 

 As a matter of fact, damping increases the complexity in a system’s 

eigensolutions and is difficult to model or be quantified in practical situations. The 

solution of an undamped system is a fair approximation to that of the damped system 

as long as the damping effect is small. If the damping terms in Eq. (3.19) are neglected, 

Eq. (3.19) results in a conservative gyroscopic system which can be represented as  

 𝐌𝐌𝐪̈𝐪(𝑡𝑡) + 𝛺𝛺𝐆𝐆𝐪̇𝐪(𝑡𝑡) + 𝐊𝐊𝐊𝐊(𝑡𝑡) = 0 (3.24) 

It can be seen that converting to the state-space form, e.g. Eq. (3.20), loses many 

matrices’ advantageous properties such as symmetry and sparsity, which may lead to 

higher memory storage and a slight increase in computational time. The following 

paragraphs describe a method proposed by Meirovitch [145] to solve the undamped 

gyroscopic equation utilizing the good properties of the matrices. Following the state-

space approach, the linearization of Eq. (3.24) can be expressed as 

 �𝐊𝐊 𝟎𝟎
𝟎𝟎 𝐌𝐌� 𝐳̇𝐳

(𝑡𝑡) + � 𝟎𝟎 𝐊𝐊
−𝐊𝐊 𝛺𝛺𝐆𝐆� 𝐳𝐳

(𝑡𝑡) = 0  with  𝐳𝐳(𝑡𝑡) = �𝐪𝐪
(𝑡𝑡)
𝐪̇𝐪(𝑡𝑡)� (3.25) 
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It should be noted that a linearization is not unique, and the linearization, which 

maintains the most structural properties of the matrices, should be chosen. For instance, 

if both M and K in Eq. (3.25) are positive definite, the two 2𝑛𝑛 × 2𝑛𝑛 matrices are real 

non-singular matrices, and one is symmetric and the other is skew-symmetric. 

Assuming a solution is in the form of  𝐳𝐳(𝑡𝑡) = 𝐳𝐳e𝑠𝑠𝑠𝑠 , one can obtain the following 

eigenvalue problem 

 (𝑠𝑠𝐀𝐀 + 𝐁𝐁)𝐳𝐳 = 𝟎𝟎 (3.26) 

where 

 𝐀𝐀 = �𝐊𝐊 𝟎𝟎
𝟎𝟎 𝐌𝐌�  and 𝐁𝐁 = � 𝟎𝟎 𝐊𝐊

−𝐊𝐊 𝛺𝛺𝐆𝐆� (3.27) 

 It is well known that the eigenvalues of an undamped gyroscopic system are pure 

imaginary complex conjugates whilst the eigenvectors also occur in complex 

conjugate pairs. Meirovitch considered a pair of eigensolution (i𝜔𝜔𝑟𝑟 , 𝐫𝐫𝑟𝑟 + i𝐦𝐦𝑟𝑟) and 

substituted it back to Eq. (3.26), which results in 

 i𝜔𝜔𝑟𝑟𝐀𝐀 𝐫𝐫𝑟𝑟 − 𝜔𝜔𝑟𝑟𝐀𝐀𝐦𝐦𝑟𝑟 + 𝐁𝐁𝐫𝐫𝑟𝑟 + i𝐁𝐁𝐦𝐦𝑟𝑟 = 0 (3.28) 

Separating the real and the imaginary parts gives 

 𝐁𝐁𝐫𝐫𝑟𝑟 = 𝜔𝜔𝑟𝑟𝐀𝐀𝐦𝐦𝑟𝑟 and 𝐁𝐁𝐦𝐦𝑟𝑟 = −𝜔𝜔𝑟𝑟𝐀𝐀 𝐫𝐫𝑟𝑟 (3.29) 

Substituting 𝐳𝐳𝑟𝑟  in the latter from the first and 𝐲𝐲𝑟𝑟 in the first from the latter, for example, 

 𝐦𝐦𝑟𝑟 = (1 𝜔𝜔𝑟𝑟⁄ )𝐀𝐀−1𝐁𝐁𝐫𝐫𝑟𝑟 (3.30) 

Eq. (3.29) then becomes 

 
𝐄𝐄𝐫𝐫𝑟𝑟 = 𝜔𝜔𝑟𝑟2𝐀𝐀𝐫𝐫𝑟𝑟 and E𝐦𝐦𝑟𝑟 = 𝜔𝜔𝑟𝑟2𝐀𝐀𝐦𝐦𝑟𝑟 

𝑟𝑟 = 1, 2, … ,𝑛𝑛 
(3.31) 

where 

 𝐄𝐄 = 𝐁𝐁T𝐀𝐀−1𝐁𝐁 (3.32) 

is a real symmetric positive definite matrix. Hence, the original eigenvalue problem 

of order  2𝑛𝑛  has been reduced to two eigenvalue problems of order 2𝑛𝑛  with real 

symmetric matrices. They can then be solved efficiently using a number of algorithms. 
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Each of the equations in Eq. (3.31) has n pairs of repeated eigenvalues that are real 

positive values and n pairs of 2𝑛𝑛 -dimentional eigenvectors. Both real part 𝐫𝐫𝑟𝑟  and 

imaginary part 𝐦𝐦𝑟𝑟 satisfy the same eigenvalue problem and are related by Eq. (3.30). 

Nonetheless, for numerical computation, Eq. (3.32) could be prone to having 

round-off errors if the matrix to be inversed is badly scaled, that is to say, matrix A 

should be carefully chosen (must be non-singular) or the eigenvalues might not appear 

in pairs as a result. In other words, this method cannot be applied to generally damped 

structures and free rotors. Moreover, it was later shown by Meirovitch [146] that 

vectors 𝐫𝐫𝑟𝑟  and 𝐦𝐦𝑟𝑟  are linearly independent because the system is positive definite; 

therefore, the response of an undamped gyroscopic system could be derived through 

closed-form functions based on expansion theorem. The free response 𝐳𝐳(𝑡𝑡)  in Eq. 

(3.25) can be computed from  

 𝐳𝐳(𝑡𝑡) = �𝑐𝑐1𝑟𝑟(𝐫𝐫𝑟𝑟 + i𝐦𝐦𝑟𝑟)ei𝜔𝜔𝑟𝑟𝑡𝑡 + 𝑐𝑐2𝑟𝑟(𝐫𝐫𝑟𝑟 − i𝐦𝐦𝑟𝑟)e−i𝜔𝜔𝑟𝑟𝑡𝑡
𝑛𝑛

𝑟𝑟=1

 (3.33) 

where 𝑐𝑐1𝑟𝑟  and 𝑐𝑐2𝑟𝑟  are real coefficients depending on the initial displacement and 

velocity.  

 

3.4. A case study 

Consider a geared rotor-bearing system shown in Fig. 3.3. In this case study, the main 

interest is to study the dynamical properties of such a system within 0 and 6000 rpm 

and highlight some important features in rotordynamic analysis. 

The system depicted in Fig. 3.3 consists of two parallel shafts that are connected 

through a pair of identical gears. The shafts have the following material properties: 

Young’s modulus of 205 GPa, Poisson ratio of 0.33, and mass density of 7850 kg m3⁄ . 

The shafts have diameters of 1.7 cm and total lengths of 30 cm and 80 cm, respectively. 

They are modelled using 13 Timoshenko beam elements and therefore have 15 nodes 

in total. The lengths of the beam elements are shown in Fig. 3.3. Three identical rigid 

discs are keyed to the shafts at node 2, 10, and 12. Each disc has weight of 4.1404 kg, 
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diametral moment of inertia of 0.0061  kgm2 , and polar moment of inertia of 

0.0116 kgm2. Likewise, the inertia influence of the gears are represented by two rigid 

discs of which each weight is 1.024 kg, the diametral moment of inertia is 

4.675 × 10−4 kgm2, and the polar moment of inertia is 7.58 × 10−4 kgm2. The gear 

contact angle and the gear contact stiffness are set to 22.5 degree and 104  N/m. 

Bearings are assumed to have a stiffness of 9 × 106 N/m in the x direction and 107 

N/m in the y direction, and a damping of 104 Ns/m in each direction. There is no 

cross-coupling in bearings. The internal damping of the rotor is neglected.  

 

 
Figure 3. 3. The layout of the geared roto-bearing system. 

Discussion: 

Since the system is damped and has a rigid body mode in the torsional direction, the 

eigenvalue problem has to be solved in the state-space form. Due to the presence of 

the gyroscopic term, the equation of motion needs to be updated and solved at each 

spin speed of interest. Table 3.3 shows the first few eigenvalues of the system at 0 rpm 

and 6000 rpm, respectively. It is conventionally assumed that the eigenvalues are of 

the form  −𝜉𝜉𝜔𝜔n ± 𝜔𝜔n�1 − 𝜉𝜉2  where  ξ  is the damping ratio,  𝜔𝜔n  is the natural 

frequency, and 𝜔𝜔n�1 − 𝜉𝜉2 = 𝜔𝜔d is the damped natural frequency. The corresponding 

natural frequencies and the damping ratios for the eigenvalues are also presented in 

Table 3.3.  

 It is believed that the bending natural frequencies would occur in pairs and each 

pair of natural frequencies do not necessarily share the same value whilst the torsional 
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natural frequencies are distinct. This is because the bearing stiffness in the x and y 

directions are not identical and the beam element is composed of two uncoupled sets 

of DoFs in the x-z plane and in the y-z plane. Therefore, it can be easily concluded that, 

in Table 3.3, the first root is a torsional natural frequencies at 7 Hz and the rest are two 

sets of bending natural frequencies at about 28 Hz and 97 Hz. As no damping is present 

on the torsional DoF, the damping ratio of the torsional mode is close to zero.  

 It is well known that the bending natural frequencies split because of gyroscopic 

effect as the rotational speed increases. In a set of two split frequencies, one is referred 

to as the forward whirl (FW) mode and the other is referred to as the backward whirl 

(BW) mode. A FW mode means the orbit of the rotor rotates in the same direction as 

the spin direction whilst a BW mode rotates in the opposite direction. In the stationary 

reference frame, the gyroscopic moment tends to increase the stiffness of the FW mode, 

thus increasing the natural frequency. On the contrary, the stiffness of the BW mode 

is weaken. As a result, FW modes in general occur at a higher frequency than BW 

modes but this is not guaranteed. As can been seen in Table 3.3, the frequency 

difference in each pair of the bending modes at 6000 rpm is greater than that at 0 rpm. 

 

Table 3. 3. The eigenvalues of the system at two different spin speeds. 
Speed Roots 𝜔𝜔n(Hz) 𝜔𝜔d(Hz) ξ 

0 

0 ± 43.99i 7.0 7.0 2.3 × 10−5 
−1.96 ± 177.50i 28.252 28.250 0.011 
−1.65 ± 178.46i 28.404 28.403 0.0092 
−16.86 ± 611.67i 97.388 97.351 0.028 
−14.76 ± 613.26i 97.632 97.603 0.024 

6000 

0 ± 43.99i 7.0 7.0 2.3 × 10−5 
−1.59 ± 171.40i 27.280 27.279 0.0093 
−2.01 ± 184.12i 29.305 29.304 0.0109 
−14.15 ± 572.89i 91.206 91.178 0.0247 
−16.36 ± 643.02i 102.373 102.340 0.0254 

 The orbits of the first four bending modes at 6000 rpm at the node number 10 

(disc location) are plotted in Fig. 3.4. By following the right hand rule, one can 
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determine whether a mode is a FW mode or a BW mode. It should be mentioned that 

in some cases a system could simultaneously possess both FW and BW at different 

locations along the rotor. Additionally, in this case, the orbits are in fact elliptical rather 

than circular due to the anisotropic bearings.  

 
Figure 3. 4. The orbits of the bending modes, viewed from the positive z-axis, at 

node number 10 at 6000 rpm. The circle denotes the start of the orbit and the cross 
denotes the end. 

It can be shown that although the two shafting systems are connected through a 

skew spring, which represents the gear contact, the longer one still has a greater 

influence than the shorter one in the system’s overall dynamic properties as the natural 

frequencies of the geared rotor-bearing system are rather close to that of the longer 

shafting system alone. This suggests that the current gear model is not able to provide 

strong coupling between the two shafting systems. For this reason, it is representative 

to plot the mode shapes only from the longer shaft of the geared rotor-bearing system. 

Fig. 3.5 includes the four bending mode shapes at 6000 rpm. It can be noticed that the 

rotor exhibits similar mode shapes of a classical pinned-pinned beam.  

 In addition to bending modes, the first torsional mode about the axial direction is 

plotted in Fig. 3.6. It is clear that the angle of twist varies linearly between any two 
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adjacent masses (gears or discs) that have relatively larger polar moment of inertia 

than the shafts.  

 

Figure 3. 5. Mode shapes of the bending modes at 6000 rpm. 
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Figure 3. 6. Mode shape of the first torsional mode. 

As the natural frequency is influenced by the rotational speed, a Campbell 

diagram, which shows the natural frequencies of the system with respect to spin speeds, 

can be obtained as shown in Fig. 3.7. It is often useful to include some reference lines 

in the same diagram that shows frequencies at the spin speed (1x), at twice the spin 

speed (2x), at half the spin speed (0.5x), or at other harmonics and subharmonics of 

the spin speed, as in Fig. 3.7. These frequencies are featured by various excitations 

that are commonly found in a rotating machine such as unbalance, misalignment, loose 

assembly, oil whirl, etc.  

 From the Campbell diagram, the critical speeds can be easily identified. Simply 

stated, the critical speed is a rotational speed that matches the natural frequency of a 

rotating object. As a result, the system’s response significantly increases when 

operating at or close to the critical speeds. Through the definition, it is clear that the 

intersections of the natural frequencies and the 1x reference line are the critical speeds 

of primary interest. To avoid big vibration response, most of the rotating machines’ 

operating speeds are either below the first critical speed or between any two sequential 

critical speeds.  
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Figure 3. 7. The Campbell diagram of the geared rotor-bearing system. 

 It has been assumed that the discs are rigid throughout the case study, and this 

assumption is in fact true for the majority of the cases; however, it is still important to 

check if the assumption holds especially when the rotational speed is high or the disc 

is thin. The commercial FEA software Abaqus is employed to study the flexibility of 

the disc used in this case study. In the simulation, the rotordynamic load is defined 

using the syntax ROTDYNF, and it should be defined along with a nonlinear static 

step in order to take the centrifugal load effects and load stiffness terms into account. 

It should be mentioned that currently the rotordynamic load (ROTDYNF) is not 

supported in the Abaqus CAE interface and thus has to be explicitly applied in the .inp 

file and solved by the Abaqus solver through the Command window. Moreover, as 

discussed in Section 3.1, Abaqus manual also suggests that ROTDYNF can only be 

applied to axisymmetric structures in a stationary reference frame. After the 

rotordynamic load is applied, Complex Eigenvalue Extraction is used to obtain the 

natural frequencies and the mode shapes. As a result, the Campbell diagram of the disc 

can be obtained as shown in Fig. 3.8.  
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Figure 3. 8. Campbell diagram of the flexible disc. 

It is clear that a flexible disc also experiences the change of some natural 

frequencies as the spinning speed changes. For a disc-like structure, it is common to 

denote the modes in the way as (NC, ND) where NC is the number of nodal circles 

and ND stands for the number of nodal diameters. When a disc is stationary, it is well 

known that modes with ND = 0 have distinct eigenvalues and mode shapes, whereas 

any mode with ND ≠ 0 possesses two linearly independent sine- and cosine-oriented 

modes that share a same natural frequency. For instance, the first few mode shapes of 

the flexible disc (clamped-free) are shown in Fig. 3.9. When the disc starts spinning, 

the natural frequencies of modes with ND ≠ 0  split as the spin speed increases, 

which can be seen in Fig. 3.8. The mode with higher natural frequency is referred to 

as a forward mode whilst the one with lower natural frequency is called a backward 

mode.  
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Figure 3. 9. A few out-of-plane modes of the flexible disc. 

From Fig 3.8, it is also clear that the lowest natural frequency, which is about 

2171 Hz, is much higher than the frequency range of concern in the geared rotor-

bearing system. Although the natural frequencies of the backward modes decreases as 

the spinning increases, the disc is not likely to be excited within 0-6000 rpm in the 

system. As a result, assuming that the disks are rigid throughout the analysis of the 

geared rotor-bearing system is thus reasonable. 
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4.  Receptance-based inverse 
structural modification methods 

The merits of using receptances for inverse structural modification problems have 

been discussed in Section 2.2. In this chapter, the aim is to cover the theoretical 

developments of using receptances in such an inverse problem. The definition of 

receptance and its difference from dynamic stiffness matrix are first presented, and 

followed by the theoretical developments of receptance-based methods for passive 

control. Lastly, some receptance-based methods for active control are presented. 

 

4.1. Receptance and dynamic stiffness matrix 

The general equation of motion of a viscously-damped multi-DoF system can be 

expressed as  

 𝐌𝐌𝐪̈𝐪(𝑡𝑡) + 𝐂𝐂𝐪̇𝐪(𝑡𝑡) + 𝐊𝐊𝐊𝐊(𝑡𝑡) = 𝐟𝐟(𝑡𝑡) (4.1) 

where M, C, K are real 𝑛𝑛 × 𝑛𝑛 mass, damping, and stiffness matrices. In general, M 

is positive definite and K is semi-positive definite. 𝐪𝐪(𝑡𝑡) represents the displacements 

of the DoFs in the system and 𝐟𝐟(𝑡𝑡) is the vector containing the external forces. If the 

steady-state response is the primary interest and 𝐟𝐟(𝑡𝑡) = 𝐟𝐟e𝑠𝑠𝑠𝑠, the response can take the 

form of 𝐪𝐪(𝑡𝑡) = 𝐮𝐮e𝑠𝑠𝑠𝑠. Substituting this into Eq. (4.1) leads to 

 [𝑠𝑠2𝐌𝐌 + 𝑠𝑠𝐂𝐂 + 𝐊𝐊]𝐮𝐮 = 𝐟𝐟 (4.2) 

The matrix [𝑠𝑠2𝐌𝐌 + 𝑠𝑠𝐂𝐂 + 𝐊𝐊]  ∈ ∁𝑛𝑛×𝑛𝑛 is referred to as the dynamic stiffness matrix and 

denoted as Z(s). The dynamic stiffness matrix can be seen as an analogue of the 

stiffness in Hooke’s law when s is equal to zero. With any s, each element in Eq. (4.2) 

can be written as  

 𝑓𝑓𝑖𝑖 = �𝑧𝑧𝑖𝑖,𝑗𝑗𝑢𝑢𝑗𝑗

𝑛𝑛

𝑗𝑗=1

 (4.3) 
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where 𝑧𝑧𝑖𝑖,𝑗𝑗  is the (𝑖𝑖𝑡𝑡ℎ row, 𝑗𝑗𝑡𝑡ℎ column) element in the dynamic stiffness matrix. It can 

be seen that, from Eq. (4.3), a  𝑧𝑧𝑖𝑖,𝑗𝑗  can only be exactly determined when the 

displacements at DoF other than j are zero, i.e. 𝑧𝑧𝑖𝑖,𝑗𝑗 = 𝑓𝑓𝑖𝑖 𝑢𝑢𝑗𝑗⁄ . However, the constraint 

to make all displacements but DoF j zero is extremely hard to achieve in practice. That 

is to say, it is not straightforward to construct or study the force-displacement 

relationship using the dynamic stiffness matrix, the stiffness matrix elements are to be 

measured. To describe such a relationship in a more convenient form, Eq. (4.2) can be 

pre-multiplied by the inverse of the dynamic stiffness matrix, which leads to  

 𝐮𝐮 = 𝐇𝐇𝐇𝐇 (4.4) 

in which 𝐇𝐇(𝑠𝑠) = [𝑠𝑠2𝐌𝐌 + 𝑠𝑠𝐂𝐂 + 𝐊𝐊]−1  is known as the receptance matrix or the 

frequency response function matrix. In contrast to Eq. (4.3), the displacement at DoF 

i is given by 

 𝑢𝑢𝑖𝑖 = �ℎ𝑖𝑖,𝑗𝑗𝑓𝑓𝑗𝑗

𝑛𝑛

𝑗𝑗=1

 (4.5) 

 This provides a rather convenient means to describe the force-displacement 

relationship. It only requires a receptance function ℎ𝑖𝑖,𝑗𝑗 to determine the displacement 

at DoF i due to the excitation at DoF j, in other words, ℎ𝑖𝑖,𝑗𝑗 represents the response at 

ith DoF caused by a unit load applied at jth DoF at various excitation frequencies. By 

the same token, ℎ𝑖𝑖,𝑗𝑗 can be obtained through experimental modal analysis in practice. 

The receptance matrix is in theory symmetric, and thereby the reciprocal relation 

ℎ𝑖𝑖,𝑗𝑗 = ℎ𝑗𝑗,𝑖𝑖 holds; nonetheless, the measured receptance matrix is prone to being non-

symmetric due to the inevitable measurement noise, measurement errors, and non-

smooth nonlinearities [40]. 

 In addition to being the transfer function between input and output or the inverse 

of the dynamic stiffness matrix, receptance matrix can also be expressed in terms of 

eigenvalues (𝑠𝑠𝑟𝑟) and eigenvectors (𝐯𝐯𝑟𝑟) of the quadratic eigenvalue problem of Eq. (4.1) 

or the ratio of two polynomials as shown in Eqs. (4.6) and (4.7), respectively. 
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 𝐇𝐇(𝑠𝑠) = ��
𝐯𝐯𝑟𝑟𝐯𝐯𝑟𝑟T

𝑠𝑠 − 𝑠𝑠𝑟𝑟
+
𝐯𝐯𝑟𝑟∗𝐯𝐯𝑟𝑟∗

T

𝑠𝑠 − 𝑠𝑠𝑟𝑟∗
�

𝑛𝑛

𝑟𝑟=1

 where 𝑠𝑠 = iω (4.6) 

 ℎ(𝑠𝑠) =
N(𝑠𝑠)
D(𝑠𝑠)

= �𝑎𝑎𝑖𝑖𝑠𝑠𝑖𝑖
𝑚𝑚

𝑖𝑖=0

�𝑏𝑏𝑗𝑗𝑠𝑠𝑗𝑗
𝑛𝑛

𝑗𝑗=0

�  (4.7) 

 

4.2. Receptance method for passive control 

In this section, the theoretical developments of using receptances to formulate the 

inverse structural modification problem are presented. The formulations of the 

classical forms of modification including rank-one modification and single-DoF 

spring-mass oscillator are introduced. It should be stated that the following contents 

regarding the formulas of rank-one modification in this section are mainly based on 

[32]. 

 

4.2.1. Rank-one modification 

The dynamic stiffness matrix of a rank-one modification at rth DoF can be expressed 

in the form of 𝑏𝑏𝑟𝑟(𝑠𝑠) = 𝑠𝑠2∆𝑚𝑚𝑟𝑟 + 𝑠𝑠∆𝑐𝑐𝑟𝑟 + ∆𝑘𝑘𝑟𝑟 . Combining 𝑏𝑏𝑟𝑟(𝑠𝑠)  with the system’s 

equation of motion, Eq. (4.2), and rearranging the equation to the form of Eq. (4.4) 

give 

 𝐮𝐮 = [𝑠𝑠2𝐌𝐌 + 𝑠𝑠𝐂𝐂 + 𝐊𝐊 + 𝐞𝐞𝑟𝑟𝑏𝑏𝑟𝑟(𝑠𝑠)𝐞𝐞𝑟𝑟T]−1𝐟𝐟 (4.8) 

where vector 𝐞𝐞𝑟𝑟 has a unity element at rth DoF and zero elements everywhere else. 

According to Sherman–Morrison formula, the receptance matrix of the modified 

system (𝐇𝐇�) can be derived from Eq. (4.8), which is 

 𝐇𝐇�(𝑠𝑠) = 𝐇𝐇(𝑠𝑠) −
𝑏𝑏𝑟𝑟(𝑠𝑠)𝐇𝐇(𝑠𝑠)𝐞𝐞𝑟𝑟𝐞𝐞𝑟𝑟T𝐇𝐇(𝑠𝑠)
1 + 𝑏𝑏𝑟𝑟(𝑠𝑠)𝐞𝐞𝑟𝑟T𝐇𝐇(𝑠𝑠)𝐞𝐞𝑟𝑟

 (4.9) 

One can use another set of mapping vector to find the (𝑖𝑖𝑡𝑡ℎ, 𝑗𝑗𝑡𝑡ℎ) element in 𝐇𝐇�(𝑠𝑠), for 

instance, 𝐞𝐞𝑖𝑖T𝐇𝐇�(𝑠𝑠)𝐞𝐞𝑗𝑗, which results in 
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 ℎ�𝑖𝑖𝑖𝑖(𝑠𝑠) =
ℎ𝑖𝑖𝑖𝑖(𝑠𝑠) + ℎ𝑖𝑖𝑖𝑖(𝑠𝑠)𝑏𝑏𝑟𝑟(𝑠𝑠)ℎ𝑟𝑟𝑟𝑟(𝑠𝑠) − 𝑏𝑏𝑟𝑟(𝑠𝑠)ℎ𝑖𝑖𝑖𝑖(𝑠𝑠)ℎ𝑟𝑟𝑟𝑟(𝑠𝑠)

1 + 𝑏𝑏𝑟𝑟(𝑠𝑠)ℎ𝑟𝑟𝑟𝑟(𝑠𝑠)
 (4.10) 

 The poles of the modified system occur when the denominator of Eq. (4.10) 

equals to zero. In the same way, the zeros of the receptance ℎ�𝑖𝑖𝑖𝑖(𝑠𝑠) can be found by 

setting the numerator to zero. Eq. (4.10) can be simplified into the following cases 

based on the DoFs of interest: 

(a) A point receptance of the modified system, i.e. 𝑖𝑖 = 𝑗𝑗 ≠ 𝑟𝑟. 

 ℎ�𝑖𝑖𝑖𝑖(𝑠𝑠) =
ℎ𝑖𝑖𝑖𝑖(𝑠𝑠) + 𝑏𝑏𝑟𝑟(𝑠𝑠)�ℎ𝑖𝑖𝑖𝑖(𝑠𝑠)ℎ𝑟𝑟𝑟𝑟(𝑠𝑠) − ℎ𝑖𝑖𝑖𝑖(𝑠𝑠)ℎ𝑟𝑟𝑟𝑟(𝑠𝑠)�

1 + 𝑏𝑏𝑟𝑟(𝑠𝑠)ℎ𝑟𝑟𝑟𝑟(𝑠𝑠)
 (4.11) 

(b) A point receptance of the modified system with a rank-one modification at the 

same coordinate, i.e. 𝑖𝑖 = 𝑗𝑗 = 𝑟𝑟. 

 ℎ�𝑟𝑟𝑟𝑟(𝑠𝑠) =
ℎ𝑟𝑟𝑟𝑟(𝑠𝑠)

1 + 𝑏𝑏𝑟𝑟(𝑠𝑠)ℎ𝑟𝑟𝑟𝑟(𝑠𝑠)
 (4.12) 

(c) A cross receptance with a rank-one modification at one of the cross receptance 

coordinates, i.e. 𝑟𝑟 = 𝑗𝑗. 

 ℎ�𝑖𝑖𝑖𝑖(𝑠𝑠) =
ℎ𝑖𝑖𝑖𝑖(𝑠𝑠)

1 + 𝑏𝑏𝑟𝑟(𝑠𝑠)ℎ𝑟𝑟𝑟𝑟(𝑠𝑠)
 (4.13) 

 It can be seen that the denominator doesn’t change in any of the cases. This agrees 

with the fact that a pole is a global parameter, which doesn’t change with the locations 

of observation. The assignment of pole can be simply formulated as  

 𝑏𝑏𝑟𝑟(𝑠𝑠d) =
−1

ℎ𝑟𝑟𝑟𝑟(𝑠𝑠d) (4.14) 

which allows the required parameters of the modification to be determined so as to 

assign a pole at a desired value 𝑠𝑠d. In practice, it is more feasible to carry out mass or 

stiffness modifications whilst it is quite difficult or even not possible to realize pure 

damping modifications. For pure mass or stiffness modifications, Eq. (4.14) can be 

expressed as 



62 
 

 ∆𝑚𝑚𝑟𝑟 =
−1

𝑠𝑠2ℎ𝑟𝑟𝑟𝑟(𝑠𝑠d)      and     ∆𝑘𝑘𝑟𝑟 =
−1

ℎ𝑟𝑟𝑟𝑟(𝑠𝑠d) (4.15) 

Zarraga et al. [99] simply made use of Eq. (4.15) and successfully suppressed the 

squeal noise of the brake-clutch device. 

 From Eqs. (4.11) - (4.13), it can be found that zeros in a receptance can only be 

assigned when the modification is not applied at the coordinates associated with the 

receptance. The modification required to assign a zero of a cross receptance 

ℎ�𝑖𝑖𝑖𝑖(𝑠𝑠) can be determined by 

 𝑏𝑏𝑟𝑟(𝑠𝑠) =
−ℎ𝑖𝑖𝑖𝑖(𝑠𝑠)

ℎ𝑖𝑖𝑖𝑖(𝑠𝑠)ℎ𝑟𝑟𝑟𝑟(𝑠𝑠) − ℎ𝑖𝑖𝑖𝑖(𝑠𝑠)ℎ𝑟𝑟𝑟𝑟(𝑠𝑠)    where 𝑟𝑟 ≠ 𝑖𝑖, 𝑗𝑗 (4.16) 

and the corresponding formula for a point receptance ℎ�𝑖𝑖𝑖𝑖(𝑠𝑠) is 

 𝑏𝑏𝑟𝑟(𝑠𝑠) =
−ℎ𝑖𝑖𝑖𝑖(𝑠𝑠)

ℎ𝑖𝑖𝑖𝑖(𝑠𝑠)ℎ𝑟𝑟𝑟𝑟(𝑠𝑠) − ℎ𝑖𝑖𝑖𝑖(𝑠𝑠)ℎ𝑟𝑟𝑟𝑟(𝑠𝑠)    where 𝑟𝑟 ≠ 𝑖𝑖 (4.17) 

which require only four and three receptances (if the reciprocal relation holds), 

respectively, to calculate the required modification.  

 Other than a point-mass or a grounded-spring modification, the modification of 

a spring connecting two coordinates can be considered in the same way. The 

receptance matrix of the modified system can be expressed as 

 𝐇𝐇�(𝑠𝑠) = 𝐇𝐇(𝑠𝑠) −
∆𝑘𝑘𝑟𝑟1𝑟𝑟2(𝑠𝑠)𝐇𝐇(𝑠𝑠)�𝐞𝐞𝑟𝑟1 − 𝐞𝐞𝑟𝑟2��𝐞𝐞𝑟𝑟1 − 𝐞𝐞𝑟𝑟2�

T
𝐇𝐇(𝑠𝑠)

1 + ∆𝑘𝑘𝑟𝑟1𝑟𝑟2(𝑠𝑠)�𝐞𝐞𝑟𝑟1 − 𝐞𝐞𝑟𝑟2�
T
𝐇𝐇(𝑠𝑠)�𝐞𝐞𝑟𝑟1 − 𝐞𝐞𝑟𝑟2�

 (4.18) 

where a spring ∆𝑘𝑘𝑟𝑟1𝑟𝑟2(𝑠𝑠) is added between the 𝑟𝑟1th and 𝑟𝑟2th coordinates. Similar to 

Eq. (4.10), a particular receptance can be written explicitly from Eq. (4.18) as 

 

ℎ�𝑖𝑖𝑖𝑖(𝑠𝑠)

= ℎ𝑖𝑖𝑖𝑖(𝑠𝑠) −
∆𝑘𝑘𝑟𝑟1𝑟𝑟2(𝑠𝑠) �ℎ𝑖𝑖𝑟𝑟1(𝑠𝑠) − ℎ𝑖𝑖𝑟𝑟2(𝑠𝑠)� �ℎ𝑟𝑟1𝑗𝑗(𝑠𝑠) − ℎ𝑟𝑟2𝑗𝑗(𝑠𝑠)�

1 + ∆𝑘𝑘𝑟𝑟1𝑟𝑟2(𝑠𝑠) �ℎ𝑟𝑟1𝑟𝑟1(𝑠𝑠) − ℎ𝑟𝑟1𝑟𝑟2(𝑠𝑠) − ℎ𝑟𝑟2𝑟𝑟1(𝑠𝑠) + ℎ𝑟𝑟2𝑟𝑟2(𝑠𝑠)�
 

(4.19) 
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Since more coordinates are involved in this type of modification, the number of 

required receptances must increase.  

 It can be noticed that the amplitude of a receptance can also be adjusted through 

rank-one modifications. For this purpose, it is convenient to rewrite Eq. (4.10) in terms 

of the ratio of the modified receptance and the original receptance, which is 

 𝑏𝑏𝑟𝑟 =
𝛾𝛾ℎ𝑖𝑖𝑖𝑖(𝑠𝑠) − ℎ𝑖𝑖𝑖𝑖(𝑠𝑠)

ℎ𝑟𝑟𝑟𝑟(𝑠𝑠)ℎ𝑖𝑖𝑖𝑖(𝑠𝑠) − ℎ𝑖𝑖𝑖𝑖(𝑠𝑠)ℎ𝑟𝑟𝑟𝑟(𝑠𝑠) − 𝛾𝛾ℎ𝑖𝑖𝑖𝑖(𝑠𝑠)ℎ𝑟𝑟𝑟𝑟(𝑠𝑠) (4.20) 

where 𝛾𝛾 = ℎ�𝑖𝑖𝑖𝑖(𝑠𝑠) ℎ𝑖𝑖𝑖𝑖(𝑠𝑠)� . 

 The assignment of a vibration node by a rank-one modification was studied by 

Mottershead and Lallement [34]. Their work provided an insight into how a vibration 

node is formed but receptances were not employed in the discussion. They stated that 

a vibration node will result from a pole-zero cancellation in which the necessary and 

sufficient conditions for the cancellation are met and the zeros are distinct. The 

necessary and the sufficient conditions are shown as follows 

Sufficient condition: The zero of the point receptance ℎ𝑖𝑖𝑖𝑖(𝑠𝑠) to be canceled must also 

be a zero of the cross receptance ℎ𝑖𝑖𝑖𝑖(𝑠𝑠) where 𝑗𝑗 = 1,⋯ ,𝑛𝑛, (𝑗𝑗 ≠ 𝑖𝑖). 

Necessary condition: The pole and the zero to be cancelled have the same value.  

 The problem of pole-zero cancellation for repeated poles or zeros was later 

studied by Mottershead et al. [147], and the use of receptance in such a problem was 

proposed by Mottershead et al. [35]. The formulations for node assignments using a 

rank-one modification are explained as follows. The eigenvalue problem of a modified 

system due to a rank-one modification at the 𝑟𝑟th coordinate can be written as 

 [𝑠𝑠2𝐌𝐌 + 𝑠𝑠𝐂𝐂 + 𝐊𝐊 + 𝐞𝐞𝑟𝑟𝑏𝑏𝑟𝑟(𝑠𝑠)𝐞𝐞𝑟𝑟T]𝐮𝐮 = 𝟎𝟎 (4.21) 

Premultiplying Eq. (4.21) by the receptance matrix of the original system gives 

 [𝐈𝐈 + 𝐇𝐇(𝑠𝑠)𝐞𝐞𝑟𝑟𝑏𝑏𝑟𝑟(𝑠𝑠)𝐞𝐞𝑟𝑟T]𝐮𝐮 = 𝟎𝟎 (4.22) 

The ith and the rth equations in Eq. (4.22) are 
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 𝑢𝑢𝑖𝑖 + 𝑏𝑏𝑟𝑟(𝑠𝑠)ℎ𝑖𝑖𝑖𝑖(𝑠𝑠)𝑢𝑢𝑟𝑟 = 0  and  �1 + 𝑏𝑏𝑟𝑟(𝑠𝑠)ℎ𝑟𝑟𝑟𝑟(𝑠𝑠)�𝑢𝑢𝑟𝑟 = 0 (4.23) 

If one wants to create a node at the 𝑖𝑖th coordinate, i.e. 𝑢𝑢𝑖𝑖 = 0, this results in  

 𝑏𝑏𝑟𝑟(𝑠𝑠)ℎ𝑖𝑖𝑖𝑖(𝑠𝑠)𝑢𝑢𝑟𝑟 = 0 (4.24) 

 As 𝑢𝑢𝑟𝑟 ≠ 0, the node must occur at the frequency of a zero in ℎ𝑖𝑖𝑖𝑖(𝑠𝑠). To satisfy 

the sufficient condition, the zero must as well appear in ℎ𝑖𝑖𝑖𝑖(𝑠𝑠) . When the desired 

frequency is found, for example, 𝑠𝑠d , the modification can be determined from Eq. 

(4.23) as 

 𝑏𝑏𝑟𝑟(𝑠𝑠d) =
−1

ℎ𝑟𝑟𝑟𝑟(𝑠𝑠d) (4.25) 

 It can be seen that this equation is the same as Eq. (4.11). The idea is that the zero 

of a modified receptance does not change if the modification is made at the same 

coordinate, that is to say, making a rank-one modification at the rth coordinate does 

not change the zeros in ℎ𝑖𝑖𝑖𝑖(𝑠𝑠) but influence the poles of the system. Once the pole is 

shifted to frequency of the zero in ℎ𝑖𝑖𝑖𝑖(𝑠𝑠), a node is formed at that frequency if the 

sufficient condition is met. 

 Apart from the above-mentioned assignment problems, one may be interested to 

know whether the assignment of the eigenstructure, natural frequency and mode shape, 

using a rank-one modification is possible. Assuming that the desired eigenpair 

is �𝑠𝑠d,𝐮𝐮d�, then the equations in Eq. (4.22) can be expressed as 

 𝑢𝑢d𝑖𝑖 = −𝑏𝑏𝑟𝑟(𝑠𝑠d)ℎ𝑖𝑖𝑖𝑖(𝑠𝑠d)𝑢𝑢d𝑟𝑟 where 𝑖𝑖 = 1,2,3, … ,𝑛𝑛 (4.26) 

It is clear that there are more equations than the number of variables in 𝑏𝑏𝑟𝑟(𝑠𝑠d). In other 

words, it is desirable to find a solution that minimizes  

 ��𝑢𝑢d𝑖𝑖 + 𝑏𝑏𝑟𝑟(𝑠𝑠d)ℎ𝑖𝑖𝑖𝑖(𝑠𝑠d)𝑢𝑢d𝑟𝑟�
2

𝑛𝑛

𝑖𝑖=1

 (4.27) 

 However, the required modification for Eq. (4.27) is almost always insufficient 

to provide satisfactory results since the number of DoFs of the system is much larger 

than the number of design variables. Fortunately, for eigenstructure assignments, 
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potentially not all the nodal displacements are required to be specified, and 

incorporating more design variables can greatly relieve the restrictions. This leads to 

the modifications of multiple DoFs and poses new problems. A more detailed 

discussion on this issue will be presented in Chapter 5.  

 

Example 4.2.1 

A 5-DoFs system borrowed from [40] is considered for the demonstration of a 

structural modification problem with a rank-one modification. The schematic of the 5-

DoFs system is shown in Fig. 4.1, and the corresponding values of the system 

parameters are listed in Table 4.1. The natural frequencies of the system are 22.28, 

32.61, 42.92, 52.71, and 64.57 Hz. Determine the parameters for the rank-one 

modification of the case in which a node is assigned at x2 due to a rank-one 

modification at x4. 

 
Figure 4. 1. Schematic of the 5-DoFs system. 

 

 

Table 4. 1. System parameters. 
𝑘𝑘12 [N/m] 𝑘𝑘23 [N/m] 𝑘𝑘34 [N/m] 𝑘𝑘45 [N/m] 𝑘𝑘g [N/m] 
7.36 × 104 6.82 × 104 7.35 × 104 8.21 × 104 9.89 × 104 
𝑚𝑚1 [kg] 𝑚𝑚2 [kg] 𝑚𝑚3 [kg] 𝑚𝑚4 [kg] 𝑚𝑚5 [kg] 

1.73 5.12 8.21 2.61 1.34 

 

 To assign a node at x2 using a rank-one modification at x4, the node must occur at 

the frequency of a zero in both ℎ24(𝑠𝑠)  and ℎ22(𝑠𝑠) . The zero can be analytically 
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determined by solving the individual subsidiary systems. Alternately, from the FRFs 

of the two receptances shown in Fig. 4.2, it can also be found that the two receptance 

functions both have a zero at frequency around 50 Hz; thus, in this case 𝑠𝑠d is set to 

3.1577 × 102i. Assuming damping modification is excluded, the resulting equation 

for the problem is 

 (−9.9711 × 104)∆𝑚𝑚4 + ∆𝑘𝑘4 = 1.3864 × 105 (4.28) 

which is an underdetermined problem and has more than one solution. All the possible 

solutions are in a line in the space constructed by ∆𝑘𝑘 𝑎𝑎𝑎𝑎𝑎𝑎 ∆𝑚𝑚 as shown in Fig. 4.3. 

One can determine the most suitable solution based on some constraints of the 

modifications, for example, negative stiffness or mass modification may be rather 

expensive or infeasible so the solutions in the first quadrant are usually more desirable. 

 
Figure 4. 2. Receptance functions of the original system. 

 



67 
 

 
Figure 4. 3. All the feasible solutions. 

 If the solution of ∆𝑚𝑚4 = 1.5 and ∆𝑘𝑘4 = 2.8821 × 105 is picked, the resulting 

natural frequencies are 23.32, 33.06, 50.26, 52.71, and 65.45 Hz. The zeros 

of ℎ24(𝑠𝑠) are 50.26 and 58.49 Hz. The receptance functions of the modified system 

are shown in Fig 4.4. It can be seen that a zero and the third pole of the system are 

cancelled with each other at the frequency of 50.26 Hz and thus the cross receptance 

only shows four peaks.  

 
Figure 4. 4. Receptance functions of the modified system. 
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 The mode shapes of the third mode before and after the modification are plotted 

together in Fig. 4.5. It is clear that the nodal displacement at x2 is nearly zero after the 

modification, leading to a node at the coordinate. 

 
Figure 4. 5. Mode shapes before and after the modification. 

4.2.2. Spring-mass oscillator 

The spring-mass oscillator, which is illustrated in Fig. 4.6, is another popular form of 

modification that is easy to implement. This type of modification is especially useful 

when the existing masses and stiffness are not available for modifications. The 

theoretical background of using such a modification in the receptance-based inverse 

structural modification problem is presented in this section.  

 
Figure 4. 6. A spring-mass oscillator attached at the rth coordinate of the parent 

system. 
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 The receptance-based method for the modification of spring-mass oscillator was 

considered by Kyprianou et al. [37]. Although the spring-mass oscillator adds an extra 

DoF to the original system, it can be shown that the size of the system matrices can be 

maintained and the influence of the spring-mass oscillator in the form of dynamic 

stiffness matrix is equivalent to 

 𝑏𝑏𝑟𝑟(𝑠𝑠) =
𝑠𝑠2Δ𝑚𝑚𝑟𝑟Δ𝑘𝑘𝑟𝑟
Δ𝑘𝑘𝑟𝑟 + 𝑠𝑠2Δ𝑚𝑚𝑟𝑟

 (4.29) 

The equations of motion of the modified system in which a spring-mass oscillator is 

attached to the rth DoF can be written as 

 (𝐈𝐈 + 𝐇𝐇(𝑠𝑠)𝑒𝑒𝑟𝑟𝑏𝑏𝑟𝑟(𝑠𝑠)𝑒𝑒𝑟𝑟T)𝐮𝐮 = 𝐇𝐇(𝑠𝑠)𝐟𝐟 (4.30) 

Expanding the equation gives 

 𝐮𝐮 + 𝐡𝐡𝑟𝑟(𝑠𝑠)𝑏𝑏𝑟𝑟(𝑠𝑠)𝑢𝑢𝑟𝑟 = 𝐇𝐇(𝑠𝑠)𝐟𝐟 (4.31) 

where 𝐡𝐡𝑟𝑟(𝑠𝑠) is the rth column of the receptance matrix and 𝑢𝑢𝑟𝑟  is the rth element in u. 

Substituting Eq. (4.29) into Eq. (4.31) and extracting the rth row give 

 𝑢𝑢𝑟𝑟 = �1 +
𝑠𝑠2Δ𝑚𝑚𝑟𝑟Δ𝑘𝑘𝑟𝑟ℎ𝑟𝑟𝑟𝑟(𝑠𝑠)
Δ𝑘𝑘𝑟𝑟 + 𝑠𝑠2Δ𝑚𝑚𝑟𝑟

�
−1

𝐡𝐡𝑟𝑟(𝑠𝑠)T𝐟𝐟 (4.32) 

which can produce the rth modal displacement of the modified system. Each 

receptance function can be explicitly written as 

 
ℎ�𝑟𝑟𝑟𝑟(𝑠𝑠) =

(Δ𝑘𝑘𝑟𝑟 + 𝑠𝑠2Δ𝑚𝑚𝑟𝑟)ℎ𝑟𝑟𝑟𝑟(𝑠𝑠)
Δ𝑘𝑘𝑟𝑟 + 𝑠𝑠2Δ𝑚𝑚𝑟𝑟 + 𝑠𝑠2Δ𝑚𝑚𝑟𝑟Δ𝑘𝑘𝑟𝑟ℎ𝑟𝑟𝑟𝑟(𝑠𝑠)    

where 𝑖𝑖 = 1,2, … ,𝑛𝑛 
(4.33) 

An interesting way to see this equation is that, if the parent structure is fixed in space, 

i.e. the receptance of the parent structure is zero, Eq. (4.33) simply implies the 

receptance function of a single DoF system.  

 From the structural modification point of view, it is clear that the receptance can 

be easily assigned by specifying the ratio of the receptances. The characteristic 

equation for pole assignment can be found from the denominator, which is 
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𝑠𝑠d2Δ𝑚𝑚𝑟𝑟Δ𝑘𝑘𝑟𝑟
Δ𝑘𝑘𝑟𝑟 + 𝑠𝑠d2Δ𝑚𝑚𝑟𝑟

ℎ𝑟𝑟𝑟𝑟(𝑠𝑠d) + 1 = 0 (4.34) 

Up to two natural frequencies can be assigned using a single spring-mass oscillator. 

Similarly, the characteristic equation for zero assignment is simply 

 (Δ𝑘𝑘𝑟𝑟 + 𝑠𝑠d2Δ𝑚𝑚𝑟𝑟)ℎ𝑟𝑟𝑟𝑟(𝑠𝑠d) = 0 (4.35) 

It can be seen that Eq. (4.35) is independent of ℎ𝑟𝑟𝑟𝑟(𝑠𝑠d), which suggests that a spring-

mass oscillator does not affect the original zeros but create a new one in all the cross 

receptances and point receptance relating to the rth coordinate at  

 𝑠𝑠d = �
Δ𝑘𝑘𝑟𝑟
Δ𝑚𝑚𝑟𝑟

i (4.36) 

 Therefore, the influence of adding a spring-mass oscillator is dual, it concurrently 

achieves a pole assignment and creates a zero. It is interesting to note that when the 

assigned natural frequency is at a zero of ℎ𝑟𝑟𝑟𝑟(𝑠𝑠d), the solution to the characteristic 

equation for pole assignment, Eq. (4.34), is exactly the same as that for zero 

assignment, Eq. (4.36). This leads to a pole-zero cancellation at the rth DoF and creates 

a node at the desired frequency as a result. If this zero is shared by other receptance 

function(s) ℎ𝑟𝑟𝑟𝑟(𝑠𝑠d), depending on the number of receptance functions, one or more 

nodes can be created at the same time. In contrast, nodes will not be generated by 

assigning a zero at a pole of the parent system as it fails to meet the sufficient condition 

described in section 4.2.1. Instead, the pole of the parent system will be eliminated 

and replaced by two new poles at two different frequencies.  

 It is important to evaluate the nodal displacement of the spring-mass oscillator to 

prevent it from having large oscillations. This can be done through inspecting the 

equation of motion of a free-free spring-mass oscillator (see Fig. 4.7), which is 

 (𝑠𝑠2Δ𝑚𝑚𝑟𝑟 + Δ𝑘𝑘𝑟𝑟)𝑢𝑢𝑛𝑛+1 − Δ𝑘𝑘𝑟𝑟𝑢𝑢𝑟𝑟 = 𝑓𝑓 (4.37) 

Assuming that there is no external force at the oscillator, the equation can be written 

as 
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𝑢𝑢𝑛𝑛+1
𝑢𝑢𝑟𝑟

=
Δ𝑘𝑘𝑟𝑟

(𝑠𝑠2Δ𝑚𝑚𝑟𝑟 + Δ𝑘𝑘𝑟𝑟) (4.38) 

which gives the ratio of the nodal displacements at the oscillator and at the 

modification coordinate. For an undamped system, the ratio of the nodal 

displacements can be plotted against the normalized frequency  𝜔𝜔 𝜔𝜔𝑛𝑛⁄  (where 𝜔𝜔𝑛𝑛 =

�Δ𝑘𝑘𝑟𝑟 Δ𝑚𝑚𝑟𝑟⁄ ), which is shown in Fig. 4.8. It can be seen that the nodal displacement of 

the oscillator is greater than or equal to that at the modification coordinate before the 

natural frequency of the oscillator, and that, in theory, the ratio goes to infinite at 𝜔𝜔𝑛𝑛 

as, corresponding to Eq. (4.35), a zero is created on the receptance functions relating 

to the modification coordinate. For this reason, in practical applications, a damper is 

included in the spring-mass oscillator to decrease the vibration response.  

 
Figure 4. 7. Free-body diagram of a spring-mass oscillator.  

 
Figure 4. 8. The ratio of the nodal displacements with respect to the normalized 

frequency.  
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Example 4.2.2 

The same 5-DoFs system in example 4.2.1 is considered to demonstrate the structural 

modification using a spring-mass oscillator. The following cases are discussed: 

(a) Determine how many nodes can be assigned using a spring-mass oscillator applied 

at 𝑚𝑚4. 

(b) Assign a zero at the third natural frequency of the original system and compare the 

receptance functions before and after the modification.  

 

Solution for problem (a) 

As mentioned above, node assignments can be achieved by assigning poles at the 

frequencies of zeros using spring-mass oscillators. The number of nodes that can be 

assigned at a frequency is determined by the number of receptance functions that have 

the antiresonance at the frequency in question. From the receptance functions plotted 

in Fig. 4.9, it can be seen that, for instance, two nodes at the 4th and the 5th DoFs can 

be assigned at around 25 Hz, or a node at the 3rd DoF can be assigned at about 31 Hz.  

 
Figure 4. 9. (a) All the receptance functions related to the 4th coordinate. (b) 

Receptance functions that show zeros of interest. 

To demonstrate a node assignment, two nodes are assigned at the 4th and the 5th 

DoF at their first zero (23.923 Hz). The characteristic equation becomes a linear 

equation with two unknowns. If a solution, ∆𝑚𝑚4 = 1.5 and ∆𝑘𝑘4 = 3.3891 × 104, is 
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applied, the same receptance functions in Fig. 4.9 after the modification and the 

corresponding mode shape are summarized in Fig. 4.10 and Fig. 4.11, respectively.  

 
Figure 4. 10. All the receptance functions pertaining to the 4th coordinate after a 

pole-assignment. 

 
Figure 4. 11. The mode shapes of the second mode before and after the modification. 

The achieved natural frequencies are 20.36, 23.92, 32.87, 45.88, 52.71, and 65.58 

Hz in which the second natural frequency coincides with the specified zero, thus 

showing only 5 peaks in the FRFs. Consequently, two nodes are assigned at the 4th and 

the 5th DoFs as shown in Fig 4.11.  
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Solution for problem (b) 

A zero can be assigned at the third natural frequency (42.92 Hz) using Eq. (4.36). The 

corresponding characteristic equation is also a linear equation with two unknowns. If 

a solution, ∆𝑚𝑚4 = 1.5  and ∆𝑘𝑘4 = 1.0909 × 105  is selected, the resulting 

receptance functions are plotted in Fig. 4.12. It is clear that the response around 42.92 

Hz is greatly decreased and that there are some frequencies, e.g. around 34 and 52 Hz, 

of which the response is increased.  

 
Figure 4. 12. The receptance functions pertaining to the 4th coordinate after a zero-

assignment. 

4.3. Receptance method for active control 

The literature regarding receptance-based active control is previously reviewed in 

section 2.2.1. In this section the theory for the related methods is presented, and the 

difference between active control and passive control is discussed. The application of 

the method is also demonstrated by a few numerical examples.  

 In many studies, the problems of pole assignment are based on using system 

matrices M, C, K, for example, it is well-known that all the poles (either real or 

complex conjugate pairs) of a linear system can be assigned arbitrarily by carefully 
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designed feedback gains if the system is controllable (full state feedback). This can be 

achieved by transforming the second-order system into a first-order state-space form 

and applying one of the techniques, such as linear quadratic regulator, to find the 

proper feedback gains [148]. However, it is often preferable to work with the second-

order system directly instead of recasting it into a state-space form as it destroys all 

the exploitable properties of the system matrices such as symmetry, definiteness, 

sparsity, and bandedness. In addition, it is natural to just assign the problematic poles 

to the desired locations while keeping the rest unchanged. This type of problem is 

referred to as partial pole assignment problem. 

 Datta el al. [149] addressed the partial pole assignment problem of a symmetric 

definite pencil by state-feedback control. Three orthogonality relations for the open 

loop system were investigated and one of which was used to derive the explicit 

solution to the partial pole assignment problem. A similar problem with multiple input 

feedback control was studied by Datta and Sarkissian [150], and a summary of relevant 

studies before 2001 was presented by the same authors [151] including partial 

eigenstructure assignment problems. 

 An alternative approach that makes use of receptances was first introduced by 

Mottershead and Ram [51] in 2006. It avoids the possible modelling errors of the 

system matrices, especially in modelling the damping matrix, and is not 

computationally expensive compared with using FE models. Since then, the 

receptance-based technique and its extension has been an active area of research. The 

fundamental theoretical background is presented and followed by a few numerical 

examples. 

 The equations of motion of a linear system with single-input feedback control 

can be formulated as 

 𝐌𝐌𝐪̈𝐪(𝑡𝑡) + 𝐂𝐂𝐪̇𝐪(𝑡𝑡) + 𝐊𝐊𝐊𝐊(𝑡𝑡) = 𝐛𝐛𝑢𝑢(𝑡𝑡) + 𝐟𝐟(𝑡𝑡) (4.39) 

where 𝐪𝐪,𝐛𝐛, 𝐟𝐟 ∈ ℝ𝑛𝑛𝑛𝑛1 . b defines the locations of the actuators whilst 𝑢𝑢(𝑡𝑡)  is the 

single-input control function that can be expressed in terms of the displacements and 

the velocities of the DoFs in the system when state feedback control is considered. 

That is 
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 𝑢𝑢(𝑡𝑡) = 𝐩𝐩T𝐪̇𝐪(𝑡𝑡) + 𝐠𝐠T𝐪𝐪(𝑡𝑡) (4.40) 

where 𝐩𝐩, 𝐠𝐠 ∈ ℝ𝑛𝑛𝑛𝑛1  are constant vectors implying the locations of the sensors. 

Combining Eqs. (4.39) and (4.40) gives 

 𝐌𝐌𝐪̈𝐪(𝑡𝑡) + (𝐂𝐂 − 𝐛𝐛𝐩𝐩T)𝐪̇𝐪(𝑡𝑡) + (𝐊𝐊− 𝐛𝐛𝐠𝐠T)𝐪𝐪(𝑡𝑡) = 𝐟𝐟(𝑡𝑡) (4.41) 

It is clear that implementing displacement and velocity feedback control has the effect 

of modifying the stiffness and damping matrices. In passive structural modification 

the modifications are required to be symmetric to be physically feasible while active 

control allows non-symmetric modifications as Eq. (4.41) suggests. Non-symmetric 

modifications result in higher flexibility in a pole assignment problem but may make 

the system unstable. Transferring Eq. (4.41) into Laplace domain gives 

 [𝐌𝐌𝑠𝑠2 + 𝐂𝐂𝑠𝑠 + 𝐊𝐊− 𝐛𝐛(𝐠𝐠 + 𝑠𝑠𝐩𝐩)T]𝐪𝐪(𝑠𝑠) = 𝐟𝐟(𝑠𝑠) (4.42) 

which shows that the close-loop dynamic stiffness is modified by the rank-1 matrix 

𝐛𝐛(𝐠𝐠+ 𝑠𝑠𝐩𝐩)T. By applying the Sherman–Morrison formula to Eq. (4.42), the receptance 

matrix of the modified system can be written as 

 𝐇𝐇�(𝑠𝑠) = 𝐇𝐇(𝑠𝑠) +
𝐇𝐇(𝑠𝑠)𝐛𝐛(𝐠𝐠 + 𝑠𝑠𝐩𝐩)T𝐇𝐇(𝑠𝑠)
1 − (𝐠𝐠 + 𝑠𝑠𝐩𝐩)T𝐇𝐇(𝑠𝑠)𝐛𝐛

 (4.43) 

By the same token, the problem of pole and zero assignment is associated with the 

denominator and the numerator of Eq. (4.43), respectively. 

 

Pole-assignment problem 

Assuming that 𝐇𝐇(𝑠𝑠) ∈ ℂ𝑛𝑛×𝑛𝑛  and b are known and that the desired eigenvalues 

[𝑠𝑠1 𝑠𝑠1 … 𝑠𝑠2𝑛𝑛]T  are decided, the characteristic equation (𝐠𝐠 + 𝑠𝑠𝑘𝑘𝐩𝐩)T𝐇𝐇(𝑠𝑠𝑘𝑘)𝐛𝐛 =

1, for k = 1, 2, …, 2n, is to be solved to obtain the control gains g and p. Denoting 

𝐫𝐫𝑘𝑘 = 𝐇𝐇(𝑠𝑠𝑘𝑘)𝐛𝐛, the characteristic equation can be rearranged in a matrix form [51] as 

 

⎣
⎢
⎢
⎡ 𝐫𝐫1

T 𝑠𝑠1𝐫𝐫1T

𝐫𝐫2T 𝑠𝑠2𝐫𝐫2T
⋮ ⋮

𝐫𝐫2𝑛𝑛T 𝑠𝑠2𝑛𝑛𝐫𝐫2𝑛𝑛T⎦
⎥
⎥
⎤
�
𝐠𝐠
𝐩𝐩� = �

1
1
⋮
1

� (4.44) 
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Then, the control gains can be determined by inversion of the matrix 

 𝐆𝐆 =

⎣
⎢
⎢
⎡ 𝐫𝐫1

T 𝑠𝑠1𝐫𝐫1T

𝐫𝐫2T 𝑠𝑠2𝐫𝐫2T
⋮ ⋮

𝐫𝐫2𝑛𝑛T 𝑠𝑠2𝑛𝑛𝐫𝐫2𝑛𝑛T⎦
⎥
⎥
⎤
 (4.45) 

Two theorems pertaining to the property of G and the solution of Eq. (4.44) were given 

in [51] with proofs. For the sake of convenience, the theorems are restated here without 

proofs. 

Theorem 1: G is invertible if the system is controllable and 𝑠𝑠𝑘𝑘 for k = 1, 2, …, 2n are 

distinct.  

Theorem 2: If G is invertible and the set [𝑠𝑠1 𝑠𝑠1 … 𝑠𝑠2𝑛𝑛]T  is closed under 

conjugation, then g and p are real.  

It is interesting to note that it is not necessary to place a sensor or an actuator at every 

DoF of the system. In theory, all the poles can be assigned using a single actuator and 

the minimum number of sensors required is determined by the number of pairs of 

complex conjugate poles. For instance, there should be at least 3 sensors at different 

coordinates to assign 3 pairs of complex conjugate poles. If there are more or fewer 

sensors, the gains can be sought in the least-squares sense. 

 

Zero-assignment problem 

The characteristic equation of the zeros of a receptance function can be given by 

 𝐞𝐞𝑖𝑖T�𝐇𝐇(𝑠𝑠𝑘𝑘)[1 − (𝐠𝐠+ 𝑠𝑠𝑘𝑘𝐩𝐩)T𝐇𝐇(𝑠𝑠𝑘𝑘)𝐛𝐛] + 𝐇𝐇(𝑠𝑠𝑘𝑘)𝐛𝐛(𝐠𝐠+ 𝑠𝑠𝑘𝑘𝐩𝐩)T𝐇𝐇(𝑠𝑠𝑘𝑘)�𝐞𝐞𝑗𝑗
= 0 

(4.46) 

for k = 1, 2, …, l and 𝑙𝑙 ≤ 2(𝑛𝑛 − 1). Rearranging Eq. (4.46) gives 

 
−ℎ𝑖𝑖𝑖𝑖(𝑠𝑠𝑘𝑘)[𝐠𝐠T𝐇𝐇(𝑠𝑠𝑘𝑘)𝐛𝐛 + 𝑠𝑠𝑘𝑘𝐩𝐩T𝐇𝐇(𝑠𝑠𝑘𝑘)𝐛𝐛]

+ 𝐞𝐞𝑖𝑖T𝐇𝐇(𝑠𝑠𝑘𝑘)𝐛𝐛�𝐠𝐠T𝐇𝐇(𝑠𝑠𝑘𝑘)𝐞𝐞𝑗𝑗 + 𝑠𝑠𝑘𝑘𝐩𝐩T𝐇𝐇(𝑠𝑠𝑘𝑘)𝐞𝐞𝑗𝑗�
= −ℎ𝑖𝑖𝑖𝑖(𝑠𝑠𝑘𝑘) 

(4.47) 
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or 

 
�−ℎ𝑖𝑖𝑖𝑖(𝑠𝑠𝑘𝑘)𝐛𝐛T𝐇𝐇(𝑠𝑠𝑘𝑘)T + 𝐞𝐞𝑖𝑖T𝐇𝐇(𝑠𝑠𝑘𝑘)𝐛𝐛𝐞𝐞𝑗𝑗T𝐇𝐇(𝑠𝑠𝑘𝑘)T�𝐠𝐠

+ 𝑠𝑠𝑘𝑘�−ℎ𝑖𝑖𝑖𝑖(𝑠𝑠𝑘𝑘)𝐛𝐛T𝐇𝐇(𝑠𝑠𝑘𝑘)T

+ 𝐞𝐞𝑖𝑖T𝐇𝐇(𝑠𝑠𝑘𝑘)𝐛𝐛𝐞𝐞𝑗𝑗T𝐇𝐇(𝑠𝑠𝑘𝑘)T�𝐩𝐩 = −ℎ𝑖𝑖𝑖𝑖(𝑠𝑠𝑘𝑘) 
(4.48) 

Eq. (4.48) can be written in a matrix form by letting 𝐭𝐭𝑘𝑘T = −ℎ𝑖𝑖𝑖𝑖(𝑠𝑠𝑘𝑘)𝐛𝐛T𝐇𝐇(𝑠𝑠𝑘𝑘)T +

𝐞𝐞𝑖𝑖T𝐇𝐇(𝑠𝑠𝑘𝑘)𝐛𝐛𝐞𝐞𝑗𝑗T𝐇𝐇(𝑠𝑠𝑘𝑘)T, which is 

 

⎣
⎢
⎢
⎡𝐭𝐭1

T 𝑠𝑠1𝐭𝐭1T

𝐭𝐭2T 𝑠𝑠2𝐭𝐭2T
⋮ ⋮
𝐭𝐭𝑙𝑙T 𝑠𝑠𝑙𝑙𝐭𝐭𝑙𝑙T ⎦

⎥
⎥
⎤
�
𝐠𝐠
𝐩𝐩� =

⎩
⎨

⎧
−ℎ𝑖𝑖𝑖𝑖(𝑠𝑠1)
−ℎ𝑖𝑖𝑖𝑖(𝑠𝑠2)

⋮
−ℎ𝑖𝑖𝑖𝑖(𝑠𝑠𝑙𝑙)⎭

⎬

⎫
 (4.49) 

Similar to Eq. (4.44), this equation allows the determination of gains g and p, which 

are required to be real to be realizable as they have direct influence over the system’s 

stiffness and damping matrix. For that reason, the following theorem regarding the 

real solution was derived.  

Theorem 3: If 𝑖𝑖 = 𝑗𝑗 and the set [𝑠𝑠1 𝑠𝑠2 … 𝑠𝑠𝑙𝑙]T is closed under conjugation, then 

g and p can be chosen as real vectors. 

 

Assignment of poles and zeros 

Combining the results from the previous two assignment problems and denoting the 

desired poles and zeros as [𝑠𝑠1 𝑠𝑠2 … 𝑠𝑠𝑟𝑟]T  and [𝜇𝜇1 𝜇𝜇2 … 𝜇𝜇𝑙𝑙]T respectively 

lead to 

 

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡𝐫𝐫1

T

𝐫𝐫2T
⋮
𝐫𝐫𝑟𝑟T

𝐭𝐭1T

𝐭𝐭2T
⋮
𝐭𝐭𝑙𝑙T

𝑠𝑠1𝐫𝐫1T

𝑠𝑠2𝐫𝐫2T
⋮

𝑠𝑠𝑟𝑟𝐫𝐫𝑟𝑟T

𝜇𝜇1𝐭𝐭1T

𝜇𝜇2𝐭𝐭2T
⋮

𝜇𝜇𝑙𝑙𝐭𝐭𝑙𝑙T ⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

�
𝐠𝐠
𝐩𝐩� =

⎩
⎪
⎪
⎨

⎪
⎪
⎧

1
1
⋮
1

−ℎ𝑖𝑖𝑖𝑖(𝜇𝜇1)
−ℎ𝑖𝑖𝑖𝑖(𝜇𝜇2)

⋮
−ℎ𝑖𝑖𝑖𝑖(𝜇𝜇𝑙𝑙)⎭

⎪
⎪
⎬

⎪
⎪
⎫

 (4.50) 

where 𝑟𝑟 + 𝑙𝑙 ≤ 2𝑛𝑛. 
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Controllability and observability 

The controllability and observability are two important properties of a control system. 

Controllability is associated with the ability to control all the states of a system of a 

certain actuator configuration whilst observability measures the ability to estimate the 

states of a system with a particular sensor configuration. It is true that all the poles of 

a closed-loop system can be assigned arbitrarily in the complex plane if the system is 

controllable and observable. As a matter of fact, the pole-zero cancellation is achieved 

by making use of the controllability or the observability of the system.  

 The classical definitions of the two properties are described in state-space form 

rather than in physical coordinates. The state-space form of a linear time-invariant 

system can be expressed as 

 𝐳̇𝐳(𝑡𝑡) = 𝐀𝐀𝐀𝐀(𝑡𝑡) + 𝐃𝐃𝐃𝐃(𝑡𝑡) (4.51) 
 𝐲𝐲(𝑡𝑡) = 𝐂𝐂𝐂𝐂(t) (4.52) 

where 𝐳𝐳(𝑡𝑡) = �
𝐪𝐪(𝑡𝑡)
𝐪̇𝐪(𝑡𝑡)�  is the 2𝑛𝑛 × 1  state vector, 𝐮𝐮(𝑡𝑡)  is an 𝑟𝑟 × 1  input vector, 

𝐲𝐲(𝑡𝑡) is a 𝑝𝑝 × 1 output vector, and 

 𝐀𝐀 = � 𝟎𝟎 𝐈𝐈
−𝐌𝐌−1𝐊𝐊 −𝐌𝐌−1𝐂𝐂�2𝑛𝑛×2𝑛𝑛

, 𝐃𝐃 = � 𝟎𝟎
𝐌𝐌−1𝐁𝐁�2𝑛𝑛×𝑟𝑟

 (4.53) 

and C is a 𝑝𝑝 × 2𝑛𝑛  output coefficient matrix. Recall that 𝐁𝐁 ∈ ℝ𝑛𝑛×𝒓𝒓  is the input 

coefficient matrix that implies the coordinates of the actuators. 𝐮𝐮(𝑡𝑡) may be written 

as 𝐮𝐮(𝑡𝑡) = [𝐆𝐆T 𝐏𝐏T]𝐳𝐳(𝑡𝑡) in a MIMO state-feedback control.  

 Following the description in Inman’s book [152], the state, 𝐳𝐳(𝑡𝑡), is said to be 

controllable at 𝑡𝑡 = 𝑡𝑡0 if there exists a piecewise continuous bounded input 𝐮𝐮(𝑡𝑡) that 

causes the state vector to move to any final value 𝐳𝐳�𝑡𝑡𝑓𝑓� in a finite time 𝑡𝑡𝑓𝑓 > 𝑡𝑡0. A 

system is said to be completely controllable if each state 𝐳𝐳(𝑡𝑡0)  is controllable. 

Controllability can be examined by the rank deficiency of the controllability matrix, 

which can be defined by 

 [𝐃𝐃 𝐀𝐀𝐀𝐀 𝐀𝐀2𝐃𝐃 ⋯ 𝐀𝐀2𝑛𝑛−1𝐃𝐃]2𝑛𝑛×2𝑛𝑛𝑛𝑛 (4.54) 
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A system is completely controllable if and only if Eq. (4.54) has rank 2n. 

 Inman [152] stated that the system is completely observable if, for each initial 

state 𝐳𝐳(𝑡𝑡0) , there exists a finite time 𝑡𝑡𝑓𝑓 > 𝑡𝑡0  such that the information of 

𝐮𝐮(𝑡𝑡),𝐀𝐀,𝐃𝐃,𝐂𝐂, and 𝐲𝐲(𝑡𝑡)  is sufficient to determine 𝐳𝐳(𝑡𝑡0)  for any (unbounded) input 

𝐮𝐮(𝑡𝑡). In other words, observability refers to the determination of the current state from 

future output [148]. Observability can be tested through the rank deficiency of the 

observability matrix, which is 

 �

𝐂𝐂
𝐂𝐂𝐂𝐂
⋮

𝐂𝐂𝐀𝐀2𝑛𝑛−1
�

2𝑛𝑛𝑛𝑛×2𝑛𝑛

 (4.55) 

The system is completely observable if and only if Eq. (4.54) has rank 2n. 

 One may argue that transforming a second-order differential equation to its state-

space form destroys the desired properties of the matrices and loses the physical 

meanings. Hamdan and Nayfeh [153] proposed a method that quantitatively measures 

a system’s the modal controllability and observability under its second-order form. 

For an n-DoFs MIMO control system 

 𝐌𝐌𝐪̈𝐪(𝑡𝑡) + 𝐂𝐂𝐪̇𝐪(𝑡𝑡) + 𝐊𝐊𝐊𝐊(𝑡𝑡) = 𝐁𝐁𝐁𝐁(𝑡𝑡), 𝐲𝐲(𝑡𝑡) = 𝐑𝐑T𝐪𝐪(𝑡𝑡) + 𝐓𝐓T𝐪̇𝐪(𝑡𝑡) (4.56) 

they showed that (1) the ith mode is completely controllable from the jth input if and 

only if  

 rank�𝑠𝑠𝑖𝑖2𝐌𝐌 + 𝑠𝑠𝑖𝑖𝐂𝐂 + 𝐊𝐊 ⋮ 𝐛𝐛𝑗𝑗� = 𝑛𝑛 (4.57) 

and (2) the ith mode is completely observable in the kth output if and only if 

 rank � 𝐫𝐫𝑘𝑘T + 𝑠𝑠𝑖𝑖𝐭𝐭𝑘𝑘T

𝑠𝑠𝑖𝑖2𝐌𝐌 + 𝑠𝑠𝑖𝑖𝐂𝐂 + 𝐊𝐊
� = 𝑛𝑛 (4.58) 

where 𝐫𝐫𝑘𝑘  and 𝐭𝐭𝑘𝑘  are the kth columns of R and T, respectively. The modal 

controllability and observability can also be tested using the system’s left and right 

eigenvectors, respectively. Base on the tests using eigenvectors, they proposed to use 
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(1) The cosine of the angle between 𝐛𝐛𝑗𝑗  and the left eigenvector 𝐥𝐥𝑖𝑖 as a measure of 

controllability of the ith mode from the jth input. This can be shown by 

 cos 𝜃𝜃𝑖𝑖𝑖𝑖 =
�𝐥𝐥𝑖𝑖

T𝐛𝐛𝑗𝑗�
�𝐛𝐛𝑗𝑗�‖𝐥𝐥𝑖𝑖‖

 (4.59) 

(2) The cosine of the angle between 𝐫𝐫𝑘𝑘 + 𝑠𝑠𝑖𝑖𝐭𝐭𝑘𝑘  and the right eigenvector 𝐯𝐯𝑖𝑖  as a 

measure of observability of the ith mode from the kth output. This can be shown by 

 cos𝜙𝜙𝑘𝑘𝑘𝑘 =
�𝐯𝐯𝑖𝑖T�𝐫𝐫𝑘𝑘T + 𝑠𝑠𝑖𝑖𝐭𝐭𝑘𝑘T��
�𝐫𝐫𝑘𝑘T + 𝑠𝑠𝑖𝑖𝐭𝐭𝑘𝑘T�‖𝐯𝐯𝑖𝑖‖

 (4.60) 

The higher the magnitude of the measure is, the easier it is to control or observe the 

eigenvalues. 

 

Example 4.3.1  

Consider the 5-DoFs undamped system in example 4.2.1 with the following 

parameters: 

𝐁𝐁T = �1 0 0 0 0
0 0 1 0 0� , 𝐑𝐑T = �0 1 0 0 0

0 0 0 1 0� , 𝐓𝐓 = 𝟎𝟎 

The input and output matrices suggest that there are two individual actuators at the 

first and the third coordinates and two displacement sensors at the second and the forth 

coordinates. The mode shapes are normalized and plotted in Fig 4.13. By examining 

the mode shapes, it can be seen that a mode is obviously uncontrollable when the 

actuator is placed at the nodal point. Likewise, a mode cannot be observed when the 

displacement sensor is placed at the nodal point. Although the mode shapes can 

provide an intuitive sense of the modal controllability and observability, it fails to give 

quantitative information and becomes harder to interpret when more actuators/sensors 

are implemented. The corresponding modal controllability measures for this example 

are listed in Table 4.2 whilst the modal observability measures are listed in Table 4.3. 

Those measures allows quantitative assessments of the inputs and outputs, and it can 

be found that the measures are in good agreement with the observation from the mode 
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shapes. For instance, the fourth mode is controllable from the first input and almost 

uncontrollable from the second input as the location of the second input is close to a 

nodal point. This also applies to the observability of the fourth mode in which it is 

almost unobservable from the second sensor at the fourth coordinate. 

Table 4. 2. Modal controllability measures. 

 
Mode 

1 2 3 4 5 

Input 
1 0.2627 0.5374 0.0664 0.9731 0.0023 
2 0.7348 0.3043 0.1529 0.0245 0.0289 

 

Table 4. 3. Modal observability measures. 

 
Mode 

1 2 3 4 5 

Output 
1 0.4947 0.7293 0.0421 0.2283 0.0036 
2 0.338 0.246 0.7026 0.0078 0.4342 

 
Figure 4. 13. Mode shapes of the 5-DoFs system. 
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4.3.1. Partial pole assignment 

In the previous section, it has been shown that one or multiple poles can be assigned 

using receptance-based active control. However, this does not guarantee that all the 

other unassigned poles would remain stable or that they would not be shifted to 

unwanted frequencies. To overcome this issue, it is preferable to only assign the 

problematic poles and let the others remain unchanged. A receptance-based method 

for partial pole assignment was proposed by Ram and Mottershead [110] in 2013. This 

was a new formulation that extended the single-input control described above and was 

also applicable to Multiple-Input-Multiple-Output (MIMO) control. The theory is 

presented as follows.  

 

Single-input control 

The quadratic eigenvalue problems associated with the open loop and closed loop n-

DoFs system are  

 �𝜆𝜆𝑘𝑘
2𝐌𝐌 + 𝜆𝜆𝑘𝑘𝐂𝐂 + 𝐊𝐊�𝐯𝐯𝑘𝑘 = 0, 𝑘𝑘 = 1, 2, … , 2𝑛𝑛 (4.61) 

and 

 
(𝜇𝜇𝑘𝑘2𝐌𝐌+ 𝜇𝜇𝑘𝑘𝐂𝐂 + 𝐊𝐊)𝐰𝐰𝑘𝑘 = 𝐛𝐛(𝐠𝐠T + 𝜇𝜇𝑘𝑘𝐩𝐩T)𝐰𝐰𝑘𝑘,

𝑘𝑘 = 1, 2, … , 2𝑛𝑛 
(4.62) 

Assuming that each eigenvalues in {𝜇𝜇𝑘𝑘}𝑘𝑘=1𝑙𝑙  is distinct from eigenvalues {𝜆𝜆𝑘𝑘}𝑘𝑘=12𝑛𝑛  of 

the open loop system and that 𝜇𝜇𝑘𝑘 = 𝜆𝜆𝑘𝑘 for 𝑘𝑘 = 𝑙𝑙 + 1, 𝑙𝑙 + 2, … , 2𝑛𝑛.  Applying the 

assumption to Eq. (4.61) gives 

 
�𝜆𝜆𝑘𝑘

2𝐌𝐌 + 𝜆𝜆𝑘𝑘𝐂𝐂 + 𝐊𝐊�𝐰𝐰𝑘𝑘 = 𝐛𝐛(𝐠𝐠T + 𝜆𝜆𝑘𝑘𝐩𝐩T)𝐰𝐰𝑘𝑘,
𝑘𝑘 = 𝑙𝑙 + 1, 𝑙𝑙 + 2, … , 2𝑛𝑛 

(4.63) 

From Eq. (4.61), a non-trivial solution to Eq. (4.63) is 𝐰𝐰𝑘𝑘 = 𝐯𝐯𝑘𝑘 and thus 

 𝐛𝐛(𝐠𝐠T + 𝜆𝜆𝑘𝑘𝐩𝐩T)𝐯𝐯𝑘𝑘 = 0, 𝑘𝑘 = 𝑙𝑙 + 1, 𝑙𝑙 + 2, … , 2𝑛𝑛 (4.64) 

Since 𝐛𝐛 ≠ 0, transposing Eq. (4.64) gives 
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 𝐯𝐯𝑘𝑘T(𝐠𝐠+ 𝜆𝜆𝑘𝑘𝐩𝐩) = 0, 𝑘𝑘 = 𝑙𝑙 + 1, 𝑙𝑙 + 2, … , 2𝑛𝑛 (4.65) 

which is the equation for the closed loop system to have the original eigenvalue 𝜆𝜆𝑘𝑘 for 

𝑘𝑘 = 𝑙𝑙 + 1, 𝑙𝑙 + 2, … , 2𝑛𝑛. 

On the other hand, by inverting the dynamic stiffness matrix, the first l equations of 

Eq. (4.62) are 

 𝐰𝐰𝑘𝑘 = 𝐇𝐇(𝜇𝜇𝑘𝑘)𝐛𝐛(𝐠𝐠T + 𝜇𝜇𝑘𝑘𝐩𝐩T)𝐰𝐰𝑘𝑘, 𝑘𝑘 = 1, 2, … , 𝑙𝑙 (4.66) 

Denoting 𝐇𝐇(𝜇𝜇𝑘𝑘)𝐛𝐛 = 𝐫𝐫𝑘𝑘 and rearranging Eq. (4.66) give  

 𝐫𝐫𝑘𝑘T(𝐠𝐠 + 𝜇𝜇𝑘𝑘𝐩𝐩) = 1, 𝑘𝑘 = 1,2, … , 𝑙𝑙 (4.67) 

which is the characteristic equation for the closed loop system to have the desired 

eigenvalue 𝜇𝜇𝑘𝑘 for 𝑘𝑘 = 1,2, … , 𝑙𝑙. Combining Eqs. (4.65) and (4.67) leads to 

 

⎣
⎢
⎢
⎢
⎢
⎡ 𝜇𝜇1𝐫𝐫1T 𝐫𝐫1T

⋮ ⋮
𝜇𝜇𝑙𝑙𝐫𝐫𝑙𝑙T 𝐫𝐫𝑙𝑙T

𝜆𝜆𝑙𝑙+1𝐯𝐯𝑙𝑙+1T 𝐯𝐯𝑙𝑙+1T
⋮ ⋮

𝜆𝜆2𝑛𝑛𝐯𝐯2𝑛𝑛T 𝐯𝐯2𝑛𝑛T ⎦
⎥
⎥
⎥
⎥
⎤

�
𝐩𝐩
𝐠𝐠� = �

1
⋮
1
𝟎𝟎

� (4.68) 

This equation allows determination of the gains required for partial pole assignment 

using single input control. It can be noted that Eq. (4.68) requires not only receptances 

but also eigenvectors  {𝐯𝐯𝑘𝑘}𝑘𝑘=𝑙𝑙+12𝑛𝑛  . It could be argued that Eq. (4.68) may not be a 

receptance-based method as it also requires eigenvectors; however, in theory, the 

eigenvectors can be derived from the receptances. As a result, in this case there is still 

no need to know the systems matrices M, C, and K. 

 

MIMO control 

The quadratic eigenvalue problem of a closed-loop system subject to m multiple inputs 

can be written as 

 (𝜇𝜇𝑘𝑘2𝐌𝐌+ 𝜇𝜇𝑘𝑘𝐂𝐂 + 𝐊𝐊)𝐰𝐰𝑘𝑘 = 𝐁𝐁(𝐆𝐆T + 𝜇𝜇𝑘𝑘𝐏𝐏T)𝐰𝐰𝑘𝑘 (4.69) 

where 



85 
 

 
𝐁𝐁 = [𝐛𝐛1 𝐛𝐛2 … 𝐛𝐛𝑚𝑚], 𝐆𝐆 = [𝐠𝐠1 𝐠𝐠2 … 𝐠𝐠𝑚𝑚],

𝐏𝐏 = [𝐩𝐩1 𝐩𝐩2 … 𝐩𝐩𝑚𝑚] 
(4.70) 

Eq. (4.69) can be rewritten as 

 
𝐰𝐰𝑘𝑘 = 𝐇𝐇(𝜇𝜇𝑘𝑘)�𝐛𝐛1(𝐠𝐠1T + 𝜇𝜇𝑘𝑘𝐩𝐩1T) + 𝐛𝐛2(𝐠𝐠2T + 𝜇𝜇𝑘𝑘𝐩𝐩2T) + ⋯

+ 𝐛𝐛𝑚𝑚(𝐠𝐠𝑚𝑚T + 𝜇𝜇𝑘𝑘𝐩𝐩𝑚𝑚T)�𝐰𝐰𝑘𝑘 
(4.71) 

Let 𝐫𝐫𝜇𝜇𝑘𝑘,𝑗𝑗 = 𝐇𝐇(𝜇𝜇𝑘𝑘)𝐛𝐛𝑗𝑗  and 𝛼𝛼𝜇𝜇𝑘𝑘,𝑗𝑗 = �𝐠𝐠𝑗𝑗T + 𝜇𝜇𝑘𝑘𝐩𝐩𝑗𝑗T�𝐰𝐰𝑘𝑘 , then Eq. (4.71) could be 

expressed in the form 

 𝐰𝐰𝑘𝑘 = �𝐫𝐫𝜇𝜇𝑘𝑘,𝑗𝑗𝛼𝛼𝜇𝜇𝑘𝑘,𝑗𝑗

𝑚𝑚

𝑗𝑗=1

 , 𝑘𝑘 = 1,2, … , 𝑙𝑙 (4.72) 

which suggests that the eigenvector  𝐰𝐰𝑘𝑘  of the closed loop system is a linear 

combination of 𝐫𝐫𝜇𝜇𝑘𝑘,𝑗𝑗  with coefficients 𝛼𝛼𝜇𝜇𝑘𝑘,𝑗𝑗 for 𝑗𝑗 = 1, 2, … ,𝑚𝑚 . The denotation 

𝛼𝛼𝜇𝜇𝑘𝑘,𝑗𝑗 = �𝐠𝐠𝑗𝑗T + 𝜇𝜇𝑘𝑘𝐩𝐩𝑗𝑗T�𝐰𝐰𝑘𝑘 could be written in a matrix form as 

 
⎣
⎢
⎢
⎡𝜇𝜇𝑘𝑘𝐰𝐰𝑘𝑘

T 𝟎𝟎 … 𝟎𝟎 𝐰𝐰𝑘𝑘
T 𝟎𝟎 … 𝟎𝟎

𝟎𝟎 𝜇𝜇𝑘𝑘𝐰𝐰𝑘𝑘
T … 𝟎𝟎 𝟎𝟎 𝐰𝐰𝑘𝑘

T … 𝟎𝟎
⋮ ⋮ ⋱ ⋮ ⋮ ⋮ ⋱ ⋮
𝟎𝟎 𝟎𝟎 … 𝜇𝜇𝑘𝑘𝐰𝐰𝑘𝑘

T 𝟎𝟎 𝟎𝟎 … 𝐰𝐰𝑘𝑘
T⎦
⎥
⎥
⎤

⎩
⎪
⎨

⎪
⎧
𝐩𝐩1
⋮
𝐩𝐩𝑚𝑚
𝐠𝐠1
⋮
𝐠𝐠𝑚𝑚⎭

⎪
⎬

⎪
⎫

2𝑚𝑚𝑚𝑚×1

= �

𝛼𝛼𝜇𝜇𝑘𝑘,1
𝛼𝛼𝜇𝜇𝑘𝑘,2
⋮

𝛼𝛼𝜇𝜇𝑘𝑘,𝑚𝑚

�

𝑚𝑚×1

 

(4.73) 

or 

 𝐔𝐔𝑘𝑘𝐲𝐲 = 𝛂𝛂𝑘𝑘, 𝑘𝑘 = 1, 2, … , 𝑙𝑙  (4.74) 

with the obvious definition of 𝐔𝐔𝑘𝑘 , y and 𝛂𝛂𝑘𝑘 . From Eq. (4.69), considering the 

unaltered poles results in 
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�𝐛𝐛1(𝐠𝐠1T + 𝜆𝜆𝑘𝑘𝐩𝐩1T) + 𝐛𝐛2(𝐠𝐠2T + 𝜆𝜆𝑘𝑘𝐩𝐩2T) + ⋯

+ 𝐛𝐛𝑚𝑚(𝐠𝐠𝑚𝑚T + 𝜆𝜆𝑘𝑘𝐩𝐩𝑚𝑚T)�𝐯𝐯𝑘𝑘 = 𝟎𝟎,

𝑘𝑘 = 𝑙𝑙 + 1, 𝑙𝑙 + 2, … , 2𝑛𝑛 

(4.75) 

As 𝐛𝐛𝑚𝑚 ≠ 0, Eq. (4.75) is satisfied when 

 
⎣
⎢
⎢
⎡𝜆𝜆𝑘𝑘𝐯𝐯𝑘𝑘

T 𝟎𝟎 … 𝟎𝟎 𝐯𝐯𝑘𝑘T 𝟎𝟎 … 𝟎𝟎
𝟎𝟎 𝜆𝜆𝑘𝑘𝐯𝐯𝑘𝑘T … 𝟎𝟎 𝟎𝟎 𝐯𝐯𝑘𝑘T … 𝟎𝟎
⋮ ⋮ ⋱ ⋮ ⋮ ⋮ ⋱ ⋮
𝟎𝟎 𝟎𝟎 … 𝜆𝜆𝑘𝑘𝐯𝐯𝑘𝑘T 𝟎𝟎 𝟎𝟎 … 𝐯𝐯𝑘𝑘T⎦

⎥
⎥
⎤

⎩
⎪
⎨

⎪
⎧
𝐩𝐩1
⋮
𝐩𝐩𝑚𝑚
𝐠𝐠1
⋮
𝐠𝐠𝑚𝑚⎭

⎪
⎬

⎪
⎫

2𝑚𝑚𝑚𝑚×1

= �

0
0
⋮
0

�

𝑚𝑚×1

 

(4.76) 

or  

 𝐐𝐐𝑘𝑘𝐲𝐲 = 𝟎𝟎, 𝑘𝑘 = 𝑙𝑙 + 1, 𝑙𝑙 + 2, … , 2𝑛𝑛 (4.77) 

Combining Eqs. (4.74) and (4.77) gives 

 

⎣
⎢
⎢
⎢
⎢
⎡
𝐔𝐔1
⋮
𝐔𝐔𝑙𝑙
𝐐𝐐𝑙𝑙+1
⋮

𝐐𝐐2𝑛𝑛 ⎦
⎥
⎥
⎥
⎥
⎤

2𝑚𝑚𝑚𝑚×2𝑚𝑚𝑚𝑚 ⎩
⎪
⎨

⎪
⎧
𝐩𝐩1
⋮
𝐩𝐩𝑚𝑚
𝐠𝐠1
⋮
𝐠𝐠𝑚𝑚⎭

⎪
⎬

⎪
⎫

2𝑚𝑚𝑚𝑚×1

=

⎩
⎪
⎨

⎪
⎧
𝛂𝛂1
⋮
𝛂𝛂𝑙𝑙
𝟎𝟎
⋮
𝟎𝟎 ⎭
⎪
⎬

⎪
⎫

2𝑛𝑛𝑛𝑛×1

 (4.78) 

The partial pole assignment problem for MIMO control may be addressed through the 

procedure:  

(1) Determine the desired poles, {𝜇𝜇𝑘𝑘}𝑘𝑘=1𝑙𝑙  and {𝜆𝜆𝑘𝑘}𝑘𝑘=𝑙𝑙+12𝑛𝑛 , number of input m, and the 

input matrix B for the system.  

(2) Design arbitrary 𝛼𝛼𝜇𝜇𝑘𝑘,𝑗𝑗 and obtain 𝐰𝐰𝑘𝑘 (𝑘𝑘 = 1, 2, … , 𝑙𝑙 and 𝑗𝑗 = 1, 2, … ,𝑚𝑚) using 

Eq. (4.72). It can be seen that the poles of the system are closed under conjugation if 

P and G are real, so one must choose 𝛼𝛼𝜇𝜇𝑘𝑘,𝑗𝑗 = 𝛼𝛼�𝜇𝜇𝑘𝑘����,𝑗𝑗. 



87 
 

(3) Solve Eq. (4.78) for control gains 𝐩𝐩𝑗𝑗  and 𝐠𝐠𝑗𝑗. When 𝑚𝑚 > 1, the solution is not 

unique and depends on the choice of 𝛼𝛼𝜇𝜇𝑘𝑘,𝑗𝑗. 

It should be noted that although in the aforementioned procedure the constants 

𝛼𝛼𝜇𝜇𝑘𝑘,𝑗𝑗  are designed arbitrarily, 𝛼𝛼𝜇𝜇𝑘𝑘,𝑗𝑗  may be carefully selected to also assign the 

eigenvectors of the system.  

 

Example 4.3.1 

Consider the 5-DoFs system in example 4.2.1 with 𝐂𝐂 = (5 × 10−5 × 𝐊𝐊. Determine the 

required G and P so that the first two pairs of eigenvalues are 𝜇𝜇1,2 =  −1 ±

(27 × 2𝜋𝜋)j  and 𝜇𝜇3,4 = −1.2 ± (37 × 2𝜋𝜋)j  and the remaining eigenstructure are 

unchanged.  

Assuming that 

𝑚𝑚 = 3,𝐁𝐁 =

⎣
⎢
⎢
⎢
⎡
0 1 1
1 1 0
1 0 1
0 0 0
1 1 1⎦

⎥
⎥
⎥
⎤

, and �
𝛼𝛼𝜇𝜇𝑘𝑘,1
𝛼𝛼𝜇𝜇𝑘𝑘,2
𝛼𝛼𝜇𝜇𝑘𝑘,3

� = �
0.5
1
2
�  for 𝑘𝑘 = 1,2,3,4 

The control gains G and P can be obtained by following the above-mentioned 

procedure, which can be shown explicitly as 

𝐏𝐏 =

⎣
⎢
⎢
⎢
⎡
−0.04 −0.08 −0.16
−0.29 −0.58 −1.16
−1.21 −2.41 −4.82
−0.19 −0.38 −0.76
−0.05 −0.11 −0.21⎦

⎥
⎥
⎥
⎤

 and 𝐆𝐆 = (104) ×

⎣
⎢
⎢
⎢
⎡
−0.32 −0.64 −1.28
−1.41 −2.82 −5.64
−0.42 −0.85 −1.69
0.01 0.02 0.04
0.01 0.03 0.05 ⎦

⎥
⎥
⎥
⎤
 

Note that the numbers are rounded to 2 decimal places for better representation. 

Substituting the gains into the closed-loop equation of motion leads to asymmetric 

damping and stiffness matrices. The resulting poles are listed in Table 4.4. It is clear 

that the desired poles are exactly achieved whilst the other poles and their eigenvectors 

remain the same. However, it can be seen that the control effort involved in G may be 

too large for practical implementation, and thus the cost issue of the controller design 

is of great importance. Moreover, the issue of time delay between the measurements 
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of state and the actuation of control also plays an important factor in the performance 

in real applications. For instance, Bai et al. [154] proposed an optimization algorithm 

for simultaneous minimization of the feedback norms and the condition number of the 

closed-loop system without casting the second-order system into the state-space form. 

The influence of time delay was also discussed and covered for a MIMO system.  

Table 4. 4. The original and achieved poles. 
Original poles Original 𝜔𝜔𝑛𝑛 (Hz) Achieved poles Achieved 𝜔𝜔𝑛𝑛 (Hz) 
−0.49 ± 140j 22.28 −1.00 ± 169.7j 27.0 
−1.05 ± 204.9j 32.61 −1.20 ± 232.5j 37.0 
−1.82 ± 269.7j 42.92 −1.82 ± 269.7j 42.92 
−2.74 ± 331.2j 52.71 −2.74 ± 331.2j 52.71 
−4.12 ± 405.7j 64.57 −4.12 ± 405.7j 64.57 
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5.  Inverse structural modifications 
of a geared rotor-bearing system 

Parts of this chapter are based on a journal paper written by the author (DOI: 

10.1016/j.ymssp.2018.03.008).  

 

Inverse structural modifications have been mostly studied in theory but rarely 

implemented in practice. In this chapter, the inverse structural modification theory 

based on receptances is extended. The receptance function of a modified structure can 

be expressed in terms of the receptance functions of the original structure and the 

modifications to be made, which allows measured receptances to be used instead of 

system matrices or a modal model. The method proposed in this chapter can be applied 

to assignments of several different kinds of dynamical properties such as natural 

frequencies, antiresonant frequencies and receptances, and to make pole-zero 

cancellations. 

 Given the lack of experimental validation of inverse structural modification 

problems in published papers, a geared rotor-bearing system is manufactured and 

tested to validate the method and provide experimental insights. Experimental results 

show that more than one natural frequency or antiresonant frequency can be assigned 

within acceptable accuracy and that the sensitivity of modifications is crucial for the 

solutions of modifications cast as an optimization problem. An additional application 

for determining the optimal locations for given modifications so as to achieve the 

highest first natural frequency is also presented. The experimental results obtained 

prove the efficacy and the ease of use of this proposed method. This work should help 

make inverse structural modification a popular means of passive vibration control to 

improve the dynamical behaviour of real structures. 
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5.1. Theoretical development 

The Laplace transform of the equation of motion of a linear vibrating viscously 

damped multi-degree-of-freedom system can be expressed as 

 (𝐌𝐌𝑠𝑠2 + 𝐂𝐂𝑠𝑠 + 𝐊𝐊)𝐮𝐮(𝑠𝑠) = 𝐟𝐟(𝑠𝑠) (5.1) 

if the initial conditions are zeros. M, C, K are 𝑛𝑛 ×  𝑛𝑛 mass, damping, and stiffness 

matrices respectively and n is the total number of degrees of freedom of the system. 

𝐟𝐟(𝑠𝑠) is the vector of any type of excitation applied to the system. Assuming that the 

original structure is modified in terms of mass ∆𝐌𝐌, damping ∆𝐂𝐂, and stiffness ∆𝐊𝐊 

simultaneously, the equation of motion of the modified system can be given as 

 [(𝑠𝑠2𝐌𝐌 + 𝑠𝑠𝐂𝐂 + 𝐊𝐊) + (𝑠𝑠2∆𝐌𝐌 + 𝑠𝑠∆𝐂𝐂 + ∆𝐊𝐊)]𝐮𝐮(𝑠𝑠) = 𝐟𝐟(𝑠𝑠) (5.2) 

Premultiplying both sides by receptance matrix H(s) of the original structure and 

inverting the resulting matrix on the left side of the equation lead to 

 𝐮𝐮(𝑠𝑠) = [𝐈𝐈 + 𝐇𝐇(𝑠𝑠)∆𝐙𝐙(𝑠𝑠)]−1𝐇𝐇(𝑠𝑠)𝐟𝐟(𝑠𝑠) (5.3) 

where ∆𝐙𝐙(𝑠𝑠) = (𝑠𝑠2∆𝐌𝐌 + 𝑠𝑠∆𝐂𝐂 + ∆𝐊𝐊) is called dynamic stiffness modification matrix 

which has real physical meaning of the modifications made, i.e. magnitudes and 

coordinates. Clearly, this equation shows that the modified receptance matrix only 

involves the receptance matrix of the original structure and the dynamic stiffness 

modification matrix. The modified receptance matrix can be further defined as 

 𝐇𝐇�(𝑠𝑠) =
adj�𝐈𝐈 + 𝐇𝐇(𝑠𝑠)∆𝐙𝐙(𝑠𝑠)�𝐇𝐇(𝑠𝑠)

det�𝐈𝐈 + 𝐇𝐇(𝑠𝑠)∆𝐙𝐙(𝑠𝑠)�
 (5.4) 

which reveals a new relationship between responses and excitations of the (modified) 

system. Based on the definition of the adjugate matrix, a certain (𝑖𝑖th, 𝑗𝑗th) element of 

𝐇𝐇�(𝑠𝑠) in which i is the response coordinate and j is the excitation coordinate of the 

modified receptance matrix can be given by the following 

 ℎ�𝑖𝑖𝑖𝑖(𝑠𝑠) = (−1)𝑖𝑖+𝑗𝑗
det�(𝑠𝑠2𝐌𝐌 + 𝑠𝑠𝐂𝐂 + 𝐊𝐊)(𝑗𝑗𝑗𝑗) + ∆𝐙𝐙(𝑠𝑠)(𝑗𝑗𝑗𝑗)�

det�(𝑠𝑠2𝐌𝐌 + 𝑠𝑠𝐂𝐂 + 𝐊𝐊) + ∆𝐙𝐙(𝑠𝑠)� 
 (5.5) 
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where subscripts (ji) indicate the matrix formed after deleting the 𝑗𝑗th  row and 𝑖𝑖th 

column of the original matrix. This equation can be rewritten by extracting 

det�(𝑠𝑠2𝐌𝐌 + 𝑠𝑠𝐂𝐂 + 𝐊𝐊)(𝑗𝑗𝑗𝑗)�  and det(𝑠𝑠2𝐌𝐌 + 𝑠𝑠𝐂𝐂 + 𝐊𝐊)  from the numerator and the 

denominator, respectively, leading to 

ℎ�𝑖𝑖𝑖𝑖(𝑠𝑠)

= (−1)𝑖𝑖+𝑗𝑗
det�(𝑠𝑠2𝐌𝐌 + 𝑠𝑠𝐂𝐂 + 𝐊𝐊)(𝑗𝑗𝑗𝑗)�det �𝐈𝐈 + �(𝑠𝑠2𝐌𝐌 + 𝑠𝑠𝐂𝐂 + 𝐊𝐊)(𝑗𝑗𝑗𝑗)�

−1
∆𝐙𝐙(𝑠𝑠)(𝑗𝑗𝑗𝑗)�

det(𝑠𝑠2𝐌𝐌 + 𝑠𝑠𝐂𝐂 + 𝐊𝐊)det(𝐈𝐈+ 𝐇𝐇(𝑠𝑠)∆𝐙𝐙(𝑠𝑠)) 
 

  (5.6) 

The identity matrix in the numerator is now a (𝑛𝑛 − 1) × (𝑛𝑛 − 1)  matrix. 

Since (𝑠𝑠2𝐌𝐌 + 𝑠𝑠𝐂𝐂 + 𝐊𝐊) is symmetric and invertible, the relation shown below holds. 

 (−1)𝑖𝑖+𝑗𝑗
det�(𝑠𝑠2𝐌𝐌+ 𝑠𝑠𝐂𝐂 + 𝐊𝐊)(𝑗𝑗𝑗𝑗)�

det(𝑠𝑠2𝐌𝐌 + 𝑠𝑠𝐂𝐂 + 𝐊𝐊) = ℎ𝑖𝑖𝑖𝑖(𝑠𝑠) (5.7) 

Finally, the (𝑖𝑖th, 𝑗𝑗th) receptance of the modified receptance matrix can be given by 

 ℎ�𝑖𝑖𝑖𝑖(𝑠𝑠) =
ℎ𝑖𝑖𝑖𝑖(𝑠𝑠)det �𝐈𝐈 + �(𝑠𝑠2𝐌𝐌 + 𝑠𝑠𝐂𝐂 + 𝐊𝐊)(𝑗𝑗𝑗𝑗)�

−1
∆𝐙𝐙(𝑠𝑠)(𝑗𝑗𝑗𝑗)�

det(I + 𝐇𝐇(𝑠𝑠)∆𝐙𝐙(𝑠𝑠))  (5.8) 

Matrix  �(𝑠𝑠2𝐌𝐌 + 𝑠𝑠𝐂𝐂 + 𝐊𝐊)(𝑗𝑗𝑗𝑗)�
−1

= 𝐇𝐇�𝑖𝑖𝑖𝑖(𝑠𝑠) , which is called subsidiary receptance 

matrix, is the inverse of a dynamic stiffness matrix whose jth row and ith column are 

deleted. The matrix might be obscure in physical meaning, but it has been shown by 

Mottershead [36] that each element of the matrix can actually be obtained from 

receptances of the original system. Any element ℎ�𝑡𝑡1,𝑡𝑡2  in 𝐇𝐇�𝑖𝑖𝑖𝑖(𝑠𝑠) can be given by 

 ℎ�𝑡𝑡1𝑡𝑡2 = ℎ𝑡𝑡1𝑡𝑡2 − �ℎ𝑗𝑗𝑡𝑡1ℎ𝑖𝑖𝑡𝑡2� ℎ𝑗𝑗𝑗𝑗�  (5.9) 

which shows that one subsidiary frequency response function requires four 

receptances of the original system at most. It should be noted that 𝑡𝑡1, 𝑡𝑡2 = 1,2, … ,𝑛𝑛, 

but 𝑡𝑡1 ≠ 𝑖𝑖 and 𝑡𝑡2 ≠ 𝑗𝑗. Now it is clear that it is possible to obtain the exact modified 

receptance function solely based on receptances of the original system; that is to say, 
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apart from using a numerical model the modified receptance function can also be 

derived from modal testing data as long as the measurement is accurate enough. 

 In the case of an inverse structural modification problem, the desired frequency 

is prescribed whilst the dynamic stiffness modification matrix should be sought. From 

Eq. (5.8), it is clear that the functions in the numerator or denominator could approach 

zero near a desired frequency; therefore, they can be treated as the basic equations for 

natural frequency or antiresonant frequency assignments, respectively. In addition to 

that, the ratio between modified receptances and the corresponding original 

receptances could also be readily assigned through Eq. (5.8). If the form of the 

modification is simple, such as a rank-one modification, it is possible to find the 

required modification by solving the corresponding equations directly. However, 

directly solving the equation could be challenging especially when the number of 

modification is large or there are multiple desired frequencies. In fact, an approximate 

solution might be sufficient in some cases in which the exact solution does not exist 

or is hard to compute. Besides, there might be multiple solutions to an assignment 

problem. Casting the assignment problem as an optimization problem provides a 

relatively flexible way to find a solution, which can also be seen from several 

published papers. 

 Therefore, it is reasonable to construct the basic objective function as 

 min
𝐱𝐱
��𝛼𝛼𝑟𝑟�det(𝐈𝐈 + 𝐇𝐇(𝑠𝑠𝑟𝑟)∆𝐙𝐙(𝑠𝑠𝑟𝑟, 𝐱𝐱))�

2
𝑛𝑛

𝑟𝑟=1

� (5.10) 

and 

 min
𝐱𝐱
��𝛼𝛼𝑟𝑟 �det�𝐈𝐈 + 𝐇𝐇�𝑖𝑖𝑖𝑖(𝑠𝑠𝑟𝑟)∆𝐙𝐙(𝑠𝑠𝑟𝑟 , 𝐱𝐱)(𝑗𝑗𝑗𝑗)��

2
𝑛𝑛

𝑟𝑟=1

� (5.11) 

for natural frequency and antiresonant frequency assignment, respectively. In the 

objective functions, 𝛼𝛼𝑟𝑟 are the positive weighting coefficients, and the modification 

matrix is now a function of eigenvalues and design variables x. Since a determinant is 

used, the value of the objective function might vary enormously in the design space 
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especially when the desired frequency is high. In order to avoid very steep gradients 

in the feasible domain, which can reduce the step size in the optimization process, 

scaling the functions to some extent is often necessary. However, there is no definitive 

criterion indicating which form of scaling is the most suitable. This might be a problem 

that is determined on a case-by-case basis. Thus scaling is not yet implemented in 

either equation above. As ∆𝐙𝐙(𝑠𝑠𝑟𝑟 ,𝐱𝐱) is symmetric in passive control and often a sparse 

matrix, the number of receptances required for the assignment is related to the number 

of non-zero entities in ∆𝐙𝐙(𝑠𝑠𝑟𝑟 ,𝐱𝐱) and the number of desired frequencies. It can be seen 

that the locations where the modifications are made are the same as the locations at 

which the receptances are measured. 

 In addition to the objective functions for natural frequency and antiresonant 

frequency assignments, the problem for the eigenstructure assignment can be 

formulated in the same fashion. Premultiplying the quadratic eigenvalue problem of 

the modified system in Eq. (5.2) by receptance matrix 𝐇𝐇(𝑠𝑠𝑟𝑟) gives 

 𝐮𝐮𝑟𝑟 + 𝐇𝐇(𝑠𝑠𝑟𝑟)∆𝐙𝐙(𝑠𝑠𝑟𝑟)𝐮𝐮𝑟𝑟 = 𝟎𝟎 (5.12) 

Similarly, the objective function for the eigenstructure assignment can be written as  

 min
𝐱𝐱
��𝛼𝛼𝑟𝑟‖𝐮𝐮𝑟𝑟 + 𝐇𝐇(𝑠𝑠𝑟𝑟)∆𝐙𝐙(𝑠𝑠𝑟𝑟 ,𝐱𝐱)𝐮𝐮𝑟𝑟‖2
𝑛𝑛

𝑟𝑟=1

� (5.13) 

where (𝑠𝑠𝑟𝑟 ,𝐮𝐮𝑟𝑟) is the desired eigenpair. To examine the equation, it is reasonable to 

start from the influence of the dynamic stiffness modification matrix as it is symmetric 

and often sparse. It can be seen from the term ∆𝐙𝐙(𝑠𝑠𝑟𝑟 , 𝐱𝐱)𝐮𝐮𝑟𝑟 that the modifications are 

required to apply at the coordinates of which the nodal displacements are of interest 

in order for the modifications to be included in the objective problem. A small number 

of modifications is always preferred and thus 𝐮𝐮𝑟𝑟 is not likely to be completely defined. 

In this case, the elements in 𝐮𝐮𝑟𝑟 cannot define a complete eigenvector to the mode but 

some nodal displacements. The resulting vector in the right-hand side of Eq. (5.12) 

would no longer be zero even given the solution of the modification. As a matter of 

fact, it is much more demanding to assign eigenstructures than to assign poles or zeros. 
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Thus, the objective function for eigenstructure assignment should consider rows in Eq. 

(5.13) that are related to the DoFs of the modifications, which can be shown by 

 min
𝐱𝐱
��𝛼𝛼𝑟𝑟‖(𝐮𝐮𝑟𝑟 + 𝐇𝐇(𝑠𝑠𝑟𝑟)∆𝐙𝐙(𝑠𝑠𝑟𝑟 ,𝐱𝐱)𝐮𝐮𝑟𝑟) ⊙𝐞𝐞𝑟𝑟‖2
𝑛𝑛

𝑟𝑟=1

� (5.14) 

where 𝐞𝐞𝑟𝑟 is a vector that has the same size of 𝐮𝐮𝑟𝑟 and has 1 at the entries that associate 

with the DoFs of the modifications, and ⊙  denotes the Hadamard product (also 

known as Schur product or entrywise product), which produces element-wise 

multiplication of two matrices/vectors.  

 There are several algorithms nowadays for solving nonlinear programming 

problems. For example, an interior-point algorithm “fmincon” provided by 

MathWorks is readily available. It has been supported and shown by many published 

papers that barrier methods are the foundation of modern interior method. A 

comprehensive paper including the history, developments, and important features of 

the interior-point method and its relationship with barrier methods was presented by 

Forsgren et al. [155]. Alternatively, genetic algorithms can also be used to avoid 

guessing initial points and prevent the solution from converging to local minimums 

around the initial points. Since the optimization algorithm is not the objective of this 

research, relevant details will not be included here.  

 

5.2. Experimental setup 

The laboratory test rig is essentially a geared rotor-bearing system shown in Figs. 5.1 

and 5.3. A short shaft is coupled to a one-meter-long shaft of the same diameter (17 

mm) through a pair of spur gears, and there are two identical discs which can be moved 

freely on the long shaft or easily removed from the rig. In fact, the discs (and the 

additional masses of nut sets bolted to them) will be considered to be the mass 

modification for the test rig. Each disc which weighs 658 g has several tapped holes 

uniformly distributed around its circumferential direction for possible additional mass 

modifications as shown in Fig. 5.2. The additional mass modification is achieved by 
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bolting or removing nuts on the disc. In Fig. 5.2 the M20-nut set and M16-nut set 

weigh 61g and 38g, respectively. The material of the shafts and discs is medium carbon 

steel while the material of the bearing holders is aluminium. The whole structure is 

bolted onto two aluminium profiles that are also bolted together as the base. The total 

mass of the system without discs is 16.35 kg. It is worth mentioning that the base 

should not be considered to be rigid in this case, which will definitely bring complexity 

to the system and in constructing the finite element model. 

 

 
Figure 5. 1. Experimental setup. 

 Impact testing is utilized for the receptance measurements in this study, and there 

are totally 16 equally spaced measurement points with interval of 4.5 cm, denoted as 

p1 to p16, along the long shaft; however, not all of the measurement points may be 

available in practice and thus it is assumed that only five locations are available; they 

are p4, p5, p7, p11, and p13. Five Kistler miniature accelerometers (8728A500) that 

weigh 8 grams in total are used so as to minimize the mass loading effect, and the 

impact force is imparted through a PCB Model 086C04 impact hammer with the 

plastic hammer tip. Signals are sampled by LMS SCADAS III signal conditioning and 

data acquisition system which passes experimental data to a PC. The LMS software 

Test.Lab in the PC is adopted for signal processing, modal parameter estimation, and 

data management purposes. The experimental modal testing data can be stored and 

exported to the Universal File Format (.UFF), which makes processing the 

experimental results more convenient. 
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Figure 5. 2. Disc and nuts. 

 
Figure 5. 3. Schematic of the geared rotor-bearing system. 

5.3. Numerical simulation 

The proposed technique is first applied to a numerical model (FE 1-D model) that is 

constructed based on the experimental setup given in the previous section. The purpose 

of this is to verify and evaluate the technique on such a geared rotor-bearing system. 

The 1-D model is first built using MATLAB, and then the model is updated based on 

the results from the experimental modal analysis using the inverse eigensensitivity 

method (see Appendix A). It should be mentioned that at this stage the discs are not 

included in the test rig or the model. For better discussion, a schematic of the model 

with the numbering of nodes is given in Fig 5.4 (Note that the lengths of the elements 
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in the picture are set the same for the benefit of brevity so does not reflect the true 

length). Each node has 5 DoFs (two in transverse directions and three in rotational 

directions), and thus the total number of DoFs is 150. 

 In the process of updating the model, the material properties (Young’s modulus 

& Poisson ratio) of the short shaft is updated first on the component level, which are 

taken as the same material properties of the long shaft since the two shafts are 

nominally identical. Later, stiffness of the bearings (in the transverse and rotational 

directions) are updated on the assembly level. The first few frequencies of the updated 

model and the corresponding experimental results are listed and compared in Table 

5.1. The experimental results are identified through modal identification technique 

‘PolyMAX’ using LMS.Testlab from Siemens. Among the four frequencies the 

maximum difference is from the first frequency with just 1.34% error, and the updated 

parameters are given in Table 5.2. It should be pointed out that the gear contact 

stiffness is not updated since the torsional natural frequency is not measured and that 

damping is not included in the model.  

 
Figure 5. 4. The 1-D model with nodes indicated by circles and their numbers. 

 

Table 5. 1. Comparison of experimentally and numerically determined natural 
frequencies. 

 Experiment Updated model Difference 

Bending natural 
frequencies (Hz) 

80.59 81.78 1.48 % 
266.68 263.75 -1.10 % 
541.22 539.54 -0.31 % 
920.51 919.68 -0.09 % 
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Table 5. 2. Updated system parameters. 
Bearing stiffness 

(transverse directions) 
2.1753 × 107N/m 

Young’s 
modulus 

203.23 GPa 

Bearing stiffness 
(rotational directions) 

28.6297 N/m Poisson’s ratio 0.3179 

 

 In this section, a number of assignment problems are studied using the updated 

model. For the sake of convenience, it is assumed that the form of the modification to 

be applied in each problem is drawn from a set of options. These options are referred 

to as modification set A, set B, and set C, which are: Modification set A: two point 

masses at node #17 and #25, Modification set B: two grounded springs at node #17 

and #23 in the transverse direction, Modification set C: one spring-mass oscillator in 

the y-axis direction at whichever node. The assignment problems consisting of natural 

frequency assignment, antiresonant frequency assignment, eigenstructure assignment, 

pole-zero cancellation, and receptance assignment are presented as follows. 

Throughout the examples, the weighting coefficients are equal to 1 unless otherwise 

stated. 

 

Natural frequency assignment 

It is assumed that Modification sets A and B are available in this problem and the 

deign variables are arranged in x in sequence, which can be denoted as {𝑥𝑥1, 𝑥𝑥2, 𝑥𝑥3, 𝑥𝑥4}. 

The desired natural frequency are 77 and 247 Hz. The goal is to find x that minimizes 

Eq. (5.10) in which some constraints are applied to the design variables: 

0.1 ≤ 𝑥𝑥1 ≤ 1, 0.1 ≤ 𝑥𝑥2 ≤ 1, 0 ≤ 𝑥𝑥3 ≤ 106, 0 ≤ 𝑥𝑥4 ≤ 106 

As this problem is an underdetermined problem, multiple solutions are possible. In 

order not to fall into a local minimum, particle swarm algorithm is implemented to 

alleviate the issue. The function “particleswarm” in Matlab is used.  

 A solution is found to be  {0.1, 1.0, 7.395 × 105, 5.929 × 103} . The 

corresponding natural frequencies of the modified system are listed together with the 

original ones in Table 5.3. It is clear that the two desired natural frequencies are the 
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first two natural frequencies of the modified system and are exactly achieved. Since 

no constraints are imposed to the other frequencies, they are also shifted when the 

modifications are made. The torsional natural frequencies are not affected because no 

modification is made to the associated properties.  

 It should be mentioned that due to the nature of the particle swarm algorithm, the 

algorithm does not necessarily produce the same result every time it is run. For 

instance, another solution that achieves exactly the natural frequencies is 

{0.1318, 1.0, 8.1639 × 105, 0.0}. 

 

Table 5. 3. The original and achieved natural frequencies. 
Original Achieved 

Bending natural 
frequency (Hz) 

Torsional natural 
frequency (Hz) 

Bending natural 
frequency (Hz) 

Torsional natural 
frequency (Hz) 

(81.77, 81.77) 
(263.74, 263.75) 
(412.47, 412.51) 
(539.41, 539.43) 
(627.17, 627.31) 
(639.80, 639.95) 
(919.67, 919.67) 

31.76 
889.89 

(77.0, 77.0) 
(247.0, 247.0) 

(412.47, 412.51) 
(491.32, 491.33) 
(623.40, 623.56) 
(639.80, 639.95) 
(913.47, 913.47) 

31.76 
889.89 

 

Antiresonant frequency assignment 

It is assumed that the receptance of interest is between node # 9 and # 20 in the y-axis 

direction and that Modification sets A and B are available for this assignment. The 

desired antiresonant frequency is 180 Hz. Find the design variables x that minimizes 

Eq. (5.11) in which some constraints are applied to the design variables: 

0 ≤ 𝑥𝑥1 ≤ 1, 0 ≤ 𝑥𝑥2 ≤ 1, 0 ≤ 𝑥𝑥3 ≤ 107, 0 ≤ 𝑥𝑥4 ≤ 105 

It is reasonable to presume that this optimization problem is quite flexible as there are 

four design variables to achieve one frequency assignment. In this case, interior-point 

algorithm is implemented to find a solution that is closest to the initial point in which 
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all the design variables start from zero. The algorithm would converge to a local 

minimum close to the initial point if a local minimum exists.  

 A solution is found to be {0.523, 0.1951, 6.8198 × 104, 6.8195 × 104} given 

the initial point {0, 0, 0, 0}. An inspection on the FRFs of interest (ℎ9,20 in the y-axis 

direction) before and after the modifications in Fig. 5.5 can reveal that the first 

antiresonant frequency in the receptance function shifts from 209 to 180. The desired 

antiresonant frequency is exactly achieved. For better representation of the FRF in Fig. 

5.5, proportional damping is added to the modified system to avoid showing deep 

drops/sharp peaks. 

 
Figure 5. 5. FRFs before and after the modifications. 

 

Natural frequency + antiresonant frequency assignment 

In the previous case, it is shown that the antiresonant frequency can be perfectly 

assigned to 180 Hz within the feasible region. However, the second natural frequency 

is shifted fairly near the assigned antiresonant frequency in the modified system. The 

response at the DoF of concern can change significantly in only a few Hz. If one 

wishes to separate the two frequencies, the assignment problem requires 
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simultaneously assigning the natural frequency and the antiresonant frequency. Such 

an assignment problem is possible under the current framework where the problem is 

cast into an objective function. In this example, the desired antiresonant frequency is 

set to 180 Hz whilst two desired natural frequencies are to 82 and 250 Hz. The 

available Modification sets are the same as the previous examples. The resulting 

objective function to be minimized is simply the summation of Eqs. (5.10) and (5.11), 

and the constraints of the design variables are 

0 ≤ 𝑥𝑥1 ≤ 1, 0 ≤ 𝑥𝑥2 ≤ 1, 0 ≤ 𝑥𝑥3 ≤ 107, 0 ≤ 𝑥𝑥4 ≤ 107 

 A solution is found using particle swarm algorithm, which is {2.9 × 10−11,

0.1227, 5.2359 × 104, 0.0} . The resulting FRF, ℎ9,20  in the y-axis direction, is 

shown in Fig. 5.6 in which the achieved natural frequencies and antiresonant 

frequency are indicated by the cursor. It is clear that the natural frequencies are exactly 

achieved and that there is only a slight difference in the antiresonant frequency 

(roughly 1 Hz). This difference may be considered small in practice, and thus the 

modifications would suffice to produce the desired dynamic properties. Lastly, the 

value for 𝑥𝑥1 is nearly zero, so it may be acceptable to treat it as zero in practice. 

 In theory, this kind of assignment can be extended to partial assignment when the 

number of design variables is large enough so that the objective function can be 

sufficiently minimized in the feasible region. However, this might be difficult to 

achieve in practice as the number of DoFs (poles) can be large and often relatively 

larger than the number of available modifications. As a compromise, this assignment 

problem can fix part of the unassigned frequencies while assigning some new 

frequencies, for instance, in this example the first desired natural frequency is 

intentionally assigned rather close to the original first natural frequency while the other 

two frequencies are two new frequencies.   
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Figure 5. 6. FRFs before and after the modifications. 

 

Eigenstructure assignment 

As mentioned in Section 5.1, it is quite demanding to assign eigenstructures since it 

usually requires more design variables and in practice the number of receptance 

functions that can be measured is often limited. In the eigenstructure assignment 

problem, Eq. (5.14) is used to assign some nodal displacements instead of the whole 

mode. Assuming that one wishes to use Modification sets A and B to assign a natural 

frequency at 87 Hz and assign the corresponding nodal displacements at node number 

17, 23, 25 to be 0.5, 1, and 0.8, respectively. Find the design variables x that minimizes 

Eq. (5.14) whilst the constraints of the design variables are 

0 ≤ 𝑥𝑥1 ≤ 2, 0 ≤ 𝑥𝑥2 ≤ 2, 0 ≤ 𝑥𝑥3 ≤ 107, 0 ≤ 𝑥𝑥4 ≤ 107 

 A solution is found using particle swarm algorithm, which is {0.0173, 0.2509,

2.1261 × 105, 0.3647}, and the resulting natural frequency of the first bending mode 

is 86.9 Hz. The mode shapes before and after the modifications are plotted together in 

Fig. 5.7. It can be seen that although the natural frequency is closely achieved to the 

desired value, there are some discrepancies between the achieved nodal displacements 
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and the desired ones. For a better comparison, the nodal displacements are normalized 

to the value at node number 23, leading to {0.6678, 1, 0.7854} for the original nodal 

displacements and {0.5117, 1, 0.8302} for the achieved ones.  

 
Figure 5. 7. The mode shapes on the y-z plane of the first bending mode before and 

after the modifications.  

 It should be pointed out that in the first example of natural frequency assignment, 

a natural frequency is assigned to a value without specifying the associated mode. For 

minor modifications, the original mode whose natural frequency is closest to the 

specified frequency would normally be the associated mode after the modifications. 

However, it is possible that another mode might be more sensitive to the modifications 

and thus be modified to become associated with the desired natural frequency. This 

situation could be circumvented by specifying the nodal displacements of interest. An 

example is given to demonstrate this idea. 

 For instance, for this geared rotor-bearing system, a natural frequency of 240 Hz 

is to be assigned to the first bending mode. As the modified mode shape of the first 

bending mode is expected to be similar to the original one shown in Fig. 5.7. The 
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desired nodal displacements are specified as {0.5, 1, 0.8}  and the desired natural 

frequency is set to 240 Hz. Note that 240 Hz is much closer to the original second 

bending mode than the first one. A solution is found using particle swarm algorithm, 

which is {1.979, 0, 5.7194 × 106, 9.1326 × 105}. The resulting natural frequency 

of the first bending mode is found to be 238.73 Hz, which is roughly 2 Hz lower than 

the desired one, and the associated mode shape is shown together with the original one 

in Fig. 5.8. The achieved nodal displacements, which are normalized to the value at 

node number 23, are {0.4898, 1, 0.8759}. The FRF between node 9 and 20 in the y-

axis direction is given in Fig 5.9 to show the resulting bending natural frequencies. In 

this case, the first bending mode is modified towards the specified natural frequency 

although the desired natural frequency is much closer to the natural frequency of the 

second bending mode of the original structure.  

 
Figure 5. 8. The mode shapes on the y-z plane of the first bending mode before and 

after the modifications. 
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Figure 5. 9. FRFs before and after the modifications. 

 On the other hand, if merely Eq. (5.10) is used, it is found that the second bending 

mode could be modified to have 240 Hz given different initial values for the design 

variables. Two solutions given in Table 5.4 show the modifications that lead the first 

or the second bending mode to have the same desired frequency. When the interior-

point algorithm is used and the initial values are set to zero, it is found that the 

objective function always converges to the case in which the second bending mode is 

shifted to the desired frequency. For the case of using Eq. (5.14) in this example, the 

first bending mode is shifted to the desired frequency even when the interior-point 

algorithm is applied and the initial points are set to zero. 

 

Table 5. 4. Two solutions to the optimization problem.  
 Solution 1 Solution 2 

Design variables �

𝑥𝑥1 
𝑥𝑥2
𝑥𝑥3 
𝑥𝑥4

� �

0.1109 
0.0055 

3.0727 × 106  
7.8076 × 105

� �

1.6388 
1.0488 

4.115 × 106  
9.0589 × 105

� 

Achieved natural 
frequencies of the first two 

bending modes (Hz) 
240, 400 142.86, 240 
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Pole-zero cancellation 

In this example, the pole-zero cancellation is achieved by using the Modification set 

C alone, a spring-mass oscillator. It was established in Section 4.2 that the pole-zero 

cancellation can be achieved by assigning a pole to the frequency of the zero, and that 

the modification does not affect the zeros in the receptance functions related to DoFs 

where the modification is applied. In this case, the spring-mass oscillator is added in 

the y-axis direction of node number 24 in order to achieve a pole-zero cancellation at 

the point receptance. The point FRF is given in Fig. 5.10 below, and it shows that it is 

possible to assign a pole to the frequency of the second antiresonant frequency, which 

has the frequency of 530.317 Hz.  

 The objective function for pole assignment, Eq. (5.10), is to be minimized to find 

the values {𝑥𝑥1, 𝑥𝑥2} for the mass and spring of the oscillator, respectively. A solution, 

{0.7183, 7.9755 × 106}, is found via particle swarm algorithm. The point FRF of the 

modified system is plotted together with the original one in Fig. 5.11. It can be noted 

that there are only three peaks in this frequency range as the third peak is cancelled 

with the second antiresonant frequency. The mode shape of the third bending mode 

shown in Fig. 5.12 confirms that a node at node number 24 is generated as a result of 

the pole-zero cancellation.  
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Figure 5. 10. The point FRF of node number 24 in the y-axis direction. 

   

Figure 5. 11. The point FRFs before and after the modifications. 
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Figure 5. 12. The mode shapes before and after the modifications.  

 

Receptance assignment 

Given Eq. (5.8), the objective function for the problem of receptance assignment at 

frequency 𝑠𝑠𝑟𝑟 can be designed as  

min
𝐱𝐱
��𝛼𝛼𝑟𝑟 �det�𝐈𝐈 + 𝐇𝐇�𝑖𝑖𝑖𝑖(𝑠𝑠𝑟𝑟)∆𝐙𝐙(𝑠𝑠𝑟𝑟 ,𝐱𝐱)(𝑗𝑗𝑗𝑗)�
𝑛𝑛

𝑟𝑟=1

− 𝛾𝛾𝑟𝑟 × det(𝐈𝐈 + 𝐇𝐇(𝑠𝑠𝑟𝑟)∆𝐙𝐙(𝑠𝑠𝑟𝑟 ,𝐱𝐱))�
2
� 

(5.15) 

where 𝛾𝛾𝑟𝑟 represents the ratio between the original receptance and the modified one at 

frequency 𝑠𝑠𝑟𝑟 . In this example, Modification sets A and B are applied to make the 

receptances at 30 and 60 Hz 10% lower than the original values; therefore, {𝛾𝛾𝑟𝑟}𝑟𝑟=12 =

0.9. The receptance function of concern is that between node # 9 and # 20 in the y-

axis direction. The constraints of the design variables are 

0 ≤ 𝑥𝑥1 ≤ 2, 0 ≤ 𝑥𝑥2 ≤ 2, 0 ≤ 𝑥𝑥3 ≤ 107, 0 ≤ 𝑥𝑥4 ≤ 107 
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A solution  {0, 0.133, 1.6826 × 104, 1.1426 × 104}  is found via particle swarm 

algorithm. The receptance functions before and after the modifications are shown in 

Fig. 5.13. The ratio between the receptance at 30 Hz is roughly 1.137 1.263⁄ =

0.9002 and that at 60 Hz is 2.114 2.349⁄ = 0.9. The desired ratios are sufficiently 

achieved.  

 
Figure 5. 13. The receptance functions before and after the modifications (linear 

scale).  

5.4. Experimental results 

The objective is to verify the proposed method through the experimental setup. For a 

geared rotor-bearing system, it is always more practical and easier to conduct mass 

modification instead of stiffness modification or damping modification; therefore, the 

two discs (with a few nuts bolted to them) are considered to be the only modifications 

for this goal. The point and cross receptances of the five accessible locations (p4, p5, 

p7, p11, p13 in Fig. 5.3) are measured before the modification. Then, two discs are 

placed at certain locations (among the accessible locations) and the corresponding 

modified frequencies are measured and taken as desired frequencies. Through Eqs. 

(5.10) and (5.11), the mass that is required to achieve the desired frequencies can be 
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obtained if a global/local minimum exists in the feasible domain. Since the 

modification is known, the difference between the predicted mass for the modification 

and the actual value can be used as one of the two benchmarks to reveal the 

effectiveness of the method. The other benchmark is the difference between the desired 

frequency and the frequency of the structure modified using the determined mass 

modification. 

 As can be seen from the objective function, the degrees of freedom of the 

modification matrix have to be defined first, and the corresponding receptances then 

have to be measured and included in the function. In this case only the vibration in the 

lateral direction, which is the out-of-plane direction y in Fig. 5.3, is considered since 

the bending vibration is dominant in the dynamic behaviour of the structure. 

Furthermore, the influence of the mass modification on the rotational degrees of 

freedom in the y-z plane are assumed to be negligible; that is to say, the discs act as 

point masses and the dynamic stiffness modification matrix is now a 2 by 2 matrix 

with the masses whose diagonal elements are the design variables. On the other hand, 

the receptance matrix required is also a 2 by 2 matrix which contains information of 

both point and cross receptances of the locations where the modifications are made. 

 

5.4.1. Natural frequency assignment  

Fig. 5.14 shows the cross FRFs of p7 to p4 in the y direction before and after the 

modification in which the two discs with additional masses of 780 g each (disc plus 

two M20-nut sets, i.e. 658 g + 122 g) are placed at p5 and p13. The force spectrum of 

the impact must be inspected first to determine the usable frequency range before any 

modifications, and additional care must be paid to energy distribution of the impact 

over the frequency range so that the noise in the FRF measurement can be minimized. 

The frequency range of interest is then limited to frequency below 600 Hz which 

covers the first four modes of the rig. 
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Figure 5. 14. The cross-FRF of p7-p4 before and after the modification.  

 The frequencies are estimated through peak picking and recorded in Table 5.5. 

The frequencies of the modified structure are targeted as the desired frequencies in the 

optimization problem. Apart from implementing Eq. (5.10) at each of the four 

frequencies, the objective function is subject to a linear equality constraint to ensure 

that two design variables have the same value. The predicted modifications are also 

given in Table 5.5.  

 First, it is clear that all of the frequencies are decreased since only mass 

modification is made. Second, it shows that some of the frequencies are not assignable, 

more precisely, the optimization finds close solutions to the first and third targeted 

frequencies, but fails to find the right solutions to the second and fourth targeted 

frequencies (the optimization procedure converges to boundary of the feasible 

domain); therefore, the Predicted Modifications for the second and fourth cases are 

left blank in table 5.5. For the first and the third frequencies, additional modifications 

are made in order to reflect the actual error between the desired frequency and the 

actually assigned frequency. Since it can be expensive or sometimes infeasible to 

exactly implement the determined mass modifications, some nuts are removed/added 

to roughly make up the difference (the fourth column of Table 5.5). A M16-nut set of 

38 g is added to both discs to reflect the first case (each disc now weighs 780 + 38 g), 
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which leads to a first frequency that is close to the desired frequency value, and the 

error between them is less than 0.5 Hz. On the other hand, a M20-nut set of 61 g, 

which was originally bolted to the disc, is removed from both discs for the third case 

(each disc now weighs 780 – 61 g), which results in a third frequency at 158 Hz, a 

frequency difference of less than 3.5 Hz. The FRFs of the structure with the additional 

modifications are compared with those of modified structure in Fig. 5.15. 

 

Table 5. 5. Results of natural frequency assignment. 
Original 

Frequency 
Modified 
Frequency 

Predicted 
Modification 

Difference 
Remove 

61g 
Add 
38g 

Error 

80.5 Hz 53 Hz 814.6 g +34.6 g N/A 
52.5 
Hz 

< 0.5 Hz 
(0.9%) 

97.5 Hz 84 Hz      

268.5 Hz 154.5 Hz 735.2 g -44.8 g 158 Hz N/A 
< 3.5 Hz 
(2.3%) 

542 HZ 422 Hz      

 

 A further investigation through an FE model (shown in Fig. 5.4) has found that 

422 Hz is the third bending frequency of the modified system, and both discs happen 

to be close to the nodes of the modified mode. The corresponding mode shape of the 

long shaft is shown in Fig. 5.16. In addition, the second frequency in Table 5.5 (97 Hz/ 

84 Hz) is found to be the main frequency of the foundation, i.e., the stators and the 

aluminium profiles. These both imply that the sensitivity of the natural frequency is 

low to the current modifications; therefore, a local minimum might not exist in the 

feasible domain. Making modification on the shaft has a small effect on these 

frequencies, which might lead to inaccurate results. It is reasonable to expect that 

performing the sensitivity analysis prior to structural modifications can improve the 

effectiveness of the method. However, sensitivity analysis often requires a fairly 

accurate theoretical model (system matrices), which would take away a main 

advantage of the receptance method, and thus is not carried out in this section. 

Although experimental modal analysis itself is not sufficient to produce a complete 

and accurate sensitivity analysis, it can still reveal some useful insights. 
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Figure 5. 15. Cross-FRFs of p7 to p4 with different modifications. (a) and (b) reflect 

the additional modification for the third case and the first case in Table 5.5. 

 Besides single natural frequency assignment, it is possible to assign multiple 

frequencies simultaneously through Eq. (5.10). For the sake of convenience, the first 

and the third modified frequencies in Table 5.5 are taken as desired frequencies, 

thereby resulting in n = 2 in Eq. (5.10). The weighting coefficients are both set to be 

1. Results are shown in Table 5.6. It is clear that the predicted modification lies 

between those modifications of the two individual cases in Table5.5, which represents 

the trade-offs between the two objective functions. By examining Fig. 5.15(a), the 

differences between the desired and assigned frequencies in this case can be roughly 

estimated, which are definitely less than 1 and 3.5 Hz, respectively. 
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Figure 5. 16. The mode shape of the 422 Hz mode obtained from a simulated FE 

model. 

 

Table 5. 6. Assignment of two natural frequencies. 
Original 

Frequency 
Modified 
Frequency 

Predicted 
Modification 

Difference 
Remove 

61g 
Error 

80.5 Hz 
268.5 Hz 

53 Hz 
154.5 Hz 

0.7421 kg -37.9 g 
54 Hz 
158 Hz 

< 1 Hz (1.9%) 
< 3.5 Hz (2.3%) 

 

5.4.2. Antiresonant frequency assignment 

The first two pronounced antiresonant frequencies from the cross-FRF in Fig. 5.14 are 

studied. Eq. (5.11) is used for assigning the identified antiresonant frequency, and the 

results are shown in Table 5.7. From the table, the difference in mass for the second 

antiresonant frequency is fairly small whilst the predicted mass for the first 

antiresonant frequency is only 20g heavier. After the additional modifications, it can 

be shown that the difference in antiresonant frequency for the first case should be less 
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than 0.5 Hz. The corresponding FRF is given in Fig. 5.15 (b). In the case in which two 

antiresonant frequencies are assigned simultaneously, the prediction is almost the 

same as the actual value with only a 6.6g difference. 

 

Table 5. 7. Results of antiresonant frequency assignment. 
Original 

Frequency 
Modified 
Frequency 

Predicted 
Modification 

Difference 
Add 
38g 

Error 

94.5 Hz 78 Hz 0.8 kg +20 g 78 Hz 
< 0.5 Hz 
(0.6%) 

189 Hz 126 Hz 0.7742 kg -5.8 g   
94.5 Hz & 189 

Hz 
78 & 126 

Hz 
0.7866 kg +6.6 g   

 

 Another example of antiresonant frequency assignment under the same 

modification scenario is given below. In this case the assignment of the first 

pronounced antiresonant frequency of the cross-FRF of p11 to p4 is studied. As can 

be seen from Fig. 5.17, neither antiresonant frequencies are clear enough to be 

identified because of noise present in the measurement. A noise elimination technique 

for FRFs based on singular value decomposition (SVD) was applied to the 

measurements [156], in which the measured FRFs were first transformed to impulse 

response functions (IRF), and then Hankel matrices could be formed from the time 

domain data. SVD was utilized to estimate the rank of the Hankel matrices, and the 

rank could be used to separate uncontaminated data from noise matrices. Therefore, 

the rank has to be chosen appropriately. The same method to determine the rank in 

[156] is also adopted in this study. Once the rank is determined, the filtered data is 

then transformed back to FRFs to produce less noisy data. Fig. 5.18 shows the result 

and compares the measured FRF with the filtered FRF. 
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Figure 5. 17. The cross-FRF of p11-p4 before and after the modifications. 

 
Figure 5. 18. Comparison of the measured FRFs and the filtered FRFs. 

 Valley picking, which is similar to peak picking, now can be used to estimate the 

antiresonant frequencies. The results of this assignment are given in Table 5.8. The 
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predicted mass is 27.6 g lighter than the actual mass. Due to the constraints of the 

modification available, a M20-nut set of 61g is removed from both discs (the disc now 

weights 719g) and an interpolation is applied to estimate the difference in antiresonant 

frequencies. This finds the difference in frequency to be smaller than 4 Hz, which is 

less than 1.8% of the desired antiresonant frequency. 

 

Table 5. 8. Antiresonant frequency assignment for cross FRF of p11 to p4. 
Original 

Frequency 
Modified 
Frequency 

Predicted 
Modification 

Difference 
Remove 

61g 
Error 

(interpolated) 

440.5 Hz 223 Hz 752.4 g -27.6 g 231 Hz 
< 4 Hz 
(1.8%) 

 

5.4.3. Determination of the highest first bending 

natural frequency 

In section 5.4.1, the required modification for assigning a frequency is determined as 

an inverse dynamic problem. In this section, the goal is to search for the optimal 

location for the given modifications among all the possible locations that results in the 

highest first bending natural frequency. This method is essentially a forward structural 

modification application, but it is included in this study since the operating speeds of 

some rotating machines are below the first critical speed; therefore, increasing the first 

natural frequency can increase the range of operating speed or possibly avoid/reduce 

response at resonance. In addition, the computational load to determine the optimal 

location would not be an issue because the number of measurements in practice is 

usually not large, and this application does not require an FE model of the structure. 

 The application can be described as follows: 

 

1. Quantify the modifications made to the system and list the accessible locations 
for the modifications. Arrange the possible combinations of the modification 
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locations into vector 𝛉𝛉  and create a vector 𝛚𝛚 = �𝜔𝜔1,𝜔𝜔2,⋯ ,𝜔𝜔𝑛𝑛𝑓𝑓� 
T  of 𝑛𝑛𝑓𝑓 

evenly spaced points in an estimated frequency range for the first natural 
frequency. 𝜔𝜔1 is the upper bound while 𝜔𝜔𝑛𝑛𝑓𝑓 is the lower bound. 

2. Measure the point and cross receptances at the accessible DoFs before any 
modifications are applied. Some DoFs of lower sensitivity to the frequency of 
interest could be left out. This should be carefully determined. 

3. Specify a threshold ζ which should be a sufficiently small number. Set 𝑖𝑖 = 0. 
4. While 𝑖𝑖 ≤ 𝑛𝑛𝑓𝑓 do 
5.  Set 𝑖𝑖 = 𝑖𝑖 + 1 
6.  Calculate the denominator of Eq. (5.8), which is repeated here for 

convenience, for all possible combinations in 𝛉𝛉 at frequency 𝜔𝜔𝑖𝑖: 

  𝒛𝒛 = det(I + 𝐇𝐇(𝜔𝜔𝑖𝑖,𝛉𝛉)∆𝐙𝐙(𝜔𝜔𝑖𝑖))  
 

7.  Keep records of the combination that has the smallest value in z and check 
if any of the values in z is equal to or smaller than ζ. If yes, exit the While 
loop. If not, then move to the next loop until the criterion is satisfied. 

 

 In this study, the two identical discs of 780 g each can be placed at any two of the 

five accessible locations: p4, p5, p7, p11, p13, that is to say, there are 10 possible 

combinations of modification in total. It is assumed that 𝛚𝛚 ranges from 50 Hz to 70 

Hz with resolution of 1 Hz and ζ is set to 0.01. Since rotational degrees of freedom are 

neglected and acceleration are measured at the accessible locations, only five impact 

tests are required to produce the receptance matrix. In this case the process is carried 

out throughout 𝛚𝛚 to provide more insights into the dynamic characteristics of the 

structure. 

 The outcomes are summarized as follows: Table 5.9 lists some of the cases in 

which the determinant values satisfy the criterion while Table 5.10 lists those that do 

not; Table 5.11 shows the experimental results of the modifications on all the possible 

locations in descending order of the first natural frequency. It can first be seen from 

Table 5.10 that the smallest determinant value is decreasing as 𝜔𝜔𝑖𝑖  drops, and the 

corresponding combination of modification locations is either (p4, p5) or (p4, p13). 

This implies that these two combinations bring the objective function close to its 

global or local minimum as 𝜔𝜔𝑖𝑖 decreases. It is reasonable to assume that one or both 
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of the combinations might lead to the highest first natural frequency. The assumption 

can be quickly verified by Table 5.9, which indicates that the (p4, p5) combination is 

the first one satisfying the criterion at 58 Hz while (p4, p13) results in the lowest 

determinant values for the next two frequencies at 57 Hz and 56 Hz. The observation 

above suggests that (p4, p5) and (p4, p13) could result in similar first natural 

frequencies, but the one produced by (p4, p5) combination is slightly higher. 

 The above findings can be confirmed by experimental results given in Table 5.11. 

It shows that (p4, p5) combination does lead to the highest natural frequency at 57 Hz 

while (p4, p13) results in the second highest natural frequency at 56 Hz. It should be 

noted that the true error in frequency between the results in Table 5.9 and Table 5.11 

is unavailable as noise is always present in the experimental results and the resolution 

of the spectrum from modal testing is confined by the acquisition hardware. However, 

the order of the objective function values from the other combinations in Table 5.9, i.e. 

(p5, p13), (p4, p7), (p4, p11), and (p5, p7), matches their order in Table 5.11 (from 53 

Hz to 50 Hz), which suggests that the estimated optimal locations agree well with the 

trend in the experimental results. 

 

Table 5. 9. Optimal locations for each frequency in 𝛚𝛚. 
𝜔𝜔𝑖𝑖 in Hz Combination Determinant Value 

58 (p4, p5) 2.03 × 10−3 
57 (p4, p13) 2.12 × 10−4 
56 (p4, p13) 5.53 × 10−4 
55 (p5, p13) 3.76 × 10−3 
54 (p5, p13) 5.71 × 10−4 
53 (p5, p13) 1.29 × 10−3 
52 (p4, p7) 5.83 × 10−6 
51 (p4, p11) 2.77 × 10−4 
50 (p5, p7) 2.43 × 10−4 

 

Table 5. 10. Results that do not satisfy the criterion. 
𝑓𝑓𝑖𝑖 in Hz Combination Determinant Value 

67 (p4, p13) 1.14 
66 (p4, p13) 0.82 
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65 (p4, p5) 0.55 
64 (p4, p5) 0.32 
63 (p4, p5) 0.26 
62 (p4, p13) 0.16 
61 (p4, p5) 0.066 
60 (p4, p5) 0.041 
59 (p4, p5) 0.015 

 

Table 5. 11. Experimental results. 
Combination First natural frequency (Hz) 

(p4, p5) 57 
(p4, p13) 56 
(p5, p13) 53 
(p4, p7) 52 
(p4, p11) 51 
(p5, p7) 50 
(p5, p11) 50 
(p7, p13) 49 
(p11, p13) 47 
(p7, p11) 46 

 

5.5. Conclusions 

In this chapter the theory of inverse structural modification based on the receptance 

method is further extended. The receptance of a modified linear structure is expressed 

in terms of the receptances of the original structure and the modifications to be made. 

The method proposed can be applied to assignments of several different kinds of 

dynamical properties such as natural frequencies, antiresonant frequencies, 

receptances, and pole-zero cancellation. Only a small number of measured receptances 

are needed for the assignments; therefore, a theoretical model is not necessarily 

required. By casting the problem into an optimization problem, the resulting equation 

can cover several forms of modifications previously reported in the literature, for 

instance, unit-rank modifications or single-DoF spring-mass absorbers (as reduced 
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cases). A number of numerical simulations are given to demonstrate various 

assignment problems and applicability of the proposed technique. 

 A geared rotor-bearing system is used to implement and validate the inverse 

method in practice. The experimental results clearly show that the method can produce 

a fairly accurate prediction even if the structure is complicated and that more than one 

frequency can be assigned simultaneously. Sensitivity of frequency of concern to the 

modifications is found to affect convergence in the optimisation process of searching 

for the solution of the modification, and thus conducting sensitivity analysis prior to 

structural modification is recommended when a fairly accurate theoretical model is 

available. Finally, the optimal locations of given modifications to achieve the highest 

first bending natural frequency are determined, which are found to be correctly 

predicted through validation with experimental results. This approach can also predict 

the value of the first natural frequency under given modifications at other locations. 
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6.  Identification of Torsional 
Receptance 

Parts of this chapter are based on a journal paper written by the author (DOI: 

10.1016/j.ymssp.2019.01.050).  

 

As a shafting system often has to transmit power through rotation, the dynamics in the 

torsional direction is therefore required to be carefully evaluated and considered. 

However, the identification of torsional receptances of shaft structures has been a 

challenge. This chapter deals with the problem of obtaining high-quality torsional 

receptances in its measurements using two different methods based on the Receptance 

Decoupling Technique. In both methods, a T-block needs to be attached to facilitate 

the generation of torsion, and only the numerical receptance data of the T-block cast 

in a simple theoretical model and a few measured receptance data of the assembled 

system are required. Both methods are studied and assessed in numerical simulation, 

and the more robust method is further validated in experiments. 

 The usage of a rotational accelerometer is shown to significantly improve the 

quality of the estimation when the noise level is high. It is demonstrated that high-

quality torsional receptances can be indirectly measured with high repeatability using 

the proposed method and thus can be used subsequently to identify torsional modal 

parameters, update finite element models, make structural modifications, or implement 

active torsional vibration control. Due to ubiquitous use of rotating machines, this 

novel method has significant applicability. 

 

6.1. Theoretical development 

Two receptance-based approaches for the estimation of torsional receptance are 

developed in this section. Receptance decoupling technique is briefly introduced first 

and then followed by derivations of the two different techniques. As shown in Fig. 

6.1(a), a coupled system AB is composed of subsystem A and subsystem B, which are 
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rigidly connected through a few connection coordinates denoted as “c” that is shared 

by both subsystems. The coordinates of subsystem A and subsystem B that are not “c” 

are denoted as “a” and “b”, respectively. The displacement-force relationship of the 

coupled system and the subsystems in the frequency domain can be defined as: 

 �
𝐮𝐮cAB

𝐮𝐮bAB
� = �

𝐇𝐇cc
AB 𝐇𝐇cb

AB

𝐇𝐇bc
AB 𝐇𝐇bb

AB� �
𝐟𝐟cAB

𝐟𝐟bAB
� (6.1) 

 �
𝐮𝐮cB

𝐮𝐮bB
� = �

𝐇𝐇cc
B 𝐇𝐇cb

B

𝐇𝐇bc
B 𝐇𝐇bb

B � �
𝐟𝐟cB

𝐟𝐟bB
� (6.2) 

and 

 𝐮𝐮cA = 𝐇𝐇cc
A 𝐟𝐟cA (6.3) 

 

 

Figure 6. 1. Coupling of substructures: (a) the coupled system and (b) the free body 
diagram of each subsystem. 

 Suppose that one is only interested in the receptances of the unknown subsystem 

A at the connection coordinates, governed by Eq. (6.3), while some of the receptance 

data of the coupled system, governed by Eq. (6.1), and the receptances of subsystem 

B, governed by Eq. (6.2), are known. Furthermore, it is assumed that the coupled 

system is excited by external force 𝐟𝐟bAB on the coordinates associated with subsystem 

B. For this purpose, the influence from subsystem B has to be removed from the 

coupled system in order to find 𝐇𝐇cc
A . It is worth mentioning that Eqs. (6.2) and (6.3) 

do not represent the “stand alone” subsystems but pertain to the coordinates of 

subsystem A and B in the coupled system as illustrated in Fig. 6.1(b). Therefore, the 

force equilibrium and displacement compatibility conditions applied at coordinates c 

can be defined as: 
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 𝐮𝐮cAB = 𝐮𝐮cB = 𝐮𝐮cA,   𝐟𝐟cAB = 𝐟𝐟cA + 𝐟𝐟cB (6.4) 

Additionally, the internal coordinates of and the external forces on subsystem B can 

be expressed as: 

 𝐮𝐮bAB = 𝐮𝐮bB,   𝐟𝐟bAB = 𝐟𝐟bB (6.5) 

According to Eq. (6.4) and Eq. (6.5), subtracting Eq. (6.1) by Eq. (6.2) leads to 

 �𝟎𝟎𝟎𝟎� = �
𝐇𝐇cc
AB 𝐇𝐇cb

AB

𝐇𝐇bc
AB 𝐇𝐇bb

AB� �
𝐟𝐟cAB

𝐟𝐟bAB
� − �

𝐇𝐇cc
B 𝐇𝐇cb

B

𝐇𝐇bc
B 𝐇𝐇bb

B � �
𝐟𝐟cB

𝐟𝐟bB
� (6.6) 

Extracting the first row of equations in Eq. (6.6) and applying Eq. (6.5) give 

 �
𝐇𝐇cc
B

𝐇𝐇bc
B � 𝐟𝐟c

B = �
𝐇𝐇cc
AB

𝐇𝐇bc
AB� 𝐟𝐟c

AB + �
𝐇𝐇cb
AB − 𝐇𝐇cb

B

𝐇𝐇bb
AB − 𝐇𝐇bb

B � 𝐟𝐟bB (6.7) 

The internal forces at the connection coordinates of subsystem B can be expressed as: 

 𝐟𝐟cB = �
𝐇𝐇cc
B

𝐇𝐇bc
B �

+

��
𝐇𝐇cc
AB

𝐇𝐇bc
AB� 𝐟𝐟c

AB + �
𝐇𝐇cb
AB − 𝐇𝐇cb

B

𝐇𝐇bb
AB − 𝐇𝐇bb

B � 𝐟𝐟bB� (6.8) 

where [ ]+ denotes the generalized inverse matrix operation. If there is no external 

force applied to the connection coordinates of the coupled system, i.e.  𝐟𝐟cAB = 0 , 

𝐟𝐟cA can then be obtained through Eq. (6.4), which is 

 𝐟𝐟cA = �
𝐇𝐇cc
B

𝐇𝐇bc
B �

+

�
𝐇𝐇cb
AB − 𝐇𝐇cb

B

𝐇𝐇bb
AB − 𝐇𝐇bb

B � 𝐟𝐟bB (6.9) 

Similarly, 𝐮𝐮cA can be found through Eqs. (6.2) and (6.4) 

 𝐮𝐮cA = �𝐇𝐇cc
B �

𝐇𝐇cc
B

𝐇𝐇bc
B �

+

�
𝐇𝐇cb
AB − 𝐇𝐇cb

B

𝐇𝐇bb
AB − 𝐇𝐇bb

B � + 𝐇𝐇cb
B � 𝐟𝐟bB (6.10) 

 From Eqs. (6.9) and (6.10), it can be seen that if the receptance submatrices of 

subsystem B and system AB are known, 𝐇𝐇cc
A  can be determined through Eq. (6.3). 

The receptance submatrices of subsystem B that is an attached simple structure will 

be obtained from an accurate theoretical model, while the receptance submatrices of 

system AB will be obtained through a few measurements. It is important to mention 
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that in the formulation above, the process from Eqs. (6.6) to (6.8), follows the work 

proposed by D’Ambrogio and Fregolent [157]. Next, Eqs. (6.9) and (6.10) are 

extended and explicitly applied to the estimation of torsional receptance of a 

subsystem for Method 1. 

 

Method 1: 

The schematic of the problem considered in this chapter is shown in Fig. 6.2 in which 

a T-block (subsystem B) is attached to a shafting system (subsystem A). The aim is to 

estimate the torsional receptance at the connection coordinate of the shafting system. 

 
Figure 6. 2. The schematic of the assembly of a shafting system and a T-block. 

 For the purpose of demonstration, the T-block is represented by 6 beam elements 

in which each node has DoFs, which are lateral deflection, rotation for bending, and 

angle of twist, all in the local coordinate system, and are numbered sequentially from 

the leftmost node; globally, they are denoted as 𝑥𝑥,  𝜃𝜃𝑦𝑦, and 𝜃𝜃𝑧𝑧, respectively. Therefore, 

in this case, the T-block has 21 DoFs in total. For Method 1, a force is assumed to be 

applied at DoF 10. Accordingly, Eq. (6.7) can be explicitly written as 
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⎣
⎢
⎢
⎢
⎡ ℎ1,1

B ℎ1,2
B 0

ℎ2,1
B ℎ2,2

B 0
0 0 ℎ3,3

B

ℎ10,1
B ℎ10,2

B ℎ10,3
B ⎦

⎥
⎥
⎥
⎤

�
𝑓𝑓1B

𝑓𝑓2B

𝑓𝑓3B
� =

⎩
⎪
⎨

⎪
⎧ ℎ1,10

AB − ℎ1,10
B

ℎ2,10
AB − ℎ2,10

B

ℎ3,10
AB − ℎ3,10

B

ℎ10,10
AB − ℎ10,10

B ⎭
⎪
⎬

⎪
⎫

𝑓𝑓10AB (6.11) 

From Eq. (6.1) and Eq. (6.4), it can be seen that 𝑢𝑢3A = ℎ3,10
AB 𝑓𝑓10AB. By subtracting this 

relationship from the third row of Eq. (6.11), it gives ℎ3,3
B 𝑓𝑓3B − 𝑢𝑢3A = −ℎ3,10

B 𝑓𝑓10AB. Then, 

rearranging Eq. (6.11) to include 𝑢𝑢3A , which shows that 

 

⎣
⎢
⎢
⎢
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B ℎ1,2
B 0 0

ℎ2,1
B ℎ2,2

B 0 0
0 0 ℎ3,3
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B ℎ10,2

B ℎ10,3
B 0 ⎦

⎥
⎥
⎥
⎤

⎩
⎪
⎨

⎪
⎧𝑓𝑓1

B

𝑓𝑓2B

𝑓𝑓3B

𝑢𝑢3A⎭
⎪
⎬

⎪
⎫

=

⎩
⎪
⎨

⎪
⎧ ℎ1,10

AB − ℎ1,10
B

ℎ2,10
AB − ℎ2,10

B

−ℎ3,10
B

ℎ10,10
AB − ℎ10,10

B ⎭
⎪
⎬

⎪
⎫

𝑓𝑓10AB (6.12) 

The internal torque 𝑓𝑓3B and torsional displacement 𝑢𝑢3A can be calculated by solving Eq. 

(6.12), and therefore ℎ3,3
A  can be calculated as −𝑢𝑢3A 𝑓𝑓3B⁄ . The solutions are: 

𝑓𝑓3B 𝑓𝑓10AB =⁄ [�ℎ1,10
AB ℎ2,1

B ℎ10,2
B − ℎ1,10

AB ℎ2,2
B ℎ10,1

B �
+ �ℎ2,10

AB ℎ1,2
B ℎ10,1

B − ℎ2,10
AB ℎ1,1

B ℎ10,2
B �

+ �ℎ1,1
B ℎ10,2

B ℎ10,2
B − ℎ1,1

B ℎ2,2
B ℎ10,10

B �
+ �ℎ1,2

B ℎ2,1
B ℎ10,10

B − ℎ1,2
B ℎ10,1

B ℎ10,2
B � + (ℎ10,1

B ℎ2,2
B ℎ10,1

B

− ℎ10,1
B ℎ2,1

B ℎ10,2
B )]/det (𝐀𝐀) 

(6.13) 

and 

𝑢𝑢3A 𝑓𝑓10AB =⁄ [(ℎ1,10
AB ℎ3,3

B �ℎ2,1
B ℎ10,2

B − ℎ2,2
B ℎ10,1

B �
+ ℎ2,10

AB ℎ3,3
B �ℎ1,2

B ℎ10,1
B − ℎ1,1

B ℎ10,2
B �

+ ℎ10,10
AB ℎ3,3

B �ℎ1,1
B ℎ2,2

B − ℎ1,2
B ℎ2,1

B � − ℎ1,1
B ℎ2,2

B ℎ10,10
B ℎ3,3

B

+ ℎ1,1
B ℎ2,2

B ℎ10,3
B ℎ10,3

B + ℎ1,1
B ℎ3,3

B ℎ10,2
B ℎ10,2

B

+ ℎ1,2
B ℎ2,1

B ℎ3,3
B ℎ10,10

B − ℎ1,2
B ℎ2,1

B ℎ10,3
B ℎ10,3

B

− ℎ1,2
B ℎ3,3

B ℎ10,1
B ℎ10,2

B − ℎ2,1
B ℎ3,3

B ℎ10,1
B ℎ10,2

B

+ ℎ2,2
B ℎ3,3

B ℎ10,1
B ℎ10,1

B )]/det (𝐀𝐀) 

(6.14) 

where A is the 4-by-4 matrix on the left-hand side of Eq. (6.12). The determinant 

function in each equation will be cancelled out when calculating for ℎ3,3
A ; however, for 

the sake of completeness, det(A) is ℎ1,1
B ℎ2,2

B ℎ10,3
B − ℎ1,2

B ℎ2,1
B ℎ10,3

B  in this example. 
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Method 2: 

Although in Method 1 the torsional receptance of the shafting system could be quickly 

estimated through a single modal test (one impact hammer test), the result might be 

prone to noise since the contaminated measured receptances are multiplied and added, 

as can be seen in Eqs. (6.13) and (6.14). For this reason, Method 2 is proposed, and it 

is later shown that Method 2 is more robust to noise and generally provides better 

estimations than Method 1.  

 First, in order to distinguish the internal DoFs that are measured by sensors from 

those that are subject to external forces, Eq. (6.2) is rewritten as:  

 �
𝐮𝐮cB

𝐮𝐮bm
B � = �

𝐇𝐇cc
B 𝐇𝐇cbf

B

𝐇𝐇bmc
B 𝐇𝐇bmbf

B � �
𝐟𝐟cB

𝐟𝐟bf
B � (6.15) 

where the subscripts bm and bf represent the measured internal DoFs and the internal 

DoFs subject to external forces, respectively. Based on Eq. (6.15), the following two 

equations can be established: 

 𝐟𝐟cB = 𝐇𝐇bmc
B −1

�𝐮𝐮bm
B − 𝐇𝐇bmbf

B 𝐟𝐟bf
B � (6.16) 

and 

 𝐮𝐮cB = 𝐇𝐇cc
B 𝐇𝐇bmc

B −1
�𝐮𝐮bm

B − 𝐇𝐇bmbf
B 𝐟𝐟bf

B � + 𝐇𝐇cbf
B 𝐟𝐟bf

B  (6.17) 

By implementing Eq. (6.4), it can be shown that 

 𝐮𝐮cB = 𝐮𝐮cA = −𝐇𝐇cc
A 𝐟𝐟cB (6.18) 

Substituting Eq. (6.16) and Eq. (6.17) into Eq. (6.18) leads to 

 [𝐐𝐐 𝐑𝐑] �
𝐮𝐮bm
B

𝐟𝐟bf
B � = −𝐇𝐇cc

A �𝐇𝐇bmc
B −1

𝐓𝐓� �
𝐮𝐮bm
B

𝐟𝐟bf
B � (6.19) 

where 

𝐐𝐐 = 𝐇𝐇cc
B 𝐇𝐇bmc

B −1
, 𝐑𝐑 = 𝐇𝐇cbf

B − 𝐇𝐇cc
B 𝐇𝐇bmc

B −1
𝐇𝐇bmbf
B ,  (6.20) 
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and  𝐓𝐓 = −𝐇𝐇bmc
B −1

𝐇𝐇bmbf
B  

It can be shown that (see Appendix B) 

�
𝐮𝐮bm
B

𝐟𝐟bf
B � = ��𝐄𝐄𝐓𝐓bm

−1𝐇𝐇bmbf
AB 𝐓𝐓bf� + �𝐇𝐇bmbf

B − 𝐄𝐄𝐇𝐇bmbf
B �

𝐈𝐈
� 𝐟𝐟bf

B = 𝐔𝐔𝐟𝐟bf
B  (6.21) 

where  𝐄𝐄 = 𝐇𝐇bmc
B 𝐇𝐇bmc

B +
, and 𝐓𝐓bm   and 𝐓𝐓bf  are the coordinate transformation 

matrixes for responses and excitations, respectively. Since 𝐟𝐟bf
B ∈  𝐶𝐶bf , the resulting 

unmeasured receptances can be estimated by 

 𝐇𝐇cc
A = −([𝐐𝐐 𝐑𝐑]𝐔𝐔)��𝐇𝐇bmc

B −1
𝐓𝐓�𝐔𝐔�

+
 (6.22) 

It should be mentioned that these two methods are methodologically identical but 

have different flexibilities in the inclusion of additional receptances and the selections 

of excitation and sensor coordinates. Strictly speaking, they can be referred to as two 

different ‘tests’. 

6.2. Numerical simulation 

In this section, both approaches proposed in the previous section are applied to a 

damped numerical model. The influence of removing the damping of the T-block and 

that of the presence of noise in FRFs are studied and evaluated. Later, a number of 

selections of the locations for excitations and measured responses are assessed. Finally, 

a fine FE model of the T-block is presented to provide FRFs for the estimation 

technique in practice.  

 

6.2.1. Theoretical model 

The theoretical model for this study is built based on a real laboratory test rig, which 

can be considered a rotor-bearing system. The schematic of the test rig and the T-block 
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is shown in Fig. 6.3. The test rig contains 3 sets of bearings, a circular shaft, a gear, 

and two identical discs. The shaft made of mild steel has the following properties: 

𝐸𝐸 = 205 GPa,𝜌𝜌 = 7850 kg m−3, 𝜐𝜐 = 0.33, 𝑙𝑙 = 1 m, and 𝑑𝑑 = 17 mm , and is 

modelled by Timoshenko beam elements. Each disc has mass of 0.67 kg, polar 

moment of inertia 7.653×10-4  kg m2 , and diametric moment of inertia 4.025×10-

4 kg m2. The gear has mass of 1.03 kg, polar moment of inertia 7.6142×10-4 kg m2, 

and diametric moment of inertia 4.69×10-4 kg m2. Bearings are treated as isotropic 

grounded springs, and each bearing is taken to have two transverse stiffness (2×107 

N/m in x- and y-direction) and two rotational stiffness (26 Nm/rad in 𝜃𝜃𝑥𝑥- and 𝜃𝜃𝑦𝑦-

direction). 

 In this simulation model, the T-block has the same material properties as the shaft 

and has a square cross-section with a width of 17 mm. For the sake of simplicity, it is 

modelled by 6 Timoshenko beam elements as shown in Fig. 6.2. Therefore, the 

detailed features, such as holes or the influence of the attached sensors, are not 

included in this simulation. It is worth mentioning that a multi-freedom constraint 

(MFC) is applied to take account of the problem of overlapping material. In this case, 

the node in the middle of the beam along the y-axis is chosen to be the master node 

while the node from another beam connected to the master node is the slave node. 

Lastly, the numerical model is assumed to be proportionally damped. As suggested by 

Silva [158], metal structures with joints and supports typically have damping ratios 

below 7%. To make the system lightly damped, the damping matrix is defined as [𝐂𝐂] =

16.7863[𝐌𝐌] + 8.5041 × 10−6[𝐊𝐊] , causing modes to have 1% to 3% of damping 

ratios for the frequencies below 1000 Hz. The undamped natural frequencies of the 

original shafting system and the assembled system below 1000 Hz are listed in Table 

6.1. 
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Figure 6. 3. The schematic of the numerical model (unit: mm). 

Table 6. 1. The natural frequencies of the shafting system and the assembled system. 
(T denotes torsional natural frequency) 

 Shafting system Assembled system 

Natural frequency (Hz) 

66.0 

172.6 

242.9 (T) 

421.7 (T) 

422.1 

494.9 

890.9 

63.3 

157.1 

227.4 (T) 

275.2 

411.1 (T) 

423.9 

513.6 

662.8 (T) 

905.9 

 

 The scenarios of estimating the torsional receptance through Method 1 and 

Method 2 are (see Fig. 6.2):  

Method 1: an external excitation is applied at DoF 10 and the responses at DoFs 1, 2, 

and 10 are measured. 

Method 2: two external excitations are applied separately at DoFs 13 and 16 and the 

corresponding responses to each excitation at DoFs 7 and 9 are measured.  
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 The exact point torsional receptance at the tip of the shafting system is plotted 

together with the estimation results from Method 1 and Method 2 in Fig. 6.4. It is clear 

that both methods can yield the exact FRF when noise is not present.  

 
Figure 6. 4. Comparison of the exact FRF and estimated FRFs: (a) Magnitude and 

(b) Phase. 

The removal of the damping of the T-block 

In the previous case, the models and the measured FRFs are both assumed to be lightly 

damped, but damping could be difficult to determine when modelling the T-block. 

Therefore, in this example, the damping is removed from the model of the T-block 

while the shafting system and the assembled system are still assumed to be 

proportionally damped, and then the estimation results are assessed by comparing 

them with the exact FRFs. The results of using undamped T-block are presented in Fig. 

6.5. By the observation of the magnitude and phase plots, it can be seen that the 

estimation results almost overlap with the exact FRFs; however, with a closer look, 

gaps between the estimated FRFs and the exact FRFs can be noticed, which is 

accounted for by the removal of damping of T-block. In this case, the mean and the 

variance of the magnitude differences for the two methods in dB scale from the exact 

FRF are both close and small, which are 0.0029 and 0.0027 for Method 2 and 0.0029 

and 0.0029 for Method 1. However, it could be reasonable to surmise that the effect 

of removing the damping of the T-block could increase when the size of the T-block 

gets larger since its influence on the dynamic behaviour of the assembled system 
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increases when its size gets bigger. In order to confirm the speculation, the width of 

the T-block in Fig. 6.3 is increased from 10 cm to 30 cm, and the corresponding results 

(10 - 700 Hz) are shown in Fig. 6.6. It is clear that the magnitudes of the estimated 

FRFs are lower than the exact FRFs at the resonances, and that the estimated FRFs 

start to lose accuracies at high frequencies. This loss of accuracy at high frequencies 

could be caused by the assumption of proportional damping in this simulation model. 

The modal damping increases as the frequency gets higher in a proportional damping 

model; thus, the FRF curves can differ much from those without damping, leading to 

errors in the prediction of torsional FRFs. Although, in practice, the damping of the T-

block itself is not expected to be large (<1%), care should be taken to avoid using a T-

block that is too big or heavily damped in order to mitigate the effect as a result of the 

exclusion of the damping in the model of the T-block; besides, the T-block should not 

be too small in order to impart a sufficient moment/torsion. Generally, the size should 

be considered carefully and should vary on a case-by-case basis (depending on the 

parent structure).  

 
Figure 6. 5. The estimated torsional receptance when the damping of the T-block is 

excluded: (a) Magnitude and (b) Phase. 
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Figure 6. 6. The estimated torsional receptance when the damping of a longer T-

block is excluded: (a) Magnitude and (b) Phase. 

The inclusion of noise in FRFs 

In order to further assess the robustness of the methods, numerical noise is then added 

to the FRFs of the coupled system that are to be obtained experimentally in practice 

(but the damping of the T-block is neglected). A magnitude-dependent contaminated 

FRF at frequency 𝜔𝜔 is defined as: 

 ℎ�(𝜔𝜔) = (1 +
𝛾𝛾

100
∙ randn) ∙ ℎ(𝜔𝜔) (6.23) 

where 𝛾𝛾 is noise level in (%) and randn is a normally distributed random number 

whose mean and standard deviation are 0 and 1, respectively. For instance, Fig. 6.7 

shows some of the contaminated FRFs in which the noise level is set to 10%, and the 

resulting estimations obtained are compared with the exact FRF in Fig. 6.8. In this 

example, the results are the averages of 10 estimations whose FRFs are randomly 

contaminated through Eq. (6.23). 
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Figure 6. 7. Examples of FRFs with added numerical noise used in (a) Method 2 and 

(b) Method 1. 

 

 
Figure 6. 8. The estimation of torsional receptance with noisy FRFs: (a) Magnitude 

and (b) Phase. 

 It can be seen that, in general, both methods can produce fairly accurate 

estimations especially below 800 Hz. The mean and the variance of the amplitude 

differences in dB scale in the frequency range of 10 – 1000 Hz, which are given in 

Table 6.2, are used to compare the performance of the methods. It is clear that Method 

2 is better than Method 1 since those values of Method 2 are much smaller than those 

of Method 1 and that the estimation produced by Method 1 has several unexpected 

peaks other than the torsional natural frequencies. It can further be found that those 

unwanted peaks occur near the bending natural frequencies of the assembled system 

(see Fig. 6.7 and Table 6.1). In addition to this, the estimated FRFs seem to be more 
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sensitive to noise in the high-frequency range, which might result from the relatively 

smaller response in the receptances used for the estimations (see Fig. 6.7).  

 

Table 6. 2. The mean and the variance of the magnitude difference in FRFs (10 - 
1000 HZ). 

 Method 1 Method 2 

(Mean, Variance) of magnitude 

difference in dB 
(0.2237, 2.3280) (0.0383, 0.0871) 

 

Further discussion on Method 2 

Choice of responses and excitations 

In the previous discussion, it has been demonstrated that both methods work well when 

noise is not present and that Method 2 performs better than Method 1 when noise is 

present. Therefore, Method 2 is chosen to be further studied. When implementing 

Method 2, the question of “which DoFs on the T-block should be selected for measured 

responses and excitations” would first arise and is of great importance to the quality 

of the estimated receptance. 

 To answer the question of the selection of measured responses, attention should 

be first paid to the formulation of Method 2, namely, Eqs. (6.19) to (6.22). In the 

formulas, it can be noticed that the inversion of 𝐇𝐇bmc
B   is heavily involved, thus 

possibly causing numerical difficulties in the results. In order to avoid that, bm should 

be selected so as not to make 𝐇𝐇bmc
B  singular or close to singular; additionally, it is 

believed that including the rotational response (DoF 9 in Fig. 6.2) is crucial for 

obtaining better estimations since Eq. (6.22) is essentially solved in a least-squares 

sense. Considering these two points, several options for bm  are available, and 

different selections of measured responses can have different levels of robustness 

against the presence of noise in the measured FRFs. 
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 On the other hand, regarding the excitations, there are mainly three key factors to 

be considered. One is the quality of the FRF measurements in practice, another is the 

generation of torsion, and the last one is the number of excitations required to obtain 

sufficiently accurate estimations. If a modal impact test is to be carried out, generating 

a clear impact is vital for acquiring high-quality measurements. By considering this 

along with the generation of torsion, excitations should be applied on the “wings” of 

the T-block. As double impacts are likely to happen in this test setup, locations of the 

excitations should not be too close to the tips of the wings (similar to the case of hitting 

the tip of a cantilever beam); that is to say, in Fig. 6.2, DoFs 13 and 16 could be a 

better choice than DoFs 10 and 19. On the other hand, if a Shaker Test is implemented 

in the measurement, the issue of double impacts can be circumvented. In that case, 

excitations on DoFs 13 and 16 could be a better choice as a greater torsional excitation 

can be generated. 

 To answer the question of the number of excitations required and the influence 

that different selections of measured responses can make, a number of simulations are 

carried out. In the simulation, a set of noisy FRFs (10% noise level) are used for 

different combinations of excitation DoFs and response DoFs, and the results are 

compared through the mean and variance of the amplitude difference from the exact 

FRF within the range of 10 - 700 Hz in dB scale. For the sake of clarity, only a few 

cases are presented so as to give a general picture. The results are presented in Fig. 6.9, 

and some findings are summarized below: 

(1) The method is rather easy to implement since it is possible to obtain a clear 

estimation by a single modal impact test. 

(2) Increasing the number of excitations can improve the quality of the estimation 

while increasing the number of measured translational responses might not 

necessarily have the same beneficial effect.  

(3) Including the rotational response (DoF 9) can significantly improve the robustness 

of the estimation when the level of noise is high in the measurements and thus 

ought to be considered in the measurement. 

 



137 
 

 
Figure 6. 9. Different combinations of excitations and responses. The blocks, from 

left to right, represent the DoFs for excitation, DoFs for measured responses, and the 
mean and variance of the corresponding result. 

 It is worth mentioning that, in the case of using noise-free FRFs, all the 

combinations listed in Fig. 6.9 produce exactly the same correct results except for the 

case of excitation at DoF 13 and measured response at DoF 10. The estimated torsional 

receptance in the last example of Fig. 6.9 is given in Fig. 6.10, and the corresponding 

mean and variance are -0.035 and 0.373, respectively. The exact FRF and the estimated 

receptance are generally in good agreement, but some fluctuations (due to noise) on 

the magnitude and the phase curves can also be noticed. 

 
Figure 6. 10. Estimated torsional receptance: (a) Magnitude and (b) Phase. 
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Comparison with Lv’s approach 

As this work is mainly inspired by Lv’s paper [97], a comparison of Method 2 

proposed in this paper and their approach is presented to highlight the differences and 

improvements. Fig. 6.11 shows the estimated torsional FRFs using different 

approaches in which the noise levels of the required measured FRFs are both set to 

10%. The main differences between these two approaches are (1) The choice of DoFs 

for responses and excitations and (2) the two-step procedure in Lv’s approach in which 

the receptance at DoF 9 is first estimated and the torsional FRF of the parent system 

is then estimated based on the receptance at DoF 9 (please see [97] for more details). 

The DoFs for responses and excitations for Method 2 are DoFs 7, 9, 10 and DoFs 13, 

16, and those for Lv’s method are DoFs 10, 19 and DoFs 10, 19. From this figure, 

overall, it is clear that Method 2 is more robust against measurement noise. The mean 

and variance of magnitude difference from the exact FRF in dB scale for Method 2 are 

(-0.0229, 0.6221), and that for Lv’s approach are (-0.0518, 4.0060). Through a closer 

inspection, it can be seen that the FRF from Lv’s approach is prone to having extra 

peaks (pointed by the arrows) whose locations are close to the bending natural 

frequencies of the assembled system and that it fails to clearly capture the anti-

resonances. These issues have been reported in Lv’s paper, and the proposed Method 

2 is shown to successfully resolve the issues and produce a more reliable result.  

 

 
Figure 6. 11. Comparison of FRFs obtained from Method 2 and Lv’s approach: (a) 

Magnitude and (b) Phase. 
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 The underlying causes for the differences between Method 2 proposed in this 

paper and Lv’s approach are further discussed and revealed through the following four 

targeted case studies. 

 Case 1: Lv’s approach is used to estimate the torsional FRF. The DoFs are the 

same as the original paper, which are DoFs 10, 19 for both responses and 

excitations. 

 Case 2: Method 2 is implemented in Lv’s two-step approach, but the “internal” 

receptances, which are estimated in the first step and passed to the second steps, 

include the DoFs in all three directions, 𝑥𝑥,  𝜃𝜃𝑦𝑦, and 𝜃𝜃𝑧𝑧 . Originally, only x-axis 

direction is considered.  

 Case 3: This is similar to Case 2, but it includes one more rotational response at 

DoF 9 in the first step. 

 Case 4: Method 2 is directly used to estimate the torsional FRF. The DoFs for 

responses are DoFs 9, 10, 19 and those for excitations are 10 and 19. 

 As the normally-distributed artificial noise is randomly added, 50 estimations are 

generated for each case to evaluate their error distribution. Examples of the resulting 

FRFs of the four cases are plotted in Fig. 6.12. It can be seen that all the estimated 

FRFs are generally close to the exact FRF but show different levels of variations 

(robustness against noise). To evaluate the performance, the probability density 

function of variations for each case is estimated using kernel density estimation (KDE) 

with Gaussian kernel and Silverman’s rule of thumb bandwidth estimator [159]. The 

probability density functions are plotted in Fig. 6.13. 
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Figure 6. 12. The resulting FRFs of different cases: (a) Magnitude and (b) Phase plot. 
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Figure 6. 13. Probability density functions for four different cases. 

 Case 2 is designed to answer the question whether omitting the “internal” 

receptances in  𝜃𝜃𝑦𝑦, and 𝜃𝜃𝑧𝑧  directions in Lv’s two-step approach would degrade the 

result as the excitations applied on the T-block do as well excite responses in 

the 𝜃𝜃𝑦𝑦, and 𝜃𝜃𝑧𝑧 directions. Results show that Case 2 only has a slight improvement over 

Case 1 given that the most likely value for variance drops only slightly from 4.0158 

to 3.7003; nonetheless, it is reasonable to presume that the influence of including the 

‘internal’ receptances can become more noticeable when the T-block gets larger. Case 

3 again clearly demonstrates the importance of including a measured rotational 

response as it reduces the most likely value for variance significantly to 1.0628. The 

unwanted peaks in Cases 1 and 2 have disappeared when including the rotational 

receptance at DoF 9 in Case 3. Lastly, Case 4 still outperforms Case 3 even though 

these two cases have the same selected DoFs for response and excitation. Method 2 

proposed in this paper is able to produce estimations in one go and take into account 

receptances in all three directions, thus possibly avoiding the additional numerical 

errors that the two-step procedure in Lv’s approach introduced; moreover, Method 2 

provides the flexibility in selecting DoFs for response and excitation without difficulty. 

These are probably the main reasons that make Method 2 a more robust method. 
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6.2.2. Model updating of the T-block 

In reality, the T-block might include several geometrical features or interference with 

the attached sensors, and thus a more detailed and accurate model has to be generated 

to represent the real structure. Fig. 6.14(a) shows the T-block that is used in practice 

for Method 2. The models of the translational accelerometer and the rotational 

accelerometer are Kistler 8728A500 and Kistler 8840, weighing 1.6 grams and 22 

grams, respectively. The rotational accelerometer is attached to the T-block by a single 

socket head cap screw. It is found that the resonant frequencies and the accuracy of 

acceleration measurement are affected by the mounting torque of the rotational 

accelerometer; hence, care has to be taken to ensure the mounting torque is set to the 

value specified by the provider, which is 2 Nm in this case. 

 A finite element model of the T-block shown in Fig. 6.14(b) is built in Abaqus 

using quadratic hexahedral elements of type C3D20R, and the total number of nodes 

and elements are 12934 and 2704, respectively. The green square spots in Fig. 6.14(b) 

show the nodes with point masses representing translational accelerometers, and the 

rotational accelerometer is modelled as a point mass away from the T-block at 

reference point 1 (RP-1). The motion of the regions around the hole on the T-block 

close to the rotational accelerometer is constrained to reference point 2 (RP-2). Then, 

RP-1 is connected to RP-2 through springs in 4 DoFs (𝑥𝑥,𝑦𝑦,𝜃𝜃𝑥𝑥, and 𝜃𝜃𝑦𝑦) in order to take 

the interaction into consideration, and the other two DoFs (𝑧𝑧 and 𝜃𝜃𝑧𝑧) are assumed to 

be rigidly connected. The springs are assumed to be isotropic, i.e. the spring constants 

in x and y directions are the same.  
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Figure 6. 14. T-block (a) the real structure (b) FE model. 

 Modal analysis is carried out to find the natural frequencies of the free-free T-

block with those sensors attached, and the inverse eigensensitivity method is 

implemented to update the model parameters. The updated parameters are chosen to 

be Young’s Modulus and the translational spring stiffness between RP-1 and RP-2 

since the natural frequencies are found to be insensitive to the change of Poisson’s 

ratio and the rotational spring stiffness. Three experimentally identified natural 

frequencies are used for the updating, thus leading to an over-determined problem. 

The updated natural frequencies and the system parameters are given in Table 6.3 and 

Table 6.4, respectively. Although the updated Young’s modulus is on the high side, it 

remains within the reasonable range. From Table 6.3, it is clear that the model matches 

the experimental results well as all the errors are less than 0.05%.  

 

Table 6. 3. Comparison of experimental and numerically determined natural 
frequencies. 

 Experiment Updated Model Error 

Natural frequency (Hz) 

6193.25 6195.1 0.0299 % 

8844.27 8840.7 -0.0404 % 

13272.25 13274 0.0132 % 

 

Table 6. 4. System parameters. 

Young’s Modulus 

(GPa) 
219.63 Poisson’s ratio 0.33 

Density 

(kg/m3) 
7853.7 
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Rotational spring 

stiffness 

(Nm/rad) 

105 

Translational 

spring stiffness 

(N/m) 

3.944×107   

 

The need for updating should be justified as the natural frequencies of the T-block 

are much higher than the frequency range of interest of the parent structure. It is found 

that when the rotational accelerometer is modelled as a point mass and rigidly 

connected to the T-block, the simulation only shows two natural frequencies, 7112 Hz 

and 11546 Hz, in the frequency range calculated. The first natural frequency (6193 Hz) 

of the T-block identified from the experiment was due to the presence of the rotational 

accelerometer on the T-block and the natural frequencies of the T-block can be 

significantly affected by the value of the translational stiffness between RP-1 and RP-

2. The translational stiffness could be associated with the mounting torque of the 

socket head cap screw and may vary for a different sensor by another supplier. For this 

particular parent structure, the identified torsional receptance changes slightly if the 

nominal parameter values (not updated) of the T-block are used. However, if the 

fundamental frequency or the frequency range of the parent structure concerned 

increases and is nearer the fundamental frequency of the T-block, using accurate 

parameter values of the T-block would become important. Thus, it is desirable to 

update the T-block to take account of the influence from the attached sensors. 

 

6.3. Experimental validation 

In the previous sections, Method 2 has been studied and evaluated in a numerical 

simulation and a detailed FE model of the T-block is built and updated; therefore, 

Method 2 is ready to be verified and further assessed in practice.  
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6.3.1. Torsional receptance estimation 

The laboratory test rig for the experimental validation, on which the numerical model 

depicted in Fig. 6.3 is based, is shown in Fig. 6.15 below. 

 
Figure 6. 15. The laboratory shafting structure. 

 For the sake of discussion, the definition of the DoFs of the experimental setup 

and the measured FRFs are still labelled and defined based on the schematic in Fig. 

6.2. The scenario is to apply modal impact tests on the assembled structure and the 

selection for forces and measured responses are DoFs 13 and 16 and DoFs 7, 9, and 

10, respectively. Some of the measured FRFs are shown below in Fig. 6.16 and the 

frequency range is set within the range of 10 to 1000 Hz. As can be seen from Fig. 

6.16, there are potentially three torsional natural frequencies for the assembled 

structure below 1000 Hz, and there are several prominent bending natural frequencies 

among them. The accelerometer at the tip (DoF 10) is able to capture frequencies for 

both the bending (DoF 7) and torsion (DoF 9).  
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Figure 6. 16. Measured FRFs of the assembled structure. 

 It should be pointed out that the coordinates used in the simulation model and 

experiment have to be the same to ensure the estimated receptances is accurate. 

Moreover, it is also suggested that any near-zero singular value of 𝐇𝐇bmc
B   could be 

treated as zero when calculating the pseudoinverse of 𝐇𝐇bmc
B  in order to remove noise 

[160] in which choosing the right threshold can be a difficult task and varies on a case-

by-case basis. The results of using FRFs in Fig. 6.16 are given in Fig. 6.17. Both of 

the magnitude and the phase of the estimated FRF are quite clear within the frequency 

range; the change of phase angle is clear when the frequency passes through the 

resonances and anti-resonances. The appearance of bending natural frequencies in 

torsional receptance, which is reported in Lv’s paper, does not occur in this method. 

However, some small fluctuations and changes of phase can be noticed for frequencies 

below 100 Hz. A comparison of the results with Fig. 6.4 suggests that the estimated 

FRF matches the trend quite well and that the response level is roughly at the same 

order, in relation to the experimental results.  
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Figure 6. 17. Estimated torsional receptance: (a) Magnitude and (b) Phase. 

6.3.2. Modal parameter estimation 

The polyreference least-squares complex frequency-domain method (p-LSCF), which 

is also called “PolyMAX” in the software Test.Lab by LMS, is implemented to identify 

the poles of the estimated torsional receptance. p-LSCF is a multiple degree of 

freedom method operating on FRFs, yielding global estimations of poles and modal 

participation factors, and the equivalent method in time domain is the well-known 

least-squares complex exponential method (LSCE) [22]. Compared with other 

frequency-domain methods, p-LSCF has several advantages [23], for example, (1) it 

produces clear stabilization diagrams which allow users to select the “physical” poles, 

hence omitting the “mathematical” poles which are mainly caused by the presence of 

noise in the measurements, (2) it does not suffer from numerical instability problem 

as it is formulated in the z-domain, and (3) it introduces weightings in the least-squares 

cost function to take into account the quality or differences among measurements, 

hence improving the quality of estimation.  

 In general, it is suggested to over-specify the denominator polynomial order 

(model order) in the right matrix-fraction model [161] when carrying out the p-LSCF 

method. Therefore, in this example, the model order is set to the range of 9 to 17 

although there are potentially only two natural frequencies that can be found in this 

frequency range (rigid body modes are excluded). In the process of constructing the 

stabilization diagram, the poles of an order are compared with the poles that are one-
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order lower to determine whether the poles are stable or not. In this case, the tolerances 

for undamped natural frequency and damping ratio are set to 1% and 5%, respectively. 

The stabilization diagram is presented in Fig. 6.18 in which the stable frequencies and 

stable poles (both frequency and damping are stable) are denoted as circles and 

asterisks. It can be seen that the stabilization diagram is quite clear; nearly all the stable 

frequencies and stable poles are found to lie along the two resonant frequencies.  

 
Figure 6. 18. Stabilization diagram from p-LSCF. 

 The natural frequencies and the damping ratios of some of the stables poles are 

summarized in Table 6.5. Through Fig. 6.18 and Table 6.5, it can be noticed that the 

frequencies are relatively stable compared with the damping ratios throughout the 

model orders and that the damping ratios become more stable in high model orders. 

For the sake of demonstration, the averaged natural frequency and damping ratio at 

the two resonances are: 233.15 Hz with 1.16% of damping and 397.84 Hz with 1.44% 

of damping.  
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Table 6. 5. Natural frequency and damping of stable poles. 

Model order 11 13 15 17 

Stable poles 

232.82 Hz, 

1.28% 

233.87 Hz, 

1.15% 

232.90 Hz, 

1.11% 

232.99 Hz, 

1.08% 

398.00 Hz, 

1.59% 

397.82 Hz, 

1.38% 

397.76 Hz, 

1.39% 

397.77 Hz, 

1.39% 

 

6.3.3. Repeatability of the estimated receptances 

In the study of FRF estimations, the consistency of the result is of great importance. 

In order to examine the consistency of the torsional receptance estimation, 10 

estimations are all plotted together in dotted lines in Fig. 6.19. Each estimation is 

derived from the average of 10 measured FRFs. In addition to this, a correlation check 

is implemented to assess the closeness between the estimations. The correlation check 

is based on the discrepancies in amplitude, and thus the amplitude correlation 

coefficient 𝜅𝜅 can be defined as: 

 𝜅𝜅(𝜔𝜔) =
2|𝐡𝐡𝑥𝑥(𝜔𝜔)H𝐡𝐡a(𝜔𝜔)|

𝐡𝐡𝑥𝑥(𝜔𝜔)H𝐡𝐡𝑥𝑥(𝜔𝜔) + 𝐡𝐡a(𝜔𝜔)H𝐡𝐡a(𝜔𝜔)
 (6.24) 

where 𝐡𝐡a(𝜔𝜔) is the average of the 10 torsional receptance estimations, and 𝐡𝐡𝑥𝑥(𝜔𝜔) is 

any one of the 10 estimations. The coefficient returns a value between 0 and 1 at each 

frequency. There are in total 10 sets of amplitude correlation coefficients at the 

frequency range of 10 to 1000 Hz, and the averaged of them is plotted together with 

the magnitude and phase plot in Fig. 6.19. It can be noticed that, on the whole, the 

repeatability of the estimations is high (most coefficients are higher than 0.99) and that 

the estimations at resonances and anti-resonances tend to have a relatively lower 

repeatability. Some fluctuations can also be seen especially in the low frequency range. 

Moreover, there is a lack of phase consistency roughly below 100 Hz in the phase plot; 

the magnitudes of the phase are roughly the same, but the signs are reversed. The main 
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reason for these inconsistencies in low frequency is believed to be due to the use of 

ICP sensors in the measurement; therefore, choosing sensors having higher sensitivity 

at low frequencies can possibly circumvent the problem.  

 
Figure 6. 19. Ten torsional receptance estimations: (a) Magnitude and (b) Phase. 

 The average of the 10 estimated torsional receptances in Fig. 6.19 is given in Fig. 

6.20 along with its stabilization diagram. Table 6.6 summarizes the natural frequencies 

and damping ratios of some of the stable poles in the diagram, and the averaged values 

for natural frequencies and damping ratios are: 232.95 Hz with 1.15% of damping and 

398.09 Hz with 1.39% of damping, which are very close to the figures previously 

identified using a single torsional receptance estimation. 

 
Figure 6. 20. The averaged torsional receptance: (a) Magnitude and the stabilization 

diagram and (b) Phase. 
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Table 6. 6. Natural frequency and damping of stable poles. 

Model order 11 13 15 17 

Stable poles 

232.92 Hz, 

1.27% 

232.97 Hz, 

1.12% 

232.90 Hz, 

1.10% 

232.99 Hz, 

1.10% 

398.21 Hz, 

1.51% 

397.96 Hz, 

1.35% 

398.11 Hz, 

1.36% 

398.07 Hz, 

1.35% 

 

6.3.4. Synthesis of frequency response functions 

Once a stable pole is identified, a noise-free synthesized FRF can be calculated, which 

is produced by the so-called pole-residue model [31] evaluated along the frequency 

axis (j𝜔𝜔) shown by the equation: 

 𝐇𝐇𝑖𝑖𝑖𝑖(𝑗𝑗𝑗𝑗) = ��
𝜓𝜓𝑖𝑖𝑖𝑖𝑙𝑙𝑟𝑟𝑟𝑟

j𝜔𝜔 − 𝜆𝜆𝑟𝑟
+

𝜓𝜓𝑖𝑖𝑖𝑖∗ 𝑙𝑙𝑟𝑟𝑟𝑟∗

j𝜔𝜔 − 𝜆𝜆𝑟𝑟∗
� −

𝐿𝐿𝐿𝐿𝑖𝑖𝑖𝑖
𝜔𝜔2 + 𝑈𝑈𝑈𝑈𝑖𝑖𝑖𝑖

𝑛𝑛

𝑟𝑟=1

 (6.25) 

where i and j are locations of response and input; n is the number of modes involved 

in the curve-fitting of the FRF; 𝜆𝜆𝑟𝑟 are the poles that occur in complex conjugate pairs; 

𝜓𝜓𝑖𝑖𝑖𝑖 and 𝑙𝑙𝑟𝑟𝑟𝑟 are mode shapes and modal participation factors, and 𝐿𝐿𝐿𝐿𝑖𝑖𝑖𝑖  and 𝑈𝑈𝑈𝑈𝑖𝑖𝑖𝑖 are 

the lower and upper residue terms that represent out-of-band modes. As the poles are 

estimated by p-LSCF and the corresponding stabilization diagram, the only unknowns 

are the complex conjugate pairs of 𝜓𝜓𝑖𝑖𝑖𝑖  and 𝑙𝑙𝑟𝑟𝑟𝑟 , and of 𝐿𝐿𝐿𝐿𝑖𝑖𝑖𝑖  and 𝑈𝑈𝑈𝑈𝑖𝑖𝑖𝑖 . Since the 

information is rich in the frequency domain, the unknowns can be solved in a weighted 

least-squares sense. The results are shown in Fig. 6.21 below, which shows that the 

synthesized FRF matches the estimated FRF well and that it removes the unwanted 

noise to produce clearer information.  
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Figure 6. 21. The synthesized FRF of the averaged torsional receptance: (a) 

Magnitude and (b) phase. 

6.3.5. Different selections of the response 

As mentioned and demonstrated numerically in Section 6.2.1, different selections of 

measured responses can result in different qualities of estimations, and thus it is 

important to evaluate the real differences in practice. In this section, three more 

selections of responses are tested. The same set of measurement data in the previous 

section is used, and the measured response(s) is simply selected from the data set. 

Therefore, the additional cases for the selections are DoFs 9 and 10, DoF 9 only, and 

DoFs 7 and 10. The experimental results are presented in Fig. 6.22 and 6.23. First, it 

is clear that there is not much difference between the estimation of using DoFs 7, 9, 

and 10 and that of using DoFs 9 and 10, which implies that the inclusion of 

translational response of DoF 7 does not seem to improve or deteriorate the result. 

Second, solely using the rotational response at DoF 9 seems to be able to produce a 

clear estimation; however, there is an unexpected drop at around 260 Hz, which is, in 

fact, a bending natural frequency of the assembled system. It can be shown from the 

FRF in Fig. 6.16 that the rotational accelerometer also senses the bending natural 

frequency at about 260 Hz, which accounts for the appearance of the drop in the 

estimated torsional receptance. This unwanted drop can be removed by applying 

modal parameter identification technique and generating a synthesized torsional 

receptance as demonstrated in Section 6.3.2 and 6.3.4. Finally, in the last case in which 
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the rotational response is not included, a quite clear estimation can also be produced 

by only using two translational responses: DoFs 7 and 10, and the results are almost 

the same as the ones in the first cases. As a matter of fact, this finding does not 

contradict the numerical results in Section 6.2.1, and just implies that the noise level 

of the current measured FRFs is low; thus, in this case, adding the rotational response 

does not much improve the quality of the results.  

 
Figure 6. 22. The magnitude plot of different selections of responses. 
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Figure 6. 23. The phase plot of different selections of responses. 

6.4. Application 

In this section, the proposed torsional receptance identification technique is applied to 

provide experimental information in order to update the geared rotor-bearing system 

shown in Fig 6.24. Compared with the geared rotor-bearing system given in Section 

5.2, the foundation in this setup is replaced by a thick aluminum block in order to 

provide a stiffer boundary condition and reduce the complexity of the whole system. 

By replacing the foundation, it is believed that a more accurate approximation of the 

updating parameters can be achieved as the bearings are modelled as grounded springs 

in the numerical simulation.  

 The model updating is carried out from the component level to the assembly level; 

hence, the shafts are updated separately in the beginning and then the assembled 

system in which the shafts are engaged through a pair of gears is updated. There are 

10 uncertain parameters to be updated in total, which are (#1-2) Young’s modulus of 
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the short and the long shaft, (#3-4) bearing stiffness on the short and the long shaft, 

(#5-6) the locations of the discs, (#7-8) the locations of the gears, (#9) Poisson’s ratio, 

and (#10) gear mesh stiffness. Note that the discs and the gear may not be treated as 

point masses, so the locations of the discs and gears are updated to improve the validity 

of the model by locating the locations of the point masses that can best fit the 

experimental results.  

 

 
Figure 6. 24. The geared rotor-bearing system. 

 The updating procedure is broken down into several steps as shown in Fig. 6.25. 

It shows the updating process particularly for the long shaft assembly, and the short 

shaft assembly only requires parts of the steps. The process starts from updating the 

Young’s modulus of the free-free long shaft and then updating the bearing stiffness 

when shaft and the bearing housing are assembled using measured bending natural 

frequencies; after that, discs are inserted and the locations of the discs and the bearing 

stiffness are updated together. Then, the torsional receptance identification technique 

is applied to estimate the torsional natural frequencies, which is used to update the 

Poisson’s ratio. In the last step, a gear is assembled to the structure and the locations 

of the gear and the discs are updated. Torsional natural frequencies are then measured 

and used for updating the Poisson’s ratio again. Eigen-sensitivity model updating 

approach is implemented. It can be noted that some parameters are updated more than 

once in the procedure. The reason is that gradient-based updating approaches tend to 

converge to a local minimum close to the given initial values, and setting the initial 

values based on the results from the component-level model updating provides a more 

reasonable guess.  

 



156 
 

 
Figure 6. 25. The updating procedure for the long shaft assembly. 

 The measured natural frequencies in each stage of the updating process are listed 

in Table 6.7, and the updated parameters of the long shaft assembly are listed in Table 

6.8. The locations of the discs and the gear are updated by changing the lengths of the 

connecting beam elements, which is 0.05m by default, and are denoted as Length 1 to 

3 shown in Fig. 6.26. It can be seen that the updated parameters are close to the 

expected nominal values. The errors between the experimental and numerical natural 

frequencies below 1000 Hz are summarized in Table 6.9. The errors for the six natural 

frequencies are both small while the torsional natural frequencies have relatively larger 

errors of 1.22% and -1.34%.  

Table 6. 7. Measured natural frequencies.  

 
Free-Free 

long shaft 

Long Shaft + 

Bearings 

Long Shaft + 

Bearings + 

Discs 

Long Shaft + 

Bearings + Discs + 

Gear 

Natural 

Frequency 

(Hz) 

78.27 93.78 66.83 65.90 

215.30 302.82 177.38 174.29 

420.03 620.99 349.01 (T) 245.40 (T) 

688.33  499.62 416.01 (T) 

  827.08 500.18 

   885.69 
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Figure 6. 26. Illustration of the locations of discs and gear. 

 

Table 6. 8. Updated system parameters.  

Density (kg m3⁄ ) 7823.8  

Young’s modulus (pa) 208.09 × 109 

Bearing stiffness (N/m) 1.4843 × 107 

Length 1 (m) (for disc 1) 0.0646 

Length 2 (m) (for disc 2) 0.0605 

Poisson’s Ratio 0.3089 

Length 3 (m) (for gear) 0.0307 

 

Table 6. 9. Comparison of experimental and numerically determined natural 
frequencies. 

Experiment (Hz) Simulation (Hz) Error 
65.90 65.87 0.05% 
174.29 174.31 -0.01% 

245.40 (T) 242.38 (T) 1.23% 
416.01 (T) 421.59 (T) -1.34% 

500.18 499.91 0.05% 
885.69 885.83 -0.01% 

 It is worthwhile mentioning a phenomena that is observed during the torsional 

receptance identification of the long shaft assembly. It is found that the poles that are 

identified at the two ends of the shaft assembly are slightly different, especially for the 

last case in Table 6.7. The torsional receptance identified at the left (near the gear) and 

that at the right are plotted against the updated numerical model in Fig. 6.27(a) and 

Fig. 6.27(b), respectively. 
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Figure 6. 27. The identified torsional receptances (a) measured at the left end near 

the gear (b) measured at the right end. 

 The corresponding poles of the measured torsional receptances are listed in Table 

6.10 from which it can be seen that the identified poles at the right end tend to have 

lower frequencies but higher damping ratios. Since this measurement technique is 

essentially a SISO method, the possible cause for the variations in poles could be the 

due to the differences in the torque applied at the connection of the T-block and the 

parent structure. Different torques could lead to different levels of microslip between 

the structures. It is believed that the presence of microslip can affect the dynamic 

response, thus causing different modal properties to be identified. The averages of the 

two poles are used to update the model. 

Table 6. 10. Poles of the measured torsional receptances. 

 Frequency (Hz) Damping Ratio 

Left end 
246.80 0.28% 

418.13 0.27% 

Right end 
244.0 0.57% 

413.9 0.54% 

 On the other hand, for the short shaft assembly, only two steps in the updating 

process are carried out. The first step is to update the Young’s modulus of the short 

shaft under free-free boundary condition. The second is to update bearing stiffness and 

the location of the gear when the shaft is assembled with bearing housings and the 

gear. Since the assembled structure has a very high torsional natural frequency, which 
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is beyond the measuring range of the rotational accelerometer (1-2000 Hz), and only 

a few bending natural frequencies are identified in the frequency range of interest, the 

Poisson’s ratio of the short shaft is not updated and is set to the value obtained from 

the updating results of the long shaft assembly.  

 From the experiments on the short shaft assembly, it is observed that the quality 

of the measured FRFs (in both transverse and torsional directions) is poor, and the 

response dies out very fast when an impact force is imparted; thus, the possible reasons 

that lead to the poor quality of the measured FRFs might be the relatively higher 

damping in the short shaft assembly and the influences from the bearing sets. The 

resulting updated parameters are listed in Table 6.11, and three identified measured 

bending natural frequencies are compared with the simulated ones in Table 6.12 in 

which the largest error is 4.68%.  

Table 6. 11. Updated system parameters. 
Density 7823.8 

Young’s modulus (Pa) 206.93 × 109 
Bearing stiffness (N/m) 2.7826 × 107 
Length 3 (m) (for gear) 0.0467 

Poisson’s Ratio 0.3089 

 

Table 6. 12. Comparison of experimental and numerically determined natural 
frequencies. 

Experiment (Hz) 443.44 678.78 1936.80 
Updated Model (Hz) 422.69 688.66 1930.70 

Error 4.68% -1.46% 0.32% 

 Lastly, the assembled geared rotor-bearing system is to be updated for the aim to 

identify the gear mesh stiffness. Both bending and torsional natural frequencies of the 

assembled structure are measured. Similar to the previous case, it is found that the 

quality of the FRFs measured on the short shaft assembly part is still poor. Therefore, 

only the FRFs measured on the long shaft are used to identify the bending and torsional 

natural frequencies. Additionally, it is also found that there are few dents on the teeth 

of the gears, which happens to engage when the T-block is set in the measuring 
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orientation, thus affecting the backlash and deteriorating the quality of the FRFs in the 

torsional direction.  

 The identified bending natural frequencies below 1000 Hz are: 65.9, 174.7, 500.6, 

and 892.4 Hz, which are rather close to the ones measured from the long shaft 

assembly alone (see Table 6.9). The measured torsional FRFs at the left and the right 

end of the long shaft are plotted in Fig. 6.28(a) and 6.28(b), respectively along with 

their stabilization diagrams. It can be seen that the quality of the estimated FRFs are 

not as good as those in Section 6.3, which might be accounted for by the engagement 

of the gears; however, the shapes of the FRFs are similar to the torsional receptances 

of the long shaft assembly in Fig. 6.27, and there are also potentially two poles in the 

range of 10-1000 Hz. These observations suggests that the engagement of the gear and 

the short shaft assembly might not impose a strong effect on to the long shaft assembly. 

It can also be noticed that the frequencies of the stable poles identified from Figs. 

6.28(a) and 6.28(b) are not identical, for instance, the stable frequencies of order 16 

from Fig. 6.28(a) are 207.04 Hz and 425.06 Hz while those of the same order from 

Fig. 6.28(b) are 215.12 Hz and 399.02 Hz. The averaged frequencies of the first two 

poles are 211.08 Hz and 412.04 Hz, which are to be used to update the gear contact 

stiffness.  

 

Figure 6. 28. Measured torsional receptances and the associated stabilization 
diagrams. (a) Receptances measured at the left end. (b) Receptances measured at the 

right end. 
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 Unfortunately, it is found that the gear mesh stiffness would converge to either a 

negative value or a rather large value (i.e. to the order of 1010) for different initial 

values. In order to illustrate that, the first few natural frequencies of the geared rotor-

bearing system are plotted against different gear mesh stiffness in Fig. 6.29. The errors 

between the measured torsional natural frequencies and the closest numerical torsional 

natural frequencies in the two extreme cases are specifically marked out. For instance, 

the errors between the frequencies (in percentage) are 15.37% and 2.78% for the case 

in which the gear mesh stiffness is 103. As the torsional natural frequency would 

increase when the gear mesh stiffness increases. It is clear that any stiffness between 

the two extreme cases shown in Fig. 6.29 can result in overall larger errors. As a matter 

of fact, the errors are already not small in the extreme cases.  

 
Figure 6. 29. Natural frequencies with respect to different gear mesh stiffness. 

 Fig. 6.30 shows the numerical torsional receptances when the gear mesh stiffness 

is set to 105 N/m and 107 N/m, respectively. It can be seen from Fig. 6.30(a) that there 

are in total three prominent torsional modes below 1000 Hz, and Fig. 6.30 (b) suggests 

a strong coupling between torsion and bending motions. However, the experimental 

results show that there are potentially only two torsional modes in the frequency range. 

Therefore, whether in this case this gear modelling might be the right modelling 

method is called into question. 
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Figure 6. 30. Numerically obtained torsional receptances (a) the gear mesh stiffness 
is set to 105 N/m (b) the gear mesh stiffness is set to 107 N/m. 

 As a result, a second modelling method is sought. In light of the similarity 

between Fig. 6.27 and Fig. 6.28 and the identified bending natural frequencies, the 

short shaft assembly might be seen as a weak coupling to the long shaft assembly; 

hence, the short shaft assembly and the gear mesh stiffness are now treated as a single 

DoF spring-mass system to the long shaft system in the torsional direction at the gear 

location. The updated spring constant and the polar moment of inertia are 

4.829 × 105 and 6.6906 × 10−4, respectively, and the resulting natural frequencies 

are listed and compared with the measured ones in Table 6.13. It can be seen that the 

errors in bending natural frequencies are all small while the errors for torsional natural 

frequencies are larger but still acceptable; furthermore, they are much smaller than 

those in the previous modelling case in Fig. 6.29. Fig. 6.31 shows the comparison 

between the updated numerical torsional FRFs and the experimental results. It is clear 

that in general the numerical FRFs can capture the overall trend of the experimental 

ones.  

Table 6. 13. Comparison of experimental and numerically determined natural 
frequencies. 

Experiment (Hz) 65.91 174.65 211.08 (T) 412.04 (T) 500.59 892.36 

Updated Model (Hz) 65.87 174.31 207.72 408.18 499.91 885.83 

Error 0.06% 0.19% 1.59% 0.94% 0.14% 0.73% 
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Figure 6. 31. Comparison of experimental and numerically determined torsional 

FRFs. (a) data obtained at the left end and (b) data obtained at the right end.  

 

6.5. Conclusions 

Two receptance-based techniques (Methods 1 and 2) for the identification of the 

torsional receptance of a shafting system are presented. The torsional receptance is 

indirectly measured through an attachment of a T-block and using both numerical and 

measured receptances. In the simulation, both techniques are shown to be accurate 

when noise is not present in the FRFs, but Method 2 is later found to be more robust 

against noise. For this reason, Method 2 is further assessed under different 

combinations of modal testing arrangements. One of the merits of Method 2 is the 

ability to incorporate rotational accelerometers, and it has been shown that including 

the rotational response in the process of estimating torsional receptance can improve 

the quality of the results when the noise level in the measurements is high.  
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 Method 2 is then tested on a laboratory test rig consisting of a shaft with one gear 

and two discs on three sets of bearings to show its applicability in practice. The 

estimated torsional receptance is shown to be quite clear, and thus the torsional modal 

parameters then can be easily identified. Moreover, the repeatability of the torsional 

receptance is proven to be very high. Lastly, different selections of measured responses 

are evaluated, which suggests that, for Method 2, it is possible to obtain clear results 

using only translational responses when the noise level in the measurements is low.  

  For the interest of demonstration, Method 2 is applied to update the gear 

meshing stiffness in the numerical model of a laboratory geared rotor-bearing system. 

It is first found that there exists some geometric deviations from the ideal profiles in 

the helical gears in use, causing degeneration of the quality of the measured torsional 

receptances. Although the measured torsional receptances are not as clear, two 

torsional poles can still be identified using the stabilisation diagram generated through 

p-LSCF. A series of analysis results suggest that the gear modelling might not be 

suitable for the system of concern. Alternatively, treating the short shaft assembly as a 

single DoF spring-mass system to the long shaft assembly seems to produce a better 

fit that is close to the experimental results. 
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7.  Frequency Assignment by 
Coupling of Subsystems 

A rotor system can be composed of several small rotor systems and some connection 

components. In some situation, the available modifications on the coupled rotor 

system or the small rotor systems are limited and thus it is preferred to modify the 

connection parts without adding extra components. The chapter aims to achieve 

frequency assignments for the coupled system through modifying the connection part 

between the sub rotor systems (referred to as subsystems for short). A receptance-

based technique for the purpose is developed through Receptance coupling technique. 

It is shown that the receptance of the coupled system can be determined from a few 

receptances of the connection parts and the subsystems. A concise equation can be 

obtained and extended to construct the objective function for the frequency assignment 

problem. A number of numerical simulations are given for demonstration, and the 

bending natural frequency or the torsional natural frequency of the coupled system can 

be assigned. In addition to the frequency assignment problem, the receptance 

estimation technique proposed in the last chapter is extended to estimate rotational 

receptances (in bending). The extended technique is able to produce high-quality 

rotational receptances and is appropriate for this frequency assignment problem of 

concern. 

 

7.1. Receptance coupling technique 

In this section, the classic receptance coupling technique is first briefly introduced and 

then extended to describe the receptance functions of a coupled system consisting of 

three subsystems. 
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7.1.1. Classical receptance coupling technique 

When applying receptance coupling technique to a coupled system, the conditions of 

displacement compatibility and force equilibrium must be satisfied at the connection 

interface; moreover, it is assumed that the subsystems are rigidly connected, i.e. there 

is no additional degrees of freedom (DoFs) at the connection interface. As shown in 

Fig. 7.1, the classical receptance coupling technique considers two subsystems A and 

B which are connected through several DoFs. The conditions at the interface can be 

written as 

 𝐟𝐟𝑡𝑡 = 𝐟𝐟𝑡𝑡A + 𝐟𝐟𝑡𝑡B,       𝐮𝐮𝑡𝑡 = 𝐮𝐮𝑡𝑡A = 𝐮𝐮𝑡𝑡B (7.1) 

which show that the force vector of the coupled system at the interface is the 

summation of the force vectors of the subsystems and that the resultant displacement 

vector equals the displacement vectors of each subsystem. If the internal DoFs of 

subsystems A and B are denoted as i and j, the displacement vectors on the two 

subsystems can be represented as 

 �𝐮𝐮𝑖𝑖
A

𝐮𝐮𝑡𝑡A
� = �

𝐇𝐇𝑖𝑖𝑖𝑖
A 𝐇𝐇𝑖𝑖𝑖𝑖

A

𝐇𝐇𝑡𝑡𝑡𝑡
A 𝐇𝐇𝑡𝑡𝑡𝑡

A � �
𝐟𝐟𝑖𝑖
𝐟𝐟𝑡𝑡A
� ,       �

𝐮𝐮𝑗𝑗B

𝐮𝐮𝑡𝑡B
� = �

𝐇𝐇𝑗𝑗𝑗𝑗B 𝐇𝐇𝑗𝑗𝑗𝑗B

𝐇𝐇𝑡𝑡𝑡𝑡
B 𝐇𝐇𝑡𝑡𝑡𝑡

B � �
𝐟𝐟𝑗𝑗
𝐟𝐟𝑡𝑡B
� (7.2) 

 

 
Figure 7. 1. Coupling of two subsystems. 

 If the goal is to find the receptance function 𝐇𝐇𝑖𝑖𝑖𝑖  of the coupled system, the 

relationship between 𝐮𝐮𝑖𝑖A and 𝐟𝐟𝑗𝑗 or 𝐮𝐮𝑗𝑗B and 𝐟𝐟𝑖𝑖 needs to be established. Through Eq. 

(7.1) and (7.2), it can be shown that 

 𝐟𝐟𝑡𝑡B = (𝐇𝐇𝑡𝑡𝑡𝑡
B )−𝟏𝟏𝐮𝐮𝑡𝑡 − (𝐇𝐇𝑡𝑡𝑡𝑡

B )−1𝐇𝐇𝑡𝑡𝑡𝑡
B 𝐟𝐟𝑗𝑗 (7.3) 

and 
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 𝐮𝐮𝑡𝑡A = 𝐮𝐮𝑡𝑡 = 𝐇𝐇𝑡𝑡𝑡𝑡
A𝐟𝐟𝑖𝑖 + 𝐇𝐇𝑡𝑡𝑡𝑡

A 𝐟𝐟𝑡𝑡 − 𝐇𝐇𝑡𝑡𝑡𝑡
A 𝐟𝐟𝑡𝑡B (7.4) 

Substituting Eq. (7.3) into Eq. (7.4) results in 

 �𝐈𝐈 + (𝐇𝐇𝑡𝑡𝑡𝑡
B )−𝟏𝟏𝐇𝐇𝑡𝑡𝑡𝑡

A �𝐟𝐟𝑡𝑡B = (𝐇𝐇𝑡𝑡𝑡𝑡
B )−𝟏𝟏�𝐇𝐇𝑡𝑡𝑡𝑡

A𝐟𝐟𝑖𝑖 + 𝐇𝐇𝑡𝑡𝑡𝑡
A 𝐟𝐟𝑡𝑡 − 𝐇𝐇𝑡𝑡𝑡𝑡

B 𝐟𝐟𝑗𝑗� (7.5) 

Since 𝐮𝐮𝑖𝑖A = 𝐇𝐇𝑖𝑖𝑖𝑖
A𝐟𝐟𝑖𝑖 + 𝐇𝐇𝑖𝑖𝑖𝑖

A𝐟𝐟𝑡𝑡 − 𝐇𝐇𝑖𝑖𝑖𝑖
A𝐟𝐟𝑡𝑡B, 𝐮𝐮𝑖𝑖A can be expressed explicitly in terms of forces 

𝐟𝐟𝑖𝑖, 𝐟𝐟𝑗𝑗 , and 𝐟𝐟𝑡𝑡 by implementing Eq. (7.5), which leads to  

𝐮𝐮𝑖𝑖A = 𝐇𝐇𝑖𝑖𝑖𝑖
A𝐟𝐟𝑖𝑖 + 𝐇𝐇𝑖𝑖𝑖𝑖

A𝐟𝐟𝑡𝑡

− 𝐇𝐇𝑖𝑖𝑖𝑖
A�I + (𝐇𝐇𝑡𝑡𝑡𝑡

B )−𝟏𝟏𝐇𝐇𝑡𝑡𝑡𝑡
A �

−1(𝐇𝐇𝑡𝑡𝑡𝑡
B )−𝟏𝟏�𝐇𝐇𝑡𝑡𝑡𝑡

A𝐟𝐟𝑖𝑖 + 𝐇𝐇𝑡𝑡𝑡𝑡
A 𝐟𝐟𝑡𝑡

− 𝐇𝐇𝑡𝑡𝑡𝑡
B 𝐟𝐟𝑗𝑗� 

(7.6) 

It is clear that 𝐇𝐇𝑖𝑖𝑖𝑖 can be obtained by assuming forces other than 𝐟𝐟𝑗𝑗 are zero, that is 

 𝐇𝐇𝑖𝑖𝑖𝑖 = 𝐇𝐇𝑖𝑖𝑖𝑖
A�I + (𝐇𝐇𝑡𝑡𝑡𝑡

B )−1𝐇𝐇𝑡𝑡𝑡𝑡
A �

−1(𝐇𝐇𝑡𝑡𝑡𝑡
B )−1𝐇𝐇𝑡𝑡𝑡𝑡

B  (7.7) 

Eq. (7.7) can be further improved to accommodate fewer matrix inversions by matrix 

operations, �I + (𝐇𝐇𝑡𝑡𝑡𝑡
B )−1𝐇𝐇𝑡𝑡𝑡𝑡

A �
−1

= �(𝐇𝐇𝑡𝑡𝑡𝑡
B )−1(𝐇𝐇𝑡𝑡𝑡𝑡

B + 𝐇𝐇𝑡𝑡𝑡𝑡
A )�

−1
= �𝐇𝐇𝑡𝑡𝑡𝑡

B + 𝐇𝐇𝑡𝑡𝑡𝑡
A �

−1
𝐇𝐇𝑡𝑡𝑡𝑡
B  ; 

thus, Eq. (7.7) can be rewritten as  

 𝐇𝐇𝑖𝑖𝑖𝑖 = 𝐇𝐇𝑖𝑖𝑖𝑖
A�𝐇𝐇𝑡𝑡𝑡𝑡

B + 𝐇𝐇𝑡𝑡𝑡𝑡
A �

−1
𝐇𝐇𝑡𝑡𝑡𝑡
B  (7.8) 

It indicates that the cross receptance of the coupled system can be estimated by the 

receptances functions of the subsystems. Moreover, the point receptance of the 

coupled system can also be obtained, for instance, substituting 𝐟𝐟𝑡𝑡B in Eq. (7.5) into 

𝐮𝐮𝑗𝑗B = 𝐇𝐇𝑗𝑗𝑗𝑗B𝐟𝐟𝑗𝑗 + 𝐇𝐇𝑗𝑗𝑗𝑗B𝐟𝐟𝑡𝑡B  gives 

 𝐇𝐇𝑗𝑗𝑗𝑗 = 𝐇𝐇𝑗𝑗𝑗𝑗B − 𝐇𝐇𝑗𝑗𝑗𝑗B�𝐇𝐇𝑡𝑡𝑡𝑡
B + 𝐇𝐇𝑡𝑡𝑡𝑡

A �
−1
𝐇𝐇𝑡𝑡𝑡𝑡
B  (7.9) 

For the purpose of completeness, the generalized formula for receptance coupling [91], 

which includes all the DoFs of the coupled system, is well-known as 
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[𝐇𝐇] = �
𝐇𝐇𝑖𝑖𝑖𝑖
A 𝐇𝐇𝑖𝑖𝑖𝑖

A 𝟎𝟎
𝐇𝐇𝑡𝑡𝑡𝑡
A 𝐇𝐇𝑡𝑡𝑡𝑡

A 𝟎𝟎
𝟎𝟎 𝟎𝟎 𝐇𝐇𝑡𝑡𝑡𝑡

B
� − �

𝐇𝐇𝑖𝑖𝑖𝑖
A

𝐇𝐇𝑡𝑡𝑡𝑡
A

−𝐇𝐇𝑗𝑗𝑗𝑗B
� [𝐇𝐇𝑡𝑡𝑡𝑡

A + 𝐇𝐇𝑡𝑡𝑡𝑡
B ]−1�𝐇𝐇𝑖𝑖𝑖𝑖

A 𝐇𝐇𝑡𝑡𝑡𝑡
A −𝐇𝐇𝑗𝑗𝑗𝑗B� (7.10) 

7.1.2. Receptance coupling of three subsystems 

The classic receptance coupling technique is to be extended to a coupled system that 

contains three subsystems shown in Fig. 7.2. Two cases are discussed below: one is to 

find the receptance 𝐇𝐇𝑖𝑖𝑖𝑖 where i is on subsystem A and k is on subsystem C, the other 

is to find the receptances at the connection interface, i.e. DoFs t and p. The results 

show that both cases only require partial information from subsystems. 

 
Figure 7. 2. Coupling of three subsystems. 

Case 1: 

First, the coupled system consisting of three subsystems can be seen as being coupled 

by two subsystems if a new subsystem D is form by combining subsystem A and B. If 

l denotes any DoF in subsystem D, the arrangement of DoFs in the coupled system 

can be illustrated by Fig. 7.3. 

 
Figure 7. 3. A simplification of the coupling of three subsystems. 

A cross receptance of the coupled system can be obtained from Eq. (7.8) as 
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 𝐇𝐇𝑙𝑙𝑙𝑙 = 𝐇𝐇𝑙𝑙𝑙𝑙
D �𝐇𝐇𝑝𝑝𝑝𝑝

D + 𝐇𝐇𝑝𝑝𝑝𝑝
C �

−1
𝐇𝐇𝑝𝑝𝑝𝑝
C  (7.11) 

As the subsystem D is formed by connecting subsystems A and B, 𝐇𝐇𝑙𝑙𝑙𝑙
D  and 𝐇𝐇𝑝𝑝𝑝𝑝

D  in 

Eq. (7.11) can be expressed in terms of the receptances of subsystems A and B 

according to Eqs. (7.7)-(7.8). Assuming that l is equal to i in Fig. 7.2, 𝐇𝐇𝑙𝑙𝑙𝑙
D  and 𝐇𝐇𝑝𝑝𝑝𝑝

D  

can be rewritten by the following equations 

 𝐇𝐇𝑙𝑙𝑙𝑙
D = 𝐇𝐇𝑖𝑖𝑖𝑖

A�𝐇𝐇𝑡𝑡𝑡𝑡
B + 𝐇𝐇𝑡𝑡𝑡𝑡

A �
−1
𝐇𝐇𝑡𝑡𝑡𝑡
B  (7.12) 

and 

 𝐇𝐇𝑝𝑝𝑝𝑝
D =  𝐇𝐇𝑝𝑝𝑝𝑝

B −  𝐇𝐇𝑝𝑝𝑝𝑝
B �𝐇𝐇𝑡𝑡𝑡𝑡

B + 𝐇𝐇𝑡𝑡𝑡𝑡
A �

−1
 𝐇𝐇𝑡𝑡𝑡𝑡

B  (7.13) 

Substituting Eqs. (7.12) and (7.13) into Eq. (7.11) results in 

𝐇𝐇𝑖𝑖𝑖𝑖 = 𝐇𝐇𝑖𝑖𝑖𝑖
A�𝐇𝐇𝑡𝑡𝑡𝑡

B + 𝐇𝐇𝑡𝑡𝑡𝑡
A �

−1
𝐇𝐇𝑡𝑡𝑡𝑡
B � 𝐇𝐇𝑝𝑝𝑝𝑝

B −  𝐇𝐇𝑝𝑝𝑝𝑝
B �𝐇𝐇𝑡𝑡𝑡𝑡

B + 𝐇𝐇𝑡𝑡𝑡𝑡
A �

−1
 𝐇𝐇𝑡𝑡𝑡𝑡

B

+ 𝐇𝐇𝑝𝑝𝑝𝑝
C �

−1
𝐇𝐇𝑝𝑝𝑝𝑝
C  

(7.14) 

which gives the cross receptance of the coupled system. 

 

Case 2: 

For the case in which the receptance functions at the connections are of concern, a 

relatively simple expression can be obtained. For the system shown in Fig. 7.2, the 

displacement vectors of the subsystems and the conditions of displacement 

compatibility and force equilibrium are 

 

�𝐮𝐮𝑖𝑖
A

𝐮𝐮𝑡𝑡A
� = �

𝐇𝐇𝑖𝑖𝑖𝑖
A 𝐇𝐇𝑖𝑖𝑖𝑖

A

𝐇𝐇𝑡𝑡𝑡𝑡
A 𝐇𝐇𝑡𝑡𝑡𝑡

A � �
𝐟𝐟𝑖𝑖
𝐟𝐟𝑡𝑡A
� 

�
𝐮𝐮𝑡𝑡B

𝐮𝐮𝑝𝑝B
� = �

𝐇𝐇𝑡𝑡𝑡𝑡
B 𝐇𝐇𝑡𝑡𝑡𝑡

B

𝐇𝐇𝑝𝑝𝑝𝑝
B 𝐇𝐇𝑝𝑝𝑝𝑝

B � �
𝐟𝐟𝑡𝑡B

𝐟𝐟𝑝𝑝B
� 

�
𝐮𝐮𝑘𝑘C

𝐮𝐮𝑝𝑝C
� = �

𝐇𝐇𝑘𝑘𝑘𝑘
C 𝐇𝐇𝑘𝑘𝑘𝑘

C

𝐇𝐇𝑝𝑝𝑝𝑝
C 𝐇𝐇𝑝𝑝𝑝𝑝

C � �
𝐟𝐟𝑘𝑘
𝐟𝐟𝑝𝑝C
� 

(7.15) 

and 

 𝐟𝐟𝑡𝑡A + 𝐟𝐟𝑡𝑡B = 𝐟𝐟𝑡𝑡, 𝐟𝐟𝑝𝑝C + 𝐟𝐟𝑝𝑝B = 𝐟𝐟𝑝𝑝 (7.16) 
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 𝐮𝐮𝑡𝑡A = 𝐮𝐮𝑡𝑡B = 𝐮𝐮𝑡𝑡, 𝐮𝐮𝑝𝑝C = 𝐮𝐮𝑝𝑝B = 𝐮𝐮𝑝𝑝 (7.17) 

Replacing the force vector in subsystem B by Eq. (7.16) and associating 𝐟𝐟𝑡𝑡A and 

𝐟𝐟𝑝𝑝C with the corresponding displacement vectors in subsystem A and subsystem C in 

Eq. (7.15) lead to 

 �
𝐮𝐮𝑡𝑡B

𝐮𝐮𝑝𝑝B
� = �

𝐇𝐇𝑡𝑡𝑡𝑡
B 𝐇𝐇𝑡𝑡𝑡𝑡

B

𝐇𝐇𝑝𝑝𝑝𝑝
B 𝐇𝐇𝑝𝑝𝑝𝑝

B ���
𝐟𝐟𝑡𝑡
𝐟𝐟𝑝𝑝
� − �

𝐇𝐇𝑡𝑡𝑡𝑡
A −1�𝐮𝐮𝑡𝑡 − 𝐇𝐇𝑡𝑡𝑡𝑡

A𝐟𝐟𝑖𝑖�

𝐇𝐇𝑝𝑝𝑝𝑝
C −1�𝐮𝐮𝑝𝑝 − 𝐇𝐇𝑝𝑝𝑝𝑝

C 𝐟𝐟𝑘𝑘�
�� (7.18) 

Denoting 𝐇𝐇B = �
𝐇𝐇𝑡𝑡𝑡𝑡
B 𝐇𝐇𝑡𝑡𝑡𝑡

B

𝐇𝐇𝑝𝑝𝑝𝑝
B 𝐇𝐇𝑝𝑝𝑝𝑝

B �  and 𝐇𝐇AC = �
𝐇𝐇𝑡𝑡𝑡𝑡
A 0

0 𝐇𝐇𝑝𝑝𝑝𝑝
C �  and pre-multiplying both 

sides by the inverse of 𝐇𝐇B and rearranging the equation give 

�
𝐮𝐮𝑡𝑡
𝐮𝐮𝑝𝑝� = �𝐇𝐇B

−1 + 𝐇𝐇AC
−1�

−1
��
𝐟𝐟𝑡𝑡
𝐟𝐟𝑝𝑝
� + 𝐇𝐇AC

−1 �
𝐇𝐇𝑡𝑡𝑡𝑡
A 0

0 𝐇𝐇𝑝𝑝𝑝𝑝
C � �𝐟𝐟𝑖𝑖𝐟𝐟𝑘𝑘

�� (7.19) 

Note that �
𝐮𝐮𝑡𝑡B

𝐮𝐮𝑝𝑝B
� is equal to �

𝐮𝐮𝑡𝑡
𝐮𝐮𝑝𝑝� according to Eq. (7.17). Since only the DoFs at the 

interface are of interests, it can be assumed that 𝐟𝐟𝑖𝑖 = 𝐟𝐟𝑘𝑘 = 0. The receptance relations 

at the interface DoFs of the coupled system can be represented as 

�
𝐮𝐮𝑡𝑡
𝐮𝐮𝑝𝑝� = �𝐇𝐇B

−1 + 𝐇𝐇AC
−1�

−1
�𝐟𝐟T𝐟𝐟P

� = 𝐇𝐇AC(𝐇𝐇AC + 𝐇𝐇B)−𝟏𝟏𝐇𝐇B �
𝐟𝐟T
𝐟𝐟P
� (7.20) 

The equation shows that the receptances at the interface of the coupled system can be 

determined by the receptances at the interface of the subsystems. It is also clear that 

the natural frequencies of the coupled system occur when det(𝐇𝐇AC + 𝐇𝐇B) 

approaches zero. 

 

7.2. Numerical simulation 

The problem of frequency assignment by coupling of subsystems is studied 

numerically in this section. The function that is used for the frequency assignment is 

mainly based on Eq. (7.20). It should be noted that not every natural frequency can be 

assigned to the coupled structure as the structural modifications do not modify the 
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whole structure but certain design parameters; also, the design parameters are usually 

confined by different design constraints. Therefore, the problem is treated as a 

multivariable optimization problem with inequality constraints, which has proven its 

usability in structural modification problems (see Chapter 5).  

 In the following discussion, the coupled system under consideration consists of 

only three subsystems, and it is assumed that only one of the subsystems is modifiable. 

In practice, this kind of assembly scenario can be easily seen and is widely applied. If 

the modifiable subsystem is the subsystem connected to the other two subsystems and 

the receptances of the two subsystems at the interface are known, the receptance of 

the coupled system at the connection interface can be represented as a function of 

design variable x and Laplace variable s shown as below 

 𝐇𝐇(𝐱𝐱, 𝑠𝑠) =  𝐇𝐇AC(𝑠𝑠)�𝐇𝐇AC(𝑠𝑠) + 𝐇𝐇B(𝐱𝐱, 𝑠𝑠)�
−1
𝐇𝐇B(𝐱𝐱, 𝑠𝑠) (7.21) 

 

7.2.1. Numerical model 

The numerical model of a slightly damped system shown in Fig. 7.4 is used for the 

study. The coupled system consists of three subsystems connected in series in which 

the subsystem in the middle is modelled as a beam and represent a modifiable joint.  

It is assumed that the length and the diameter of subsystem B are the design variables 

in this study. Subsystems A and C are both shafting systems containing bearings and 

flywheels which could reflect the main features in standard transmission systems. The 

material properties of the shaft and the discs and the bearing stiffness are given in 

Table 7.1, and the systems parameters are listed in Table 7.2. The shafts in subsystems 

A and C are solid circular shafts and are mostly 2cm in diameter except that a section 

in the middle of the shaft in subsystem C is 3cm in diameter. By default, the diameter 

of subsystem B is 3 cm and the total length is 5 cm. The first four undamped natural 

frequencies of the corresponding assembled system are listed in Table 7.3. 
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Figure 7. 4. Schematic of the numerical model.  

Table 7. 1. System properties. 
Young’s modulus (GPa) 210 Transverse Bearing Stiffness (N/m) 107 

Poisson Ratio 0.33 Rotational Bearing Stiffness (N/m) 10 

Density (kg m3⁄ ) 7850   

 

Table 7. 2. System parameters. 

Parameter Value (cm) Parameter Value (cm) Disks 
(OD, ID, 

Thickness) (cm) 

𝑙𝑙1,2 5 𝑙𝑙7,8 2 node 2 (8, 2, 2) 

𝑙𝑙2,3 5 𝑙𝑙8−10 5 (default) node 4 (5, 2, 2) 

𝑙𝑙3,4 5 𝑙𝑙10,11 2 node 6 (5, 2, 2) 

𝑙𝑙4,5 5 𝑙𝑙11,12 5 node12 (6, 2, 2) 

𝑙𝑙5,6 5 𝑙𝑙12,13 3   

𝑙𝑙6,7 5     

 

Table 7. 3. Undamped natural frequencies of the original assembled system.  
Mode number 1 2 3 (torsional) 4 

f (Hz) 587.5 617.2 701.1 774.3 

  

 Here, the importance of including rotational receptances in the estimation process 

is first demonstrated using an example. Fig. 7.5 shows an estimated FRF using both 

translational and rotational receptances from the subsystems. The FRF being estimated 

is the point FRF in the lateral direction at node 10 of the assembled system. It is clear 



173 
 

that the estimated FRF perfectly matches the true one in terms of the magnitude and 

the phase. Note that the system is lightly damped, and damping is taken to be 

proportional [𝐂𝐂] = 27.9253[𝐌𝐌] + 2.8294 × 10−6[𝐊𝐊] . On the other hand, Fig. 7.6 

gives the results for the case in which only the receptances in the transverse direction 

of the subsystems are considered. It is easily seen that the estimated FRF fails to match 

the true FRF and that the two FRFs are fairly different. Thus, it can be seen that 

including both the receptances in the transverse and rotational directions in the 

estimation process is of vital importance to the results. That is to say, for the purpose 

of structural modification, rotational FRFs are necessary in addition to the translational 

FRFs. In the following simulations, rotational information is included unless specified 

otherwise. 

 

Figure 7. 5. The estimated FRF using both translational and rotational receptances. 
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Figure 7. 6. The estimated FRF using only translational receptances. 

7.2.2. Bending frequency assignment 

As mentioned earlier (see Eq. (7.21)), minimizing det(𝐇𝐇AC(𝑠𝑠) + 𝐇𝐇B(𝐱𝐱, 𝑠𝑠))2 can be 

one possible objective function for the structural modification problem. However, it is 

nonlinear in nature and its value can vary drastically especially (from very small 

number to a big one) when the desired natural frequency is high. Few scaling 

parameters are required to design an objective function that is numerically more stable 

for optimization algorithms. It is also assumed that subsystem A and C are 

proportionally damped and that subsystem B is undamped. The objective function for 

frequency assignment under the context is designed as 

min
𝐱𝐱
��𝛼𝛼𝑟𝑟 log10((det(𝐇𝐇AC(𝑠𝑠𝑟𝑟) + 𝐇𝐇B(𝐱𝐱, 𝑠𝑠𝑟𝑟))/𝑤𝑤𝑟𝑟)2) + 𝛽𝛽𝛽𝛽(𝐱𝐱,𝐱𝐱0)
𝑛𝑛

𝑟𝑟=1

� (7.22) 

Only the real part of �𝐇𝐇AC(𝑠𝑠𝑟𝑟) + 𝐇𝐇B(𝐱𝐱, 𝑠𝑠𝑟𝑟)� is taken to calculate the determinant, but 

for the sake of brevity it is not written down in Eq. (7.22). The weighting 𝑤𝑤𝑟𝑟 is defined 

as the product of the diagonal elements in real(𝐇𝐇AC(𝑠𝑠𝑟𝑟)) and 𝑔𝑔(𝐱𝐱, 𝐱𝐱0) is a function 
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used to penalize large solutions defined as 𝑔𝑔(𝐱𝐱, 𝐱𝐱0) = (‖𝐱𝐱 − 𝐱𝐱0‖ ‖𝐱𝐱0‖⁄ )2  where 

𝐱𝐱0 is a vector of the original values of the design variables. Moreover, the parameter 

𝛽𝛽 controls the trade-off between the cost of using large values of design variable and 

the cost of the assignment (the determinant function). A numerical example is given 

below to demonstrate the bending natural frequency assignment of a coupled system 

by coupling of subsystems.  

 It is assumed that the desired bending natural frequency of the coupled system 

given in Fig. 7.4 is 575 Hz. The goal is to find x that minimizes Eq. (7.22) given the 

desired frequency  s = (2π × 575 )i . The constraints of the design variables in 

subsystem B are  

0.02 (m) ≤ 𝑥𝑥1(diameter) ≤ 0.06 (m) 
0.01 (m) ≤ 𝑥𝑥2(length) ≤ 0.1 (m) 

Recall that the default values for them are 0.03m and 0.05m, respectively. The constant 

𝛽𝛽  is set to 10. To avoid falling into a local minimum, particle swarm algorithm is 

implemented. A solution is found to be [𝑥𝑥1 𝑥𝑥2]T = [0.0504 0.0815]T. The first 

four natural frequencies of the modified coupled system are listed in Table 7.4, which 

shows that the achieved natural frequency is only 0.04 Hz lower than the desired one. 

As the number of design variables is two, the objective function surface can be 

visualized in a three dimensional space, which is shown by Fig. 7.7. The circle denotes 

the initial points whilst the cross indicates the solution found by the algorithm. It can 

be seen that the solution is just one of many possible solutions in the feasible domain.  

 Note that a natural frequency is assigned to the coupled system without 

specifying the associated mode, in other words, the current method is not able to assign 

a natural frequency to a specific mode; however, if natural frequencies of the target 

system are well separated, it is possible to assign a natural frequency to a particular 

mode by not shifting the natural frequency too much as the example suggests. 

 

Table 7. 4. Natural frequencies of the modified coupled system. 

Mode number 1 (achieved) 2 (torsional) 3  4 

f (Hz) 574.96 586.48 599.83 634.39 
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Figure 7. 7. Objective function surface.  

 Different solution can be found by adjusting the trade-off parameter 𝛽𝛽𝑟𝑟. Fig. 7.8 

shows the top-view of the objective function surface of the case in which 𝛽𝛽 = 20. It 

can be noted that the surface is different from Fig. 7.7 and that the region where the 

last solution is located at is not as obvious. The solution to this objective function 

[0.0206 0.0534]T  is closer to the initial point, which clearly demonstrates the 

penalization of using large values of design variables. The achieved natural frequency 

for the solution is almost equal to the desired one, that is 575.01 Hz. This solution 

could be preferable over the previous one since the effort for the modification is less 

and the result is closer to the desired one. 
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Figure 7. 8. Objective function surface when 𝛽𝛽 = 20. 

 

7.2.3. Torsional frequency assignment 

If torsion is independent of bending, Eq. (7.14) can be rewritten as  

 ℎ𝑖𝑖𝑖𝑖 =
ℎ𝑖𝑖𝑖𝑖Aℎ𝑡𝑡𝑡𝑡B ℎ𝑝𝑝𝑝𝑝C

�ℎ𝑡𝑡𝑡𝑡A + ℎ𝑡𝑡𝑡𝑡B ��ℎ𝑝𝑝𝑝𝑝B + ℎ𝑝𝑝𝑝𝑝C � − ℎ𝑝𝑝𝑝𝑝B ℎ𝑡𝑡𝑡𝑡B
 (7.23) 

which gives the cross receptance from DoF i (in subsystem A) to DoF k (in subsystem 

C) of the coupled system. The denominator can be rearranged to det(𝐇𝐇AC(𝑠𝑠) +

𝐇𝐇B(𝑠𝑠)) with the same definitions of the two matrices. Thus, the objective function 

presented for the bending natural frequency assignment can also be applied to the 

problem of torsional frequency assignment. The objective function is repeated here for 

convenience. 

min
𝐱𝐱
��𝛼𝛼𝑟𝑟 log10((𝐝𝐝𝐝𝐝𝐝𝐝(𝐇𝐇AC(𝑠𝑠𝑟𝑟) + 𝐇𝐇B(𝐱𝐱, 𝑠𝑠𝑟𝑟))/𝑤𝑤𝑟𝑟)2) + 𝛽𝛽𝛽𝛽(𝐱𝐱,𝐱𝐱0)
𝑛𝑛

𝑟𝑟=1

� 
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 In the following example, the desired torsional natural frequency is set to 715 Hz 

whilst 𝛽𝛽 is set to 10. The constraints of the design variables and the initial values are 

the same as previous example: 

0.02 (m) ≤ 𝑥𝑥1(diameter = 0.03 by default) ≤ 0.06 (m) 

0.01 (m) ≤ 𝑥𝑥2(length = 0.05 by default) ≤ 0.1 (m) 

A solution is found using particle swarm algorithm, which is [𝑥𝑥1 𝑥𝑥2]T =

[0.0273 0.0231]T. The achieved natural frequencies are listed in Table 7.5, and the 

difference from the desired torsional frequency is 0.09 Hz. The top view of the 

corresponding objective function surface is given in Fig. 7.9, which suggests that a 

solution is found in the feasible domain and that the solution is relatively closer to the 

initial values compared to the other solutions owing to the penalization term. 

 

Table 7. 5. Natural frequencies of the modified coupled system. 

Mode number 1 2  3 (torsional) 4 

f (Hz) 575.70 617.29 714.91 809.32 

 

 

Figure 7. 9. The top view of the objective function surface. 

   



179 
 

7.2.4. Two-frequency assignment 

The two-frequency assignment problem is rather demanding under the current 

condition as there are equally two design variables. Since it has been demonstrated 

that either a bending natural frequency or a torsional natural frequency can be assigned 

using the same objective function. An example is given here to simultaneously assign 

a bending natural frequency and a torsional natural frequency to the coupled system. 

It can be seen from observation (see Fig. 7.8 and Fig. 7.9) that the solutions in 

the feasible domain are continuous in a sense that connecting their locations in the 

feasible domain could result in lines of troughs. That is to say, finding a solution for a 

multiple frequency assignment is equivalent to searching for the intersection of the 

objective function for each frequency assignment. For this example, the deaired 

frequencies for bending and torsion are 600 and 670 Hz, respectively. The constants 

{𝛼𝛼𝑟𝑟}𝑟𝑟=12  are both set to 1 and 𝛽𝛽 is set to 10. A solution is found within the feasible 

domain using particle swarm algorithm, which is [𝑥𝑥1 𝑥𝑥2]T = [0.0348 0.0875]T. 

The achieved natural frequencies, listed in Table 7.6, show that the assignment is 

successful. The errors towards the desired frequencies are 1.17 Hz for the bending and 

0.07 for the torsion. The top-view of the objective function surface, given by Fig. 7.10, 

shows that the solution is found at the intersection of two lines of troughs as expected. 

The number of solutions to this problem are lower than that in the previous examples, 

which is expected since the number of desired frequencies increases.  

 

Table 7. 6. Natural frequencies of the modified coupled system. 
Mode number 1 2 3 (torsional) 4 

f (Hz) 598.83 616.61 669.93 659.94 

 

The cross FRFs in the lateral direction between node number 2 and number 13 

before and after the modifications are plotted in Fig. 7.11. In this case, the vibration 

response of the couple system operating under the first critical speed can then be 

reduced and the operating frequency range is increased. It can also be noticed that the 
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second bending mode has lower sensitivity to the modifications made as the frequency 

after the modifications is rather close to the original one. 

 
Figure 7. 10. Objective function surface. 

   

 
Figure 7. 11. Cross FRFs before and after the modifications.  
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7.3. Estimation of rotational receptances 

The importance of including rotational receptances has been demonstrated by Fig. 7.6. 

However, currently it is not possible to directly measure high-quality rotational 

receptances in practice due to the lack of instruments for moment excitation and 

measurement. As a result, indirect measurement techniques have been proposed to 

replace the use of such an instrument with traditional excitation and measurement. 

Recall that in Chapter 6 a new method (Method 2) for estimating torsional receptances 

is proposed and has shown that the proposed measuring method produces better results 

than the method proposed in the literature. Commonly speaking, torsional receptance 

is a rotational receptance but in the axial direction; thus, Method 2 in theory can be 

applied to measurements of rotational receptances in other directions by changing the 

T-block’s orientation, which is demonstrated in Fig. 7.12, so that the imparted force in 

the transverse direction can yield a moment excitation to the parent structure at the 

rotational DoF of interest. Moreover, note that only receptances at the connection 

DoFs of the subsystems are required in the frequency assignment for the coupled 

system, and thus Method 2 in theory can produce enough information for the 

assignment problem. 

 
Figure 7. 12. The orientation for rotational receptance estimation. 
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 Fig. 7.12 shows the orientation for measuring rotational receptances in the x-z 

plane. The receptances in the x-z plane pertaining to the rotational DoF 𝜃𝜃𝑦𝑦 that may 

not be directly measured are ℎ𝑥𝑥, 𝜃𝜃𝑦𝑦, ℎ𝜃𝜃𝑦𝑦,𝑥𝑥, and ℎ𝜃𝜃𝑦𝑦,𝜃𝜃𝑦𝑦. In fact, ℎ𝜃𝜃𝑦𝑦,𝑥𝑥 can be directly 

measured using rotational accelerometers and impact hammer, but the rotational 

accelerometers require a flat mounting surface for optimal measurement performance. 

This suggests that the structure of interest might have to be machined or altered. For a 

shaft or a rotor, this kind of alteration might not be favourable as it could introduce 

asymmetricity and increase costs; for that reason, ℎ𝜃𝜃𝑦𝑦,𝑥𝑥  is treated unmeasurable and 

will be indirectly measured through Method 2.  

 As an example, the receptances of Subsystem A shown in Fig. 7.4 are to be 

measured using the setup in Fig. 7.12. Similar to Chapter 6, the Subsystem A and the 

assembled structure are assumed to be lightly proportionally damped, and the damping 

of the T-block is excluded in the estimation process. The selections of DoFs for 

response are DoFs 4, 8, and 21, and that for excitation are DoFs 4, 18, and 19 (see Fig. 

7.12). The receptances ℎ𝜃𝜃𝑦𝑦,𝜃𝜃𝑦𝑦   and ℎ𝑥𝑥,𝜃𝜃𝑦𝑦   of Subsystem A at the connection end are 

estimated. Fig. 7.13 gives the corresponding estimation results using Eq. (6.22) with 

noise level equal to 0% and 2.5%, respectively. It can be seen that the estimated FRFs 

agree well with the exact ones when noise is not present. However, Fig. 7.13(b) 

suggests that the estimation is quite sensitive to noise, and the results are not 

satisfactory even when the rotational information (DoF 8) is included in the estimation 

process. It is also found that the noticeable fluctuation around 500 Hz is associated 

with a bending natural frequency of the assembled system (Subsystem A + T-block, 

496.84 Hz to be exact). 
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Figure 7. 13. Comparison of the estimated FRFs and the true FRFs. (a) The noise 

level is 0%. (b) The noise level is 2.5%. 

 The results can be improved by considering ℎ𝑥𝑥,𝑥𝑥 and modifying the estimation 

equation. For the connection end, assuming that the motion in the z-axis direction is 

not coupled with the motion in the other directions, 𝐇𝐇cc
A  in Eq. (6.19) can be written 

explicitly and Eq. (6.19) can be rewritten as 

 𝐋𝐋 = �
ℎ𝑥𝑥, 𝑥𝑥 ℎ𝑥𝑥, 𝜃𝜃𝑦𝑦 0
ℎ𝜃𝜃𝑦𝑦, x ℎ𝜃𝜃𝑦𝑦, 𝜃𝜃𝑦𝑦 0

0 0 ℎ𝑧𝑧,𝑧𝑧

� 𝐑𝐑 (7.24) 

with obvious definitions of matrices L and R. Since the axial receptance ℎ𝑧𝑧,𝑧𝑧 is not 

of interest, the last row and the last column in L and R can both be removed, leading 

to 

 �𝐥𝐥1
T

𝐥𝐥2
T� = �

ℎ𝑥𝑥, 𝑥𝑥 ℎ𝑥𝑥, 𝜃𝜃𝑦𝑦
ℎ𝜃𝜃𝑦𝑦, 𝑥𝑥 ℎ𝜃𝜃𝑦𝑦, 𝜃𝜃𝑦𝑦

� �𝐫𝐫1
T

𝐫𝐫2T
� (7.25) 
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where the remaining entries in L and R are arranged in the row vectors whose lengths 

are determined by the number of excitations. If ℎ𝑥𝑥,𝑥𝑥 can be measured directly, then 

ℎ𝑥𝑥, 𝜃𝜃𝑦𝑦  and ℎ𝜃𝜃𝑦𝑦, 𝜃𝜃𝑦𝑦  can be estimated using the two equations in Eq. (7.25), respectively. 

The equations can be solved in a least-squares sense. For instance, the residual of the 

first equation can be written as 

 �𝐥𝐥1
T − ℎ𝑥𝑥,𝑥𝑥𝐫𝐫1T� − ℎ𝑥𝑥, 𝜃𝜃𝑦𝑦𝐫𝐫2

T = 𝐞𝐞T (7.26) 

Note that all the terms in Eq. (7.26) are complex for damped structures; thus, the real 

part and the imaginary part can be solved separately. Considering the real part of each 

term is extracted, the residual squared can be expressed as 

 𝜀𝜀 = 𝐞𝐞T𝒆𝒆 = 𝐩𝐩1T𝐩𝐩1 − 2ℎ𝑥𝑥, 𝜃𝜃𝑦𝑦𝐩𝐩1
T𝐫𝐫2 + ℎ𝑥𝑥, 𝜃𝜃𝑦𝑦

2𝐫𝐫2T𝐫𝐫2 (7.27) 

where 𝐩𝐩1T = �𝐥𝐥1
T − ℎ𝑥𝑥, 𝑥𝑥𝐫𝐫1T�. 𝜕𝜕𝜕𝜕 𝜕𝜕ℎ𝑥𝑥, 𝜃𝜃𝑦𝑦� = 0 results in the following equation 

 ℎ𝑥𝑥, 𝜃𝜃𝑦𝑦 =
𝐩𝐩1T𝐫𝐫2
𝐫𝐫2T𝐫𝐫2

 (7.28) 

The real part of ℎ𝑥𝑥, 𝜃𝜃𝑦𝑦  can now be obtained, and the imaginary part of ℎ𝑥𝑥, 𝜃𝜃𝑦𝑦  can be 

solved in the same procedure. Once ℎ𝑥𝑥, 𝜃𝜃𝑦𝑦  is estimated, ℎ𝜃𝜃𝑦𝑦, 𝜃𝜃𝑦𝑦  can be estimated using 

the second equation in Eq. (7.25). If the principle of reciprocity holds, the equation 

can be written as 

 �𝐥𝐥2
T − ℎ𝑥𝑥,𝜃𝜃𝑦𝑦𝐫𝐫1

T� = ℎ𝜃𝜃𝑦𝑦,𝜃𝜃𝑦𝑦𝐫𝐫2
T (7.29) 

in which ℎ𝜃𝜃𝑦𝑦,𝜃𝜃𝑦𝑦  can also be solved in the same fashion. Fig. 7.14(a) gives the results 

using the modified equations. It is clear that the fluctuations due to the noise are greatly 

reduced, compared to Fig. 7.13(b). The noticeable fluctuation around the assembled 

system’s bending natural frequency disappears, and the variation of errors is reduced. 

However, the quality of the receptances is still not good enough for receptance-based 

structural modifications.  
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Figure 7. 14. Comparison of the estimated FRFs and the true FRFs. (a) ℎ𝑥𝑥,𝑥𝑥 is 

included in the estimation process. (b) FRFs are filtered to remove noise. 

 For this reason, the noise elimination technique proposed by Sanliturk and Cakar 

[156] is applied to filter out the noise in the FRFs. The number of singular values used 

to separate the meaningful data from noise is set to 20 for ℎ𝜃𝜃𝑦𝑦,𝜃𝜃𝑦𝑦 and 40 for ℎ𝑥𝑥,𝜃𝜃𝑦𝑦, 

respectively. The corresponding filtered FRFs are given in Fig. 7.14(b). It is clear that 

the noise is almost eliminated and that now the filtered FRFs match the exact FRFs 

quite well. It can be noted that noise around the peaks of the FRF still remains. This is 

because of the magnitude-dependent noise assumption. Fortunately, this type of noise 

may not be very common in reality. Therefore, it is believed that the proposed 

technique for rotational receptance estimation is able to produce high-quality FRFs for 

the structural modification problem. 
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7.4. Conclusion 

This chapter deals with the problem of frequency assignment through the coupling of 

subsystems. A technique that integrates receptance coupling method, structural 

modification, and optimization is presented. The receptance method is first extended 

to a coupled system of three subsystems, and a simple representation of the receptance 

functions at the coupled interface of the coupled system is derived. The formulation 

shows that only the receptance functions of the subsystems at the connection 

coordinates are required to determine the receptance function of the coupled system at 

the same coordinates. This relationship is further used as a basic formula for structural 

modification. 

 The technique is applied to a coupled FE model to verify its applicability. The FE 

model consists of three subsystems that are connected in series. It is assumed that the 

subsystems other than the one in the middle are lightly damped and that the middle 

subsystem is a circular beam whose diameter and length can be modified within certain 

ranges. Through modifying the undamped middle beam, the coupled system can thus 

possess some desired natural frequencies. The simulation results show that the current 

technique works well with the frequency assignment problem. Bending natural 

frequencies or torsional natural frequencies can be assigned to the coupled system, 

respectively or simultaneously. None of the simulation examples exceed more than 

1% of error between the desired natural frequencies and the achieved ones.  

 The problem of rotational receptance measurement is also dealt with as the 

rotational receptances are essential to the structural modification problem. A slight 

modification has been made to Method 2 (proposed in Chapter 6) to improve its 

robustness on the rotational receptance estimation. Numerical simulations show that 

the technique is able to produce accurate estimations and thus is appropriate for this 

frequency assignment problem of concern.   
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8.  Conclusions and Outlook 
This chapter summarizes the main contributions of the thesis and the outlook for the 

research. 

 

8.1. Conclusions 

The objectives of the research arise from the open problems identified from reviewing 

the literature in the area of receptance-based method for passive inverse structural 

modification. It can be seen that there is a gap between the growth of its theoretical 

study of the method and the development of the practical implementation. The main 

causes can be grouped into the problems in the theoretical side or the practical side. 

For the theoretical side, the forms of the modification are limited to only a small 

number of simple modifications (point mass or grounded spring for example) as, in 

the traditional formula, it is difficult to incorporate different types of modifications 

and it becomes complicated to find a solution when the number of unknown variables 

increases. For the practical side, it is sometimes difficult to carry out the exact 

modification, for instance, the stiffness modification is expensive to realise without a 

careful study and inspection of the material in use and the structure of concern. 

Moreover, it is difficult to get high-quality rotational/torsional receptances through 

measurements. Since the method is receptance-based, a small amount of error in the 

receptances can lead to an inaccurate solution that degrades the performance of the 

dynamical assignment. These problems have to be addressed so as to make the method 

more effective in real circumstances. 

 To deal with the theoretical side of the problem, the traditional formula for the 

receptance-based method is further extended so that the receptances of the modified 

system can be solely represented by the modifications and the receptances of the 

original system. The relationship between the subsidiary receptance matrix and the 

receptances of the original system is included. Based on the extended formula, the 

structural modification problem is cast into an optimization problem. By doing so, the 
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assignment problem can now incorporate different types of modifications and is 

capable of finding a solution when the number of design variables is large. It is shown 

numerically that various dynamic properties such as pole, zero, eigenstructure, node, 

and ratio of receptance can be assigned under the proposed framework. To test the 

applicability, it is applied to a laboratory geared rotor-bearing system for natural 

frequency and antiresonant frequency assignments. Only a small number of 

receptances are required for the problem and are all measured through traditional 

Impact Testing. The experimental results, which include natural frequency and 

antiresonant frequency assignments, are quite successful although the rotor system is 

comprised of many mechanical parts and also mounted on rather flexible aluminium 

profiles. As an additional application, the method is used to find the optimal locations 

for the modifications that result in the highest first bending natural frequency. It is 

usually preferred to have higher first bending natural frequency as it can reduce the 

vibration of a rotating system operating under the first critical speed.  

 Following the aforementioned work, the problem of obtaining rotational or 

torsional receptances is addressed in this thesis for the aim of estimating high-quality 

and accurate receptances. To achieve this goal, it is first important to note that 

imparting enough energy to the DoFs of interest is necessary in order for the 

corresponding response to be observed. By keeping this in mind, the method of 

exciting the structure of concern via a T-block attachment is likely to be the best 

strategy. Therefore, in this thesis a T-block is used to indirectly estimate the rotational 

and torsional receptances, and Receptance coupling technique is used to decouple the 

influence of the T-block attachment. Two receptance-based methods are thereby 

developed and one of the methods are shown to be more superior and robust. The 

proposed method can accommodate arbitrary locations for response and excitation and 

does not require any assumption about damping. As the method is receptance-based, 

no numerical models of the T-block or the structure of concern are required. The 

estimation can be all based on experimental results. However, an updated FE model 

of the T-block is suggested in practice since its numerical receptances would not 

deviate much from experimental ones and the usage of contaminated experimental 

data can be avoided. It is found in this thesis that the inclusion of rotational response 
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plays a key role in obtaining high-quality receptance in a noisy environment. The 

method can produce accurate receptances with appropriate selections of excitation and 

response and has shown to have 90% less variation in errors compared to the most 

recent literature. The method is as well implemented in a laboratory rotor-bearing 

system to estimate torsional receptances, and the results show that the estimated 

receptances are clear and can be used to obtain torsional modal parameters. It is also 

used to estimate the gear mesh stiffness of a laboratory geared rotor-bearing system 

(two shafts of 30 cm and 100 cm). The results suggest that the modelling method of 

the gear mesh adopted (skewed stiffness) may not be appropriate and that the system 

is dominated by the long shaft. With the proposed method, rotational and torsional 

receptances can now be measured with high accuracy and can be used also in the 

context of structural modification. 

 Finally, the thesis deals with the issue of utilizing modifications that are not 

simple in a structural modification problem. The case of interest is an assembled rotor 

system consisting of two rotor subsystems and a joint that is modelled as a circular 

beam. It is found via Receptance coupling technique that the poles of the assembled 

system can be determined by the receptances of the subsystems and the joint at the 

connection ends. The importance of including rotational receptances in this type of 

structural modification problem is demonstrated using simulations. Thanks to the 

proposed receptance estimation method, obtaining experimental rotational 

receptances is possible in practice. The problem of frequency assignment is addressed 

in the optimization fashion with an additional term penalizing large modifications. It 

is shown numerically that more than one frequency, bending or torsion, could be 

assigned to the coupled system by changing the geometric properties of the joint. For 

the application, a frequency band with no natural frequencies can be constructed or 

the bending and the torsional natural frequency can be assigned simultaneously. The 

operating speed of the coupled system can be adjusted and the vibration response in a 

frequency range can be decreased. Although in this chapter only two rotor subsystems 

and a joint are considered, the technique is applicable to a coupled system comprising 

more subsystems and joints. 
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8.2. Outlook 

There are still issues and potential applications left unresolved in the field of 

receptance-based inverse structural modification method. Some of them are 

summarized below: 

 

1. It would be desirable to extend the structural modification method to a “rotating” 

system. That is to say, one can assign desired dynamical properties to a rotating 

system at different spin speeds.  

2. In the proposed indirect measurement method, the connection between the T-block 

and the parent structure is assumed to be rigid. However, this might not be true in 

practice. The torque required to approximate the assumption has to be studied, and 

this value might differ for different materials used.  

3. The implementation of the torsional frequency assignment using the proposed 

methods in this thesis would be interesting. To the author’s knowledge, receptance-

based torsional frequency assignment has not been reported in the literature.  

4. In chapter 7, the joint that connects two subsystems is treated as a beam and this 

can be extended to a more complicated structure such as couplings. 

5. There are cases in which a passive structural modification is insufficient. 

Simultaneously utilizing passive and active structural modification and combining 

their advantages can be a promising structural modification method. Semi-active 

control is also worth studying.  

6. The uncertainty in measured FRFs and the propagation of the uncertainty onto the 

structural modification results are worth investigating. A source of uncertainty in 

the measured FRFs is the operator uncertainty, which is the uncertainty introduced 

as a result of human error in the measurement procedure including inconsistent 

force excitation and/or inconsistent excitation position. 
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Appendix A 
The eigensensitivity model updating technique has been implemented many times 

throughout the study. This appendix is mainly to give the procedure of the technique 

and to show how the technique works. The content is mainly based on a paper by 

Mottershead et al. [21] and another one by Dorosti et al. [162]. 

 It is assumed that m experimental eigenvalues, denoted by 𝛌𝛌e ∈ ℂ𝑚𝑚×1 , are 

available, and that the corresponding numerical eigenvalues for the design variables 

𝐱𝐱 ∈ ℝ𝑞𝑞×1 in the numerical model are 𝛌𝛌n(𝐱𝐱) ∈ ℂ𝑚𝑚×1. If the two sets of eigenvalues 

differ from each other, a measure that can reflect how close the numerical model 

reproduces the experimental results can be defined in terms of the squares of the errors 

as  

 𝜖𝜖𝑖𝑖 = [𝛌𝛌e − 𝛌𝛌n(𝐱𝐱𝑖𝑖)]H𝐖𝐖[𝛌𝛌e − 𝛌𝛌n(𝐱𝐱𝑖𝑖)] (A.1) 

The aim is thus to minimize Eq. (A1) iteratively, and i is the iteration number. 𝐱𝐱𝑖𝑖 can 

be interpreted as the values of the design variables at ith iteration. The weighting matrix 

W can be designed as  

 𝐖𝐖 = �
�𝜆𝜆n,1 max (𝛌𝛌n)⁄ �

−2
0 0

0 ⋱ 0
0 0 �𝜆𝜆n,𝑚𝑚 max (𝛌𝛌n)⁄ �

−2
� (A.2) 

in order to make each square of error to have equal contribution to 𝜖𝜖𝑖𝑖. Linearizing 

𝛌𝛌n(𝐱𝐱𝑖𝑖) using the first-order Taylor series expansion gives 

 𝜆𝜆n(𝐱𝐱𝑖𝑖+1) ≈ 𝜆𝜆n(𝐱𝐱𝑖𝑖) +
𝜕𝜕𝜆𝜆n(𝐱𝐱𝑖𝑖)
𝜕𝜕𝐱𝐱𝑖𝑖

∆𝐱𝐱𝑖𝑖 (A.3) 

Substituting Eq. (A3) into Eq. (A1) results in  

 𝜖𝜖𝑖𝑖 ≈ ∆𝐫𝐫𝑖𝑖𝐻𝐻𝐖𝐖∆𝐫𝐫𝑖𝑖 (A.4) 

where 

 ∆𝐫𝐫𝑖𝑖 = [𝛌𝛌e − 𝛌𝛌n(𝐱𝐱𝑖𝑖)] −
𝜕𝜕𝜆𝜆n(𝐱𝐱𝑖𝑖)
𝜕𝜕𝐱𝐱𝑖𝑖

∆𝐱𝐱𝑖𝑖 (A.5) 
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Eq. (A5) can be rewritten as  

 ∆𝐫𝐫𝑖𝑖 = ∆𝛌𝛌𝑖𝑖 − 𝐒𝐒𝑖𝑖∆𝐱𝐱𝑖𝑖 (A.6) 

with obvious definition of ∆𝛌𝛌𝑖𝑖 and 𝐒𝐒𝑖𝑖, and the matrix S is known as the sensitivity 

matrix. Note that Eq. (A4) is a fair approximation of Eq. (A1) in the vicinity of 𝜆𝜆n(𝐱𝐱𝑖𝑖). 

For a overdetermined problem, i.e. 𝑞𝑞 < 𝑚𝑚 , Eq. (A4) can be minimized in a least- 

squares sense. Calculating 𝜕𝜕𝜖𝜖𝑖𝑖 𝜕𝜕∆𝐱𝐱𝑖𝑖⁄ = 0 results in the following equation [162] 

 Re(𝐒𝐒𝑖𝑖𝐻𝐻𝐖𝐖𝐒𝐒𝑖𝑖)∆𝐱𝐱𝑖𝑖 = Re(𝐒𝐒𝑖𝑖𝐻𝐻𝐖𝐖∆𝛌𝛌𝑖𝑖) (A.7) 

which can be solved for ∆𝐱𝐱𝑖𝑖. Hence, the updated parameter at the i+1 iteration is 

 𝐱𝐱𝑖𝑖+1 = 𝐱𝐱𝑖𝑖 + 𝛼𝛼∆𝐱𝐱𝑖𝑖 (A.8) 

where 𝛼𝛼 is a scaling factor to control the step in the iteration process. The iteration 

stops when 𝜖𝜖𝑖𝑖 converges. In practice, the iteration process stops until the following 

stopping criterion is met 

 |𝜖𝜖𝑖𝑖+1 − 𝜖𝜖𝑖𝑖| < 𝛿𝛿 (A.9) 

where 𝛿𝛿  is a sufficiently small number. It is also shown in [162] that Eq. (A4) is 

locally convex if 𝐒𝐒𝑖𝑖 is in full rank. In other words, in order for the iteration process to 

converge to a global minimum, it is important to have an intelligent guess on the initial 

design variables. 
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Appendix B 
The following content provides the detail and the derivation for Eq. (6.21), which then 

constitutes the main equation for Method 2 in the torsional receptance estimation in 

Chapter 6.  

 The displacement-force relationship of a coupled system (AB) composed of 

subsystem A and subsystem B in the frequency domain can be defined as 

 �
𝐮𝐮cAB

𝐮𝐮bm
AB� = �𝐓𝐓c 0

0 𝐓𝐓bm
� �

𝐮𝐮cB

𝐮𝐮bm
B � = �

𝐇𝐇cc
AB 𝐇𝐇cbf

AB

𝐇𝐇bmc
AB 𝐇𝐇bmbf

AB � �
𝐟𝐟cAB

𝐟𝐟bf
AB� (B.1) 

In this equation, the coupling conditions, Eq. (6.4) and (6.5), and the coordinate 

transformation matrixes of the responses, 𝐓𝐓c and 𝐓𝐓bm, are also included. Subtracting 

Eq. (B1) by Eq. (6.15) gives 

 

�00� = �𝐓𝐓c
−1 0

0 𝐓𝐓bm−1� �
𝐇𝐇cc
AB 𝐇𝐇cbf

AB

𝐇𝐇bmc
AB 𝐇𝐇bmbf

AB � �
𝐟𝐟cAB

𝐟𝐟bf
AB�

− �
𝐇𝐇cc
B 𝐇𝐇cbf

B

𝐇𝐇bmc
B 𝐇𝐇bmbf

B � �
𝐟𝐟cB

𝐟𝐟bf
B � 

(B.2) 

Rearranging Eq. (B2) by moving 𝐟𝐟cB  to the right hand side of the equation and 

applying another coupling condition, 𝐟𝐟bf
AB = 𝐓𝐓bf  𝐟𝐟bf

B , give 

 �
𝐇𝐇cc
B

𝐇𝐇bmc
B � 𝐟𝐟cB = �

𝐓𝐓c−1𝐇𝐇cc
AB

𝐓𝐓bm−1𝐇𝐇bmc
AB � 𝐟𝐟cAB + �

𝐓𝐓c−1𝐇𝐇cbf
AB𝐓𝐓bf − 𝐇𝐇cbf

B

𝐓𝐓bm−1𝐇𝐇bmbf
AB 𝐓𝐓bf − 𝐇𝐇bmbf

B �  𝐟𝐟bf
B  (B.3) 

Extracting the second row of Eq. (B3) and assuming that 𝐟𝐟cAB is equal to zero result in 

 𝐟𝐟cB = 𝐇𝐇bmc
B +

�𝐓𝐓bm−1𝐇𝐇bmbf
AB 𝐓𝐓bf − 𝐇𝐇bmbf

B �𝐟𝐟bf
B  (B.4) 

where ∎+ denotes the pseudoinverse. Thus, 𝐮𝐮bm
B  in Eq. (6.2) can be written as 



194 
 

 𝐮𝐮bm
B = 𝐇𝐇bmc

B 𝐇𝐇bmc
B +

�𝐓𝐓bm−1𝐇𝐇bmbf
AB 𝐓𝐓bf − 𝐇𝐇bmbf

B �𝐟𝐟bf
B + 𝐇𝐇bmbf

B 𝐟𝐟bf
B  (B.5) 

which can be grouped into two parts for a clearer representation 

 𝐮𝐮bm
B = �𝐄𝐄𝐓𝐓bm−1𝐇𝐇bmbf

AB 𝐓𝐓bf�𝐟𝐟bf
B + �𝐇𝐇bmbf

B − 𝐄𝐄𝐇𝐇bmbf
B �𝐟𝐟bf

B  (B.6) 

where 𝐄𝐄 = 𝐇𝐇bmc
B 𝐇𝐇bmc

B +
. 
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