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INTERTWINING, EXCURSION THEORY AND KREIN THEORY OF
STRINGS FOR NON-SELF-ADJOINT MARKOV SEMIGROUPS1

BY PIERRE PATIE∗, MLADEN SAVOV†,2 AND YIXUAN ZHAO∗

Cornell University∗ and Bulgarian Academy of Sciences†

In this paper, we start by showing that the intertwining relationship be-
tween two minimal Markov semigroups acting on Hilbert spaces implies that
any recurrent extensions, in the sense of Itô, of these semigroups satisfy the
same intertwining identity. Under mild additional assumptions on the inter-
twining operator, we prove that the converse also holds. This connection,
which relies on the representation of excursion quantities as developed by
Fitzsimmons and Getoor (Illinois J. Math. 50 (2006) 413–437), enables us
to give an interesting probabilistic interpretation of intertwining relationships
between Markov semigroups via excursion theory: two such recurrent ex-
tensions that intertwine share, under an appropriate normalization, the same
local time at the boundary point. Moreover, in the case when one of the (non-
self-adjoint) semigroup intertwines with the one of a quasi-diffusion, we ob-
tain an extension of Krein’s theory of strings by showing that its densely
defined spectral measure is absolutely continuous with respect to the mea-
sure appearing in the Stieltjes representation of the Laplace exponent of the
inverse local time. Finally, we illustrate our results with the class of positive
self-similar Markov semigroups and also the reflected generalized Laguerre
semigroups. For the latter, we obtain their spectral decomposition and pro-
vide, under some conditions, an explicit hypocoercivity L2-rate of conver-
gence to equilibrium which is expressed as the spectral gap perturbed by the
spectral projection norms.

1. Introduction. The famous problem “Can we hear the shape of a drum?”
raised by Kac [29] in 1966 has attracted much attention in the past decades. The
question asks whether one can determine a planar region � ⊆ R

2, up to geometric
congruence, from the knowledge of all the eigenvalues of the problem

1

2
�u + λu = 0 on �,
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where � is the Laplacian operator, with Dirichlet or Neumann boundary condi-
tions. In other words, if we consider the triplet (�,�, (λn)n≥0) where (λn)n≥0
represents the sequence of eigenvalues of � on �, then Kac’s problem asks if
� can be determined by providing (λn)n≥0. It was not until 1992 that Gordon,
Webb and Wolpert [27] answered this question negatively by constructing a coun-
terexample with two noncongruent planar domains �1 and �2 which are isospec-
tral, that is, the sequence of eigenvalues of � on these domains coincide, counted
with multiplicities. These domains are the first planar instances of nonisometric,
isospectral, compact connected Riemannian manifolds that were previously enun-
ciated by Sunada [55] in the context of the Laplace–Beltrami operator. An equiva-

lent formulation of Kac’s problem can be described as follows. Writing (P
�j

t )t≥0,
j = 1,2, the semigroups generated by �|�j

on L2(�j ), and assuming that there
exists a unitary operator � : L2(�2) �→ L2(�1) such that

P
�1
t �f = �P

�2
t f

for all f ∈ L2(�2), then does it follow that �1 and �2 are congruent? This idea
was first exploited by Bérard [7, 8] who reconsidered Sunada’s isospectral problem
by providing an explicit transplantation map, that is an intertwining operator which
is an unitary isomorphism, which carries each eigenspace in L2(�2) into the cor-
responding eigenspace in L2(�1). In addition, Arendt [2] (resp., Arendt et al. [3])
showed that for subdomains of RN (resp., for manifolds), if the intertwining opera-
tor is order isomorphic, that is, � is linear, bijective and f ≥ 0 a.e. ⇔ �f ≥ 0 a.e.,
then �1 and �2 are congruent, offering a positive answer to Kac’s problem. Fur-
thermore, Arendt et al. [4] considered a more general setting by studying isospec-
trality of the Dirichlet or Neumann-type semigroups associated to elliptic opera-
tors, including non-self-adjoint ones, by means of the concept of similarity, which
is an intertwining relationship with � a bounded operator with a bounded inverse
from the Hilbert space L2(�1) to L2(�2). Note that the similarity relation between
their corresponding semigroups is equivalent to the isospectral property in the case
of Laplacians, but, in general, a stronger property for non-self-adjoint operators.
On the other hand, for �i ⊂ R

2, they also showed that it is impossible to have a
similarity transform that simultaneously intertwines Dirichlet and Neumann op-
erators on �1 and �2 and, therefore, there does not exist a similarity transform
that intertwines elliptic operators with Robin boundary conditions, that is a linear
combination of Dirichlet and Neumann conditions.

In this paper, we reconsider these problems from another perspective. More
specifically, we consider the intertwining relationship

(1) Pt�f = �Qtf,

where P = (Pt )t≥0 and Q = (Qt)t≥0 are two Markov semigroups defined on
L2(m) = L2(E,m) and L2(m) = L2(E,m), respectively, with (E,E) a Lusin state
space which contains a point b ∈ E which is regular for the two semigroups, m, m
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two measures and � : L2(m) �→ L2(m) is merely a densely defined closed and one-
to-one operator. In other words, compared to Kac’s framework, we are interested
in a (weak) isospectrality from an analytical viewpoint rather than a geometric one:
while the state space remains the same we consider different operators acting on
this domain that intertwine in a weak sense. We emphasize that since we do not
require a similarity relation between the operators it may happen that their spectra
differ drastically.

The first issue we investigate is to understand whether in our set up the inter-
twining relation is stable under any modification of the boundary conditions. For
instance, is it possible that there exists an operator that links simultaneously the
Dirichlet and Neumann operators, providing an opposite answer to the one ob-
tained in [4] for identical operators acting on different planar domains? We shall
show that indeed if two Dirichlet semigroups intertwine (in the sense given above)
then any of their recurrent extensions in the sense of Itô, are also linked with the
same operator. This includes for instance the case of Neumann boundary condition,
but also reflecting type condition with a jump and sticky boundary conditions and
a mixture of them. We carry on by providing sufficient conditions for the reverse
claims to hold.

We proceed by studying the following question. Can one provide a probabilis-
tic interpretation of intertwining relationships between Markov semigroups? This
is a natural and fundamental question as this type of commutation relationships
appears in various issues in recent studies of stochastic processes; see, for exam-
ple, [20, 22, 40, 44, 46]. We show that when two Dirichlet semigroups intertwine
then any of their recurrent extensions share, under an appropriate normalization,
the same local time at the regular boundary point. Indeed we prove that the law
of their inverse local time which is, from the general theory of Markov processes,
a subordinator, is characterized by the same Bernstein function. This has the nice
pathwise interpretation that the intertwining Markov processes behave the same
at a common regular boundary point, but, of course, have different behavior else-
where.

Next, we recall that the inverse local time of a quasi-diffusion also plays an
important role in Krein’s spectral theory of strings, since it contains information
about the spectrum of the quasi-diffusion process killed at the boundary. Therefore,
the question arises naturally that whether one can, through an intertwining relation
with the semigroup of a quasi-diffusion, derive a similar result for nondiffusions.
We answer this question positively by showing that if P and Q satisfy relation
(1) with Q being the semigroup of a quasi-diffusion, then the Laplace exponent
of the inverse local time of the (nondiffusion) Markov process corresponding to P

also admits a Stieltjes representation, and the (densely defined) spectral measure
of the killed semigroup of P is absolutely continuous with respect to the measure
appearing in this Stieltjes representation. This defines a weaker version of Krein’s
property, which can be seen as an extension to Krein’s theory to nondiffusions.
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The rest of this paper is organized as follows. After this current section of in-
troduction and basic setups, we start in Section 2 by stating our main theorem
and its three corollaries, which give results on the intertwining of semigroups of
recurrent extensions, excursion theory and Krein’s theory of strings. We prove
these results in Section 3. In Section 4, we provide two classes of semigroups
which serve as examples for such intertwining relationship. In particular, we study
the classes of positive self-similar semigroups and reflected generalized Laguerre
semigroups, and show that these (non-self-adjoint) semigroups intertwine with the
Bessel semigroup and (classical) Laguerre semigroup, respectively. We also de-
duce the expression for the Laplace exponents of their inverse local times. For a
reflected generalized Laguerre semigroup, we also obtain in Section 4 its spectral
expansion under some conditions, and derive its rate of convergence to equilib-
rium, which follows a perturbed spectral gap estimate.

1.1. Preliminaries. Let (E,E) be a Lusin state space, with Bb(E) (resp.
B+

b (E)) denoting the space of bounded real-valued (resp., bounded real-valued
and nonnegative) measurable functions on E, and Cb(E) denoting the space of
bounded continuous functions on E. Let X = (Xt)t≥0 (resp., Y = (Yt )t≥0) de-
fined on a filtered probability space (�,F, (Ft )t≥0,P) be a strong Markov pro-
cess on E, which is assumed to have an infinite lifetime, and let P = (Pt )t≥0
(resp., Q = (Qt)t≥0) denote its corresponding Borel right semigroup, that is,
Ptf (x) = Ex[f (Xt)] (resp., Qtf (x) = Ex[f (Yt )]) for f ∈ Bb(E), where Ex de-
notes the expectation under the measure Px satisfying Px(X0 = x) = 1 (resp., Px

satisfying Px(Y0 = x) = 1). We also assume that for any f ∈ Cb(E) (resp., Bb(E))
and x ∈ E, the mappings

(2) t �→ Ptf (x) and t �→ Qtf (x) are continuous (resp., Borel),

and we recall that condition (2) also means that Pt and Qt are stochastically con-
tinuous; see, for example, [19], Definition 5.1. We further suppose that b ∈ E is a
regular point for itself, that is Pb(T

X
b = 0) = Pb(T

Y
b = 0) = 1, where T X

b = inf{t >

0;Xt = b} is the hitting time of b for the process X, and T Y
b is defined similarly.

Let X† = (X
†
t )t≥0 = (Xt ;0 ≤ t < T X

b ) be the process X killed when it hits b, after
which it is sent to the cemetery point �, where we adopt the usual convention that
a real-valued function f on E can be extended to � by f (�) = 0. We also let
P † = (P

†
t )t≥0 denote the semigroup of X†, that is, P

†
t f (x) = Ex[f (Xt); t < T X

b ],
and we define the process Y † = (Y

†
t )t≥0 along with its semigroup Q† = (Q

†
t )t≥0

in a similar fashion. Next, let Uqf = ∫∞
0 e−qtPtf dt and U†

q f = ∫∞
0 e−qtP

†
t f dt

be the resolvents of P and P †, respectively, and, Vq and V †
q be the resolvents of

Q and Q†.
We now assume that there exists an excessive measure m (resp., m) on (E,E) for

the semigroup P (resp., Q), that is, m (resp., m) is a σ -finite measure and mPt ≤m
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(resp., mQt ≤ m) for all t > 0, and in particular, when mPt =m (resp., mQt = m),
m (resp., m) is an invariant measure. Then a standard argument (see [19], Theo-
rem 5.8) indicates that P extends uniquely to a strongly continuous semigroup on
L2(m), which is the weighted Hilbert space

L2(m) =
{
f : E →R measurable ; ‖f ‖m =

∫
E

f 2(x)m(dx) < ∞
}

endowed with the norm ‖ · ‖m (when there is no confusion and for sake of sim-
plicity, if m is absolutely continuous, we also use m to denote its density and write
L2(m) the Hilbert space with weight m(x) dx). Similarly, Q also admits a strongly
continuous extension to L2(m). Note that since mP

†
t ≤ mPt ≤ m, m is also an

excessive measure for P †, hence P † can also be uniquely extended to a strongly
continuous semigroup on L2(m). Similar results hold for Q† as well.

Now let us follow the construction as described in Getoor [26] to observe
that there exists a left-continuous X̂ = (X̂t )t≥0 under the probability measure P̂x ,
which is the dual process of X with respect to m, and is moderate Markov, that is
it enjoys the Markov property (only) at predictable times. Note that the measures
(P̂x)x∈E are only determined modulo an m-polar set; see [54], Definition (10.9),
for definitions of (semi)polar sets. Let P̂tf (x) = Êx[f (X̂t )] denote the moderate
Markov dual semigroup associated with X̂ and Ûq be the resolvent, then P̂ and Ûq

are linked to P and Uq via the duality formula

(Ptf, g)m = (f, P̂tg)m, (Uqf, g)m = (f, Ûqg)m

for each f,g ∈ Bb(E), q > 0, t ≥ 0, where throughout we denote

(3) (f, g)m =
∫
E

f (x)g(x)m(dx)

whenever this integral exists.
Because b is a regular point for itself, the singleton {b} is not semipolar and there

exists a local time lX at b, which is a positive continuous additive functional of X,
increasing only on the visiting set {t ≥ 0;Xt = b}. We mention that lX is uniquely
determined up to a multiplicative constant. The inverse local time τX = (τX

t )t≥0 is
the right continuous inverse of lX , that is,

τX
t = inf

{
s > 0; lXs > t

}
, t ≥ 0.

It is a standard argument that under the law Px , τX is a strictly increasing subordi-
nator and, therefore, for any q > 0,

Eb

[
e−qτX

t
]= e−t�X(q),

where �X(q) is the Laplace exponent of τX and admits the following Lévy–
Khintchin representation

(4) �X(q) = δX + qγX +
∫ ∞

0

(
1 − e−qr)μX(dr),
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with δX = limq→0 �X(q) is the so-called killing parameter, γX = limq→∞ �X(q)
q

is the so-called elasticity parameter, and μX is the Lévy measure of τX , that is, a σ -
finite measure concentrated on (0,∞) satisfying

∫∞
0 (1 ∧ r)μX(dr) < ∞. Further-

more, we follow [50], Chapter X, Section 2, to define the so-called Revuz measure
RlX for the local time lX as

RlXf = lim
t→0

1

t
Em

[∫ t

0
f (Xs) dlXs

]
,

which, in the case when m is an invariant measure, can be defined by the simpler
formula

RlXf = Em

[∫ 1

0
f (Xs) dlXs

]
.

Its total mass, denoted by c(m), is

(5) c(m) = RlX1,

which is a positive constant. Since the local time can be defined up to a multiplica-
tive constant, in order to streamline the discussion, we suppose for the remainder
of this paper that the local time lX has been normalized so that c(m) = 1. The no-
tation for lY , τY , �Y (q), δY , γY , μY are trivial to understand, and we also suppose
that lY has been normalized to make c(m) = 1.

Moreover, by Fitzsimmons and Getoor [24], Proposition (A.4), we have
P̂b[T X̂

b = 0] = 1 (note that [24], Proposition (A.4), is stated with the one-hat

convention, that is, P̂b[T X
b = 0] = 1 which is the same as P̂b[T X̂

b = 0] = 1),

where T X̂
b is the hitting time of b by X̂, and thus b is regular for X̂. Let now

X̂† = (X̂t ,0 ≤ t < T X̂
b ) denote the process X̂ killed at b, and P̂ † and Û†

q for its
semigroup and resolvent. In addition, for x ∈ E, we let

ϕX
q (x) = Ex

[
e−qT X

b
]
, ϕX(x) = ϕX

0 (x) = Px

[
T X

b < ∞]
,

ϕX̂
q (x) = Ex

[
e−qT X̂

b
]
, ϕX̂(x) = ϕX̂

0 (x).

It is well known that the strong Markov property implies the following relation,
for any x ∈ E and f ∈ Bb(E) ∪ L2(m):

(6) Uqf (x) = U†
q f (x) + ϕX

q (x)Uqf (b).

On the other hand, although the dual process X̂ is moderate Markov, by [24],
Corollary (A.11), we have for all f ∈ B+

b (E),

(7) Ûqf (x) = Û†
q f (x) + ϕX̂

q (x)Ûqf (b).

Similarly, there exists a moderate Markov dual process Ŷ associated with Y and m,
whose semigroup and resolvent are denoted by Q̂ and V̂q , respectively. The killed
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process is denoted by Ŷ † and its semigroup and resolvent are denoted by Q̂† and
V̂ †

q , and the notation ϕY
q , ϕY , ϕŶ

q , ϕŶ are self-explanatory. As pointed to us by an
anonymous referee, it would be interesting to develop further potential theoretical
properties and the excursion theory of the dual process introduced recently by
Beznea and Röckner [14] for Borel right semigroups.

2. Statements of main results. In this section, we will state the main theorem
and some of its corollaries. We start by defining a few notation. For two sets A and
B , we write A ⊆d B if A ⊆ B and A = B , where A is the closure of A. Moreover,
for some operator �, we denote D� to be its domain, Ran(�) its range and we
define the following class of linear operators

(8) C(m,m) = {� : D� ⊆d L2(m) → Ran(�) ⊆d L2(m) injective and closed
}
.

Note that if � ∈ C(m,m), then �̂ ∈ C(m,m) where �̂ is the L2-adjoint of �,
that is, for any f ∈ D�, g ∈ D�̂, we have 〈�f,g〉m = 〈f, �̂g〉m, where 〈·, ·〉m
(resp., 〈·, ·〉m) denotes the standard inner product in L2(m) (resp., L2(m)). In ad-
dition, we say � is mass preserving if �1E ≡ 1E where 1E(x) = 1 for all x ∈ E

and 0 otherwise, and it is assumed that 1E is in the (possibly) extended domain of
�. Extension is required only if m is of infinite mass. Then we have the following
results.

2.1. Intertwining relations and inverse local time. The main results of this
section are stated in the following theorem.

THEOREM 2.1. Let � ∈ C(m,m), with both � and �̂ being mass preserving.
Consider the following claims:

1. P
†
t �f = �Q

†
t f for all f ∈ D� ∪ {1E}.

2. Pt�f = �Qtf for all f ∈ D� ∪ {1E}.
3. For any q > 0, we have ϕY

q ∈ D� with ϕX
q (x) = �ϕY

q (x) m-almost every-

where (a.e. for short) on E, and, ϕX̂
q ∈ D� with ϕŶ

q (x) = �ϕX̂
q (x) m-a.e. on E.

4. �X(q) = �Y (q) for each q > 0.

Then we have

(1) ⇒ (3) ⇒ (4) and (1) ⇒ (2).

If in addition, writing 1{b} the indicator function at {b}, we have, for any x ∈ E,

�1{b}(x) = 1{b}(x), �̂1{b}(x) = 1{b}(x),

and, for all f ∈ D� ∪ {1E}, g ∈ D�̂ ∪ {1E},(9)

�Qtf (b) = Qtf (b), �̂P̂tg(b) = P̂tg(b)

then

(2) ⇒ (3) and (1) ⇔ (2).
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REMARK 2.2.

1. Note that � can be defined up to a multiplicative constant c, hence the mass
preserving condition (resp., condition (9)) can be stated in a slightly more general
way as, there exists a constant c �= 0 such that c� is mass preserving (resp., satis-
fies (9)). We point out that the assertions 1 and 2 implicitly assume that the ranges
of Qt and Q

†
t are included in D�.

2. If m is of finite mass on E, then clearly 1E ∈ L2(m). Otherwise, we under-
stand the conditions (1) and (2) for 1E as Qt and Pt acting as Markov operators on
Bb(E). For sake of simplicity, we keep the same notation as for the L2-semigroups.

COROLLARY 2.3. Under assumption (1) or equivalently, (2) together with the
additional condition (9) for �, then � also intertwines two generators with Robin
boundary condition at b, recalling that it is a linear combination of Dirichlet and
Neumann conditions.

Here, we address that as opposed to the setting in [4], where there are no simi-
larity transforms between two Laplacians acting on two isospectral domains with
Robin boundary condition, our situation is different in two aspects. First, the two
generators are acting on the same space and both have the same boundary at 0.
Second, the intertwining operator � that we consider in this paper is not a sim-
ilarity transform as in [4]. Therefore, we see that under a different setting, there
indeed exists an intertwining relation between two Robin-type generators.

2.2. Excursion theory. We now provide a further probabilistic explanation for
the intertwining relation by means of excursion theory. We first recall that the
complement of the closure of the random set {t > 0;Xt = b} is the disjoint union
of a countable number of open intervals, the excursion intervals from b. Then,
to the excursions of X from the regular point b, we can associate an exit sys-
tem (P, lX), where P is the so-called (Maisonneuve) excursion measure; see [36],
Definition 4.10, for definition. Moreover, let us define the collection of σ -finite
measures (Pt )t>0 by

Pt (f ) = P
[
f (Xt), t < Tb

]
,

for any f ∈ B+
b (E). Then (Pt )t>0 is an entrance law for the semigroup P †, in

other words, Ps+t = PsP
†
t for any s > 0, t ≥ 0. Furthermore, for any q > 0, we

define Uq(f ) = ∫∞
0 e−qtPt (f ) dt . Similarly, let Q denote the Maisonneuve ex-

cursion measure for the process Y , (Qt )t>0 be the associated entrance law and
Vq(f ) = ∫∞

0 e−qtQt (f ) dt . We use lX(a) (resp., lY (a)) to denote the length of
the first excursion interval with length l > a for the process X (resp., Y ). In ad-
dition, we let MX (resp., MY ) denote the closure in [0,∞) of the visiting set
{t ≥ 0;Xt = b} (resp., {t ≥ 0;Yt = b}), and ζX = supMX (resp. ζY = supMY )
be the last exit time of X (resp., Y ) from b. Then we have the following corollary.
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COROLLARY 2.4. Under the assumption in Theorem 2.1(1), the following
statements hold:

(a) For any A ∈ B(R+) a Borel set, we have P(T X
b ∈ A) = Q(T Y

b ∈ A).
(b) For every a ∈ R+, lX(a) and lY (a) have the same distribution.
(c) For every x > 0, ζX and ζY have the same distribution under Px .

2.3. Krein’s spectral theory of strings. We first recall that the Laplace expo-
nent of the inverse local time is an essential object in Krein’s spectral theory of
strings, for which we will provide a brief review of the known results herein,
and we refer to [31, 32] for an excellent account of the topic. For sake of sim-
plicity, here we take b = 0 as the regular boundary but note that the choice of 0
is indeed arbitrary. Suppose Y is the Markov process corresponding to the gen-
eralized second-order differential operator G = d

dm
d
dx

with boundary condition

f −(0) = limx↓0
f (0)−f (−x)

x
= 0, where m is a string, that is a right-continuous and

nondecreasing function defined on [0, l) → [0,∞) for some 0 < l = l(m) ≤ ∞
with m(0) = 0. Then Y is called a quasi-diffusion (also called generalized diffu-
sion or gap diffusion) with 0 being a regular boundary. In this case, it is known
that �Y is a Pick function, that is, a holomorphic function that preserves the upper
half-plane, that is, �(�Y (z)) ≥ 0 for all �(z) > 0. Moreover, recalling the Lévy–
Khintchin representation of �Y as given in (4), then the Lévy measure μY admits
a density uY which is completely monotone, with

(10) uY (r) =
∫ ∞

0
e−rqνY (dq),

for some measure νY satisfying
∫∞

0
νY (dq)

1+q
< ∞, and δY = νY ({0}).

Indeed, let M and P denote the spaces of strings and Pick functions, respec-
tively, then Krein’s theory says that there exists a bijection between M and P, in
the sense that for any Pick function � ∈ P, there exists a quasi-diffusion Y with
generator d

dm
d
dx

for some m ∈ M, such that � is the Laplace exponent of the in-

verse local time of Y . The converse also holds. Moreover, recalling that Q
†
t is the

semigroup of Y killed at hitting 0, let G† denote its infinitesimal generator, defined
as

G†f = lim
t→0

Q
†
t f − f

t

for f in the domain D(G†) = {f ∈ L2(m);G†f ∈ L2(m)}. We also recall that a
family of orthogonal projection operators E= (Eq)q∈(−∞,∞) on L2(m) is called a
resolution of identity if for all f ∈ L2(m):

1. limq↑r Eqf = Erf , that is, Eq is strongly left continuous for all q ∈
(−∞,∞).

2. limq↓−∞ Eqf = 0, limq↑∞ Eqf = f .
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3. EqErf = Emin(q,r)f .

Note that since G† is a self-adjoint operator, it generates a unique resolution of
identity EY = (EY

q )q∈(−∞,∞), which can be represented by

(11) EY
q = 1(−∞,q]

(
G†).

Finally, let σ(G†) represent the spectrum of G†, then Y (or its corresponding semi-
group Q) satisfies the Krein’s property, which is defined as follows:

1. For any f ∈ L2(m), Q
†
t f admits the spectral expansion in L2(m)

(12) Q
†
t f =

∫
σ(G†)

e−qt dEY
q f.

2. For any f,g ∈ L2(m), the signed measure 〈dEY
q f, g〉m is absolutely continu-

ous with respect to νY (dq), the spectral measure of the Pick function �Y as shown
in (4) and (10), and the Radon–Nikodym derivative between these two measures
is given by

(13)
〈dEY

q f, g〉m
νY (dq)

= (f,hq)m(g,hq)m

for some function hq .

During the last decades, there have been a lot of nice developments of the
Krein’s theory of strings; see, for example, Kotani [30] for a generalization of
Krein’s theory into the case of singular boundaries. However, these works are
still in the framework of quasi-diffusion or differential operator. In what follows,
we propose an extension of Krein’s theory to general Markov semigroups. Since
these linear operators are in general non-self-adjoint operators (neither normal),
meaning that there is no spectral theorem available, we need to introduce the
following weaker notion of resolution of identity. First, fix some interval [α,β],
−∞ ≤ α < β ≤ ∞, we follow [16] to define a non-self-adjoint resolution of iden-
tity as a family of measure-valued operators E = (Eq)q∈[α,β] : D(E) → L2(m)

which satisfies the following:

(i) D(E) ⊆d L2(m) and EqD(E) ⊆ D(E) for all q ∈ [α,β].
(ii) Eαf = 0, Eβf = f for all f ∈D(E).

(iii) EqErf = Emin(q,r)f for all q, r ∈ [α,β], f ∈ D(E).

DEFINITION 2.5. Suppose that {0} is a regular point for X, then we say X (or
its corresponding semigroup P ) satisfies the weak-Krein property if the following
conditions hold:

(i) The Lévy measure μX of �X (the Laplace exponent of the inverse local
time at 0) has a completely monotone density, which can be represented in the
form (10) for some measure νX .
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(ii) There exists a Borel set C and D(EX) ⊆d L2(m) such that on D(EX),

(14) P
†
t =

∫
C

e−qtdEX
q

for any t > 0, where EX = (EX
q )q∈[infC,supC] is a non-self-adjoint resolution of

identity on D(EX).
(iii) 〈dEX

q f,g〉m is absolutely continuous with respect to νX for any f ∈
D(EX), g ∈ L2(m).

Note that the weak-Krein property only requires the spectral expansion (14) to
hold on a dense subset of L2(m), which is distinguished from the Krein property
for quasi-diffusions, where this expansion holds on the entire Hilbert space. Then
we have the following corollary.

COROLLARY 2.6. Suppose that Theorem 2.1(1) holds, with Q being the semi-
group of a quasi-diffusion and � ∈ B(L2(m),L2(m)). Further assume that for any
q ∈ σ(G†), EY

q g ∈ D� for all g ∈ D�, then P has the weak-Krein property, with

C = σ(G†).

3. Proof of Theorem 2.1 and its corollaries.

3.1. Proof of Theorem 2.1. We start the proof with the following results, which
may be of independent interest.

LEMMA 3.1. Assume that (1) (resp., (2)) holds, then for any f ∈ D� and
q > 0, we have

U†
q �f = �V †

q f,(15)

(resp. Uq�f = �Vqf ).(16)

PROOF. First, assuming that (2) holds and let us define for any n > 0, Un
q f =∫ n

0 e−qtPtf dt and V n
q f = ∫ n

0 e−qtQtf dt , then by the intertwining relation, we
have, for f ∈ D�,

Un
q �f =

∫ n

0
e−qtPt�f dt =

∫ n

0
e−qt�Qtf dt = �

∫ n

0
e−qtQtf dt = �V n

q f.

However, note that limn→∞ V n
q f = Vqf in L2(m), and limn→∞ �V n

q f =
limn→∞ Un

q �f = Uq�f in L2(m), then by the closeness property of �, we have

�Vqf = Uq�f.

Similar arguments hold under assumption (1) and this completes the proof. �
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LEMMA 3.2. For each q > 0, we have ϕX
q ,ϕX̂

q ∈ L2(m) and ϕY
q ,ϕŶ

q ∈ L2(m).

PROOF. First, according to Fitzsimmons and Getoor [24], Theorem (3.6)(ii),
we can write (

1E,ϕX̂
q

)
m

= (δX + q
(
ϕX

q ,ϕX̂)
m

)
Uq1E(b).

Now since qUq1E(b) ≤ 1 and δX + q(ϕX
q ,ϕX̂)m = �X(q) < ∞, we see that

(1E,ϕX̂
q )m < ∞ for each q > 0, that is, ϕX̂

q ∈ L1(m) since it is nonnegative. More-

over, since ϕX̂
q (x) ≤ 1 for all x, we have∫ ∞

0

(
ϕX̂

q (x)
)2
m(dx) ≤

∫ ∞
0

ϕX̂
q (x)m(dx) = (1E,ϕX̂

q

)
m

< ∞.

Therefore, ϕX̂
q ∈ L2(m). Similarly, we have(

1E,ϕX
q

)
m

= (δX + q
(
ϕX̂

q , ϕX)
m

)
Ûq1E(b).

By [24], Proposition 3.9, δX + q(ϕX̂
q , ϕX)m = δX + q(ϕX

q ,ϕX̂)m < ∞, while on
the other hand qÛq1E(b) ≤ 1, hence ϕX

q ∈ L1(m) and also in L2(m) since it is

bounded by 1. The same arguments apply for the proof for ϕY
q and ϕŶ

q , and this
completes the proof of this lemma. �

3.1.1. Proof of (1) ⇒ (3). Note that for any x ∈ Eb where we denote Eb =
E\{b}, we have Px(T

X
b = 0) = 0, hence since X has an a.s. infinite lifetime, we

can rewrite ϕX
q (x) using integration by parts, which yields

ϕX
q (x) =

∫ ∞
0

e−qt
Px

(
T X

b ∈ dt
)= ∫ ∞

0
qe−qt

Px

(
T X

b ≤ t
)
dt

= 1 −
∫ ∞

0
qe−qtP

†
t 1E(x) dt

= 1 − qU†
q 1E(x),

where we used the fact that P
†
t 1E(x) = Px(T

X
b > t). On the other hand, since b is

regular for itself, we have ϕX
q (b) = 1. Combining with the fact that U†

q 1E(b) = 0,
we see that for all x ∈ E,

(17) ϕX
q (x) = (1E − qU†

q 1E

)
(x).

Similarly, we have ϕY
q (x) = (1E − qV †

q 1E)(x). Furthermore, by recalling that
�1E = 1E and applying Lemma 3.1, we obtain

(18) U†
q 1E(x) = U†

q �1E(x) = �V †
q 1E(x).
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Combining the above results, we get that, for any q > 0 and x ∈ E,

ϕX
q (x) = (1E − qU†

q 1E

)
(x) = �

(
1E − qV †

q 1E

)
(x) = �ϕY

q (x).

Since we have shown that ϕY
q ∈ L2(m), we also see that ϕY

q ∈ D�. Next, by (1), we
deduce easily that, for any f ∈ D� and g ∈ D�̂, the following series of identities
holds: 〈

f, �̂P̂
†
t g
〉
m = 〈�f, P̂

†
t g
〉
m

= 〈P †
t �f,g

〉
m

= 〈�Q
†
t f, g

〉
m

(19)
= 〈Q†

t f, �̂g
〉
m

= 〈f, Q̂
†
t �̂g

〉
m
.

It means that Q̂
†
t �̂g − �̂P̂

†
t g ∈ D⊥̂

�
= {0} since D�̂ = L2(m). Therefore, P̂ † and

Q̂† are intertwined on D�̂ as follows:

�̂P̂
†
t = Q̂

†
t �̂.

By [24], Proposition (A.6), we have P̂y(T
Ŷ
b = 0) = 0 for all y ∈ Eb\S where S is

a m-semipolar set, which m does not charge, recall again [54], Definition (10.9),
for definitions of (semi)polar sets. On the other hand, since we are assuming that
�̂ is also mass preserving, we can use the same arguments as above to prove that
�̂ϕX̂

q (x) = ϕŶ
q (x) for all q > 0 and x ∈ Eb\S. This completes the proof.

3.1.2. Proof of (3) ⇒ (4). Recall from [24], Theorem 3.6, that under the nor-
malization c(m) = 1, the Laplace exponent of the inverse local time can be written
as

(20) �X(q) = δX + q
(
ϕX

q ,ϕX̂)
m
,

where we recall that the notation (·, ·)m is given in (3), which means that
(ϕX

q ,ϕX̂)m < ∞ for all q > 0. Similarly, (ϕY
q , ϕŶ )m < ∞ for all q > 0. On the

other hand, by Lemma 3.2, we see that ϕX
q ,ϕX̂

q ∈ L2(m) and ϕY
q ,ϕŶ

q ∈ L2(m) for
any q > 0. Hence the assumption (3) implies that for any q, r > 0,〈

ϕX
q ,ϕX̂

r

〉
m

= 〈�ϕY
q ,ϕX̂

r

〉
m

= 〈ϕY
q , �̂ϕX̂

r

〉
m = 〈ϕY

q ,ϕŶ
r

〉
m.

Next, since plainly ϕX̂
r (x) ↑ ϕX̂(x) and ϕŶ

r (x) ↑ ϕŶ (x) pointwise as r ↓ 0, we
easily deduce by monotone convergence that(

ϕX
q ,ϕX̂)

m
= lim

r↓0

(
ϕX

q ,ϕX̂
r

)
m

= lim
r↓0

〈
ϕX

q ,ϕX̂
r

〉
m

= lim
r↓0

〈
ϕY

q ,ϕŶ
r

〉
m

= lim
r↓0

(
ϕY

q ,ϕŶ
r

)
m = (ϕY

q ,ϕŶ )
m,

where we used the fact that (f, g)m = 〈f,g〉m for any f,g ∈ L2(m). Moreover,
from [24], Remark 3.21, the killing term δX can be represented as

δX = lim
q→∞

(
ϕX̂

q ,1E − ϕX)
m

= lim
q→∞

(
ϕX̂

q ,�
(
1E − ϕY ))

m

= lim
q→∞

(
�̂ϕX̂

q ,1E − ϕY )
m = lim

q→∞
(
ϕŶ

q ,1E − ϕY )
m = δY .
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Therefore, combining the above results yields

�X(q) = δX + q
(
ϕX

q ,ϕX̂)
m

= δY + q
(
ϕY

q ,ϕŶ )
m = �Y (q),

where we consider again the normalization c(m) = c(m) = 1. This completes the
proof of (3) ⇒ (4).

3.1.3. Proof of (1) ⇒ (2). By [24], Theorem 3.6(ii), for any f ∈ L2(m) and
q > 0, Uqf (b) can be written as

Uqf (b) = (f,ϕX̂
q )m

�X(q)
= 〈f,ϕX̂

q 〉m
�X(q)

,

where the second identity comes from Lemma 3.2. Since we have proved (1) ⇒ (4)
(resp., (1) ⇒ (3)), which means that �X = �Y (resp., �̂ϕX̂

q = ϕŶ
q m-a.e.), we

deduce that, for f ∈ D�,

(21) Uq�f (b) = 〈�f,ϕX̂
q 〉m

�X(q)
= 〈f, �̂ϕX̂

q 〉m
�Y (q)

= 〈f,ϕŶ
q 〉m

�Y (q)
= Vqf (b).

Furthermore, by (1), we have U†
q �f = �V †

q f , hence the strong Markov property
(6) yields that for any x ∈ Eb,

(22) Uq�f = U†
q �f + Uq�f (b)ϕX

q = �
(
V †

q f + Vqf (b)ϕY
q

)= �Vqf,

which proves that Pt� = �Qt on D� and this completes the proof.

3.1.4. Proof of (2) ⇒ (3). Now let us further assume that � and �̂ satisfy
the condition (9). We proceed by recalling from [52], Theorem 1, that for any
f ∈ L2(m) ∪ {1E},
(23) Uqf (b) = Uq(f ) + γXf (b)

δX + qUq(1E) + qγX

.

Next, we will split the proof into three cases, depending on the value of δX and γX .
Case 1. δX > 0. Let us take f = 1E , then under the condition �1E = 1E , we

combine (6) and (17) to get, for any x ∈ E,

Uq�1E(x) = Uq1E(x) = U†
q 1E(x) + ϕX

q (x)Uq1E(b)

= 1

q
− ϕX

q (x)

q
+ ϕX

q (x)Uq1E(b)(24)

= 1

q
+
(
Uq1E(b) − 1

q

)
ϕX

q (x).

Note that Vq satisfies similar identities as (6) and (24), hence by linearity of �, we
have

�Vq1E(x) = 1

q
+
(
Vq1E(b) − 1

q

)
�ϕY

q (x).
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Since Uq�f = �Vqf by Lemma 3.1, we have

(25)
(
Uq1E(b) − 1

q

)
ϕX

q (x) =
(
Vq1E(b) − 1

q

)
�ϕY

q (x).

Moreover, by taking f = 1E in (23), we see that, under the assumption δX > 0,

Uq1E(b) − 1

q
= Uq(1E) + γX

δX + qUq(1E) + qγX

− 1

q
= − q−1δX

δX + qUq(1E) + qγX

< 0.

On the other hand, using the intertwining relation (2) and the assumptions that
�Qtf (b) = Qtf (b), �1E ≡ 1E , we have

Uq1E(b) = Uq�1E(b) = �Vq1E(b) = Vq1E(b),

which is a strictly less than 1
q

if δX > 0. Therefore, we can easily conclude from

(25) that ϕX
q (x) = �ϕY

q (x). The dual argument ϕŶ
q (x) = �̂ϕX̂

q (x) on Eb\S is
proved similarly using the dual intertwining relation �̂P̂t = Q̂t �̂, which can be
shown via similar methods as the ones used to get (19) and combined with the
relation (7) for Ûq and V̂q .

Case 2. δX = 0, γX > 0. Since b is regular, we have that U†
q 1{b}(x) = 0 for any

x ∈ E and, therefore,

(26) Uq1{b}(x) = ϕX
q (x)Uq1{b}(b).

Recalling the condition �1{b} ≡ 1{b}, we therefore have

ϕX
q (x)Uq1{b}(b) = Uq1{b}(x) = Uq�1{b}(x) = �Vq1{b}(x)

= Vq1{b}(b)�ϕY
q (x),

where for the last identity follows as the relation (26) for Vq . Moreover, taking
f = 1{b} in (23) with δX = 0, we have

Uq1{b}(b) = Uq(1{b}) + γX1{b}(b)

qUq(1E) + qγX

= γX

qUq(1E) + qγX

> 0.

Next, the assumption �Qt(b) = Qtf (b) yields that

Uq1{b}(b) = Uq�1{b}(b) = �Vq1{b}(b) = Vq1{b}(b) > 0,

therefore, ϕX
q (x) = �ϕY

q (x). We can prove ϕŶ
q (x) = �̂ϕX̂

q (x) on Eb\S using simi-
lar techniques with the dual intertwining relation �̂P̂t = Q̂t �̂ and the identity (7).

Case 3. δX = γX = 0. Recall that (Pt )t>0 is the (Maisonneuve) entrance law of
P †, and define Q̃t as Q̃t (f ) = Pt (�f ). Our aim is to show that Q̃t is indeed the
Maisonneuve entrance law of Q†. To this end, we define the measure Ṽ0 on Eb to
be such that

Ṽ0(f ) =
∫ ∞

0
Q̃s(f ) ds.
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Note that Ṽ0(f ) = U0(�f ) as by definition, U0(f ) = ∫∞
0 Ps(f ) ds. Using the fact

that Q† is the minimal semigroup, that is, Q
†
t f ≤ Qtf for f ≥ 0, and together

with the intertwining relation (2), we have for all f ≥ 0,

(27) Ṽ0
(
Q

†
t f
)≤ Ṽ0(Qtf ) = U0(�Qtf ) = U0(Pt�f ).

By [24], Corollary 3.23, we can write U0 = ϕX̂m|Eb
. Moreover, it is well known

that ϕX̂ is an excessive function for P̂ , hence for any f ∈ L2(m),

ϕX̂mPtf = (ϕX̂,Ptf
)
m

= (P̂tϕ
X̂, f

)
m

≤ (ϕX̂, f
)
m
.

In other words, the measure ϕX̂m is an excessive measure for P . However, since
we are under the case γX = 0, which means that {b} is a null set for m, we see
from (27) that, for f ≥ 0,

Ṽ0
(
Q

†
t f
)≤ U0(Pt�f ) = ϕX̂mPt�f ≤ ϕX̂m�f = U0(�f ) = Ṽ0(f ).

Moreover, Ṽ0(Q
†
t f ) → 0 as t → ∞, so Ṽ0 is a purely excessive measure for Q†.

Hence by a standard result (see, e.g., [25], Theorem 5.25), Ṽ0 is the integral of
a uniquely determined entrance law, therefore, Q̃t is an entrance law of Q†. Fur-
thermore, let Ṽq = ∫∞

0 e−qtQ̃t dt , then by [52], the decomposition of resolvents
yields

Vqf (b) = �Vqf (b) = Uq�f (b) = Uq(�f )

qUq(1E\{b})
= Ṽq(f )

qṼq(1E\{b})
,

where we used the fact that

�1E\{b} = �(1E − 1{b}) = 1 − 1{b} = 1E\{b}.

Hence Q̃t is indeed the Maisonneuve entrance law of Q† and Vq ≡ Ṽq . Finally,

we use the relation Vq = ϕŶ
q m|Eb

, see [24], (3.22), to get that for any q > 0, f ∈
L2(m) ∩ B+

b (E),〈
ϕŶ

q , f
〉
m = Vq(f ) = Uq(�f ) = 〈ϕX̂

q ,�f
〉
m

= 〈�̂ϕX̂
q , f

〉
m,

which yields ϕŶ
q (x) = �̂ϕX̂

q (x) m-a.e. for all q > 0. The dual relation works simi-
larly.

3.1.5. Proof of (2) ⇒ (1). Since (2) implies that Uq�f = �Vqf , and we fur-
ther have Uq�f (b) = �Vqf (b) = Vqf (b) under the assumption that �Qtf (b) =
Qtf (b) for all f ∈D�. Thus, by simply reordering the identity (6), we have

U†
q �f (x) = Uq�f (x) − Uq�f (b)ϕX

q (x) = �
(
Vqf (x) − Vqf (b)ϕY

q (x)
)

= �V †
q f (x),

where the second identity uses the fact that (2) ⇒ (3). This proves the desired
argument.
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3.2. Proof of the corollaries.

PROOF OF COROLLARY 2.3. First, by Theorem 2.1, we have �X(q) = �Y (q)

and, therefore,

γY = lim
q→∞

�Y (q)

q
= lim

q→∞
�X(q)

q
= γX.

Moreover, recall that for all f ∈ L2(m) ∪ {1E}, Uqf (b) can be expressed as in
(23), where γX represents the stickiness of X at point b, and similar expression
holds for Vqf (b). In other words, when γX = γY = 0, b is a reflecting boundary
for both X and Y , hence both processes have a Neumann boundary condition at
b. While when γX = γY > 0, both X and Y have a Robin boundary condition at b

and this completes the proof. �

REMARK 3.3. If � is a bounded operator with D� = L2(m), we can also
prove this result via infinitesimal generators. In particular, let L (resp., G) de-
note the infinitesimal generator of P (resp., Q) in L2(m) (resp., L2(m)) and D(L)

(resp., D(G)) for its domain. Then for any f ∈D(G), by the definition of infinites-
imal generators, we have limt→0

Qtf −f
t

= Gf in L2(m). On the other hand, since
� ∈ B(L2(m),L2(m)), we see that for any sequence tn → 0 and n, k ∈ N,∥∥∥∥�Qtnf − f

tn
− �

Qtkf − f

tk

∥∥∥∥
m

≤ ‖|�‖|
∥∥∥∥Qtnf − f

tn
− Qtkf − f

tk

∥∥∥∥
m

→ 0,

which implies that (�
Qtnf −f

tn
)n≥0 is a Cauchy sequence in L2(m), and hence con-

vergent. Since � is also a closed operator, we have that

(28) �Gf = � lim
t→0

Qtf − f

t
= lim

t→0

�Qtf − �f

t
= lim

t→0

Pt�f − �f

t
,

where the last identity comes from assumption (2). Moreover, since � maps L2(m)

to L2(m), we have �Gf ∈ L2(m) and, therefore, the right-hand side of the above
equation converges in L2(m). Hence we conclude that �f ∈ D(L) and L�f =
�Gf on D(G). As both L and G have Robin boundary condition at b when γX =
γY > 0, this completes the proof.

PROOF OF COROLLARY 2.4. First, we combine the representation of �X as
in (4) and the statement in Theorem 2.1 to make the easy observation that

(29) μX(dy) = μY (dy).

Hence by [24], Corollary 2.22, we have

P
(
T X

b ∈ A
)= μX(A) = μY (A) = Q

(
T Y

b ∈ A
)
.

Note that although the normalizing constants c(m) and c(m) are not 1 in [24], this
will not bring any issue because the Maisonneuve excursion measure P and Q are
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defined up to a multiplicative constant, that is, if (P, lX) is an exit system, then
so is (c−1P, clX) for any c > 0. To see this in more detail, we can simply replace
lX by c(m)lX and P by P/c(m), and note that μX is also replaced by μX/c(m).
Similar arguments hold for the process lY and for Q as well, which proves the first
item. Moreover, denoting μX(c) = μX(c,∞) for any c > 0, it is easy to see from
(29) that μX(c) = μY (c) for any c > 0. Therefore, by Bertoin [9], Section IV.2
Lemma 1, for any b ≥ a, we have

(30) P
(
lX(a) > b

)= μX(b)

μX(a)
= μY (b)

μY (a)
= P

(
lY (a) > b

)
,

which proves the second item. Finally, for the last item, we simply apply [24],
Proposition 2.17, to get, for any x, q > 0, that

Ex

[
e−qζX

]= δX

�X(q)
= δY

�Y (q)
= Ex

[
e−qζY

]
.

Hence ζX and ζY have the same distribution under Px and this concludes the proof.
�

PROOF OF COROLLARY 2.6. Given the intertwining relation in (1), by The-
orem 2.1, we see that �X = �Y . Moreover, assuming that Y is a quasi-diffusion,
which means that μY has an absolutely continuous density uY which admits the
representation (10) for some measure νY , hence so does μX since we can simply
take νX = νY . On the other hand, since Y has the Krein’s property, Q

†
t satisfies the

expansion given in (12), and there exist functions (hq)q∈σ(G†) such that, for any
f,g ∈ L2(m), 〈

dEY
q f, g

〉
m = (f,hq)m(g,hq)mνY (dq).

Now let us define the family of operators (EX
q )q∈σ(G†) as EX

q = �EY
q �−1 on

D(EX) = Ran(�). For any f ∈ D(EX), let g = �−1f ∈ D�, and we observe the
following:

(i) D(EX) = Ran(�) is assumed to be dense in L2(m). Moreover, for any
q ∈ σ(G†), we have EY

q g ∈D� by assumption. Hence

EX
q f = �EY

q �−1f = �EY
q g ∈ D

(
EX),

that is, EX
q D(EX) ⊆D(EX).

(ii) Using the property of the resolution of identity EY and the boundedness of
�, we have that

lim
q→infσ(G†)

EX
q f = lim

q→infσ(G†)
�EY

q �−1f = lim
q→infσ(G†)

�EY
q g = 0,

lim
q→supσ(G†)

EX
q f = lim

q→supσ(G†)
�EY

q �−1f = ��−1f = f.
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(iii) EX
q E

X
r f = �EY

q �−1�EY
r �−1f = �EY

min(q,r)�
−1f = EX

min(q,r)f for any

q, r ∈ σ(G†).

Hence EX is a non-self-adjoint resolution of identity. Next, let (qk)
n
k=0 be a

partition of [infσ(G†), supσ(G†)]. Then for any f ∈ D(EX), g ∈ L2(m), since
EY (�k) = EY

qk
− EY

qk−1
is an orthogonal projection, we have that

n∑
k=1

∣∣〈[EX
qk

− EX
qk−1

]
f,g

〉
m

∣∣= n∑
k=1

∣∣〈EY (�k)�
−1f, �̂g

〉
m

∣∣< ∞

since the series
∑n

k=1〈EY (�k)�
−1f, �̂g〉m is telescoping, and moreover, the right-

hand side is uniformly bounded over all partitions as 〈dEY
q f, g〉m is a signed mea-

sure for any f,g ∈ L2(m). Therefore, we see that 〈EX· f,g〉m is of bounded vari-
ation on [infσ(G†), supσ(G†)], and by the Riesz representation theorem, there
exists a unique operator P̃

†
t f = ∫σ(G†) e

−qtdEX
q f on D(EX). Then it is easy to see

that for f ∈ D(EX), g ∈ L2(m),〈
P̃

†
t f, g

〉
m

=
∫ ∞

0
e−qtd

〈
EX

q f,g
〉
m

=
∫ ∞

0
e−qtd

〈
�EY

q �−1f,g
〉
m

=
∫ ∞

0
e−qtd

〈
EY

q �−1f, �̂g
〉
m

= 〈Q†
t �

−1f, �̂g
〉
m

= 〈P †
t ��−1f,g

〉
m

= 〈P †
t f, g

〉
m
,

which shows that indeed P
†
t f = P̃

†
t f on D(EX). Moreover, for any f ∈ D(EX),

g ∈ L2(m), 〈
dEX

q f,g
〉
m

= 〈�dEY
q �−1f,g

〉
m

= 〈dEY
q �−1f, �̂g

〉
m

= (�−1f,hq

)
m(�g,hq)mνY (dq)

= (�−1f,hq

)
m(�g,hq)mνX(dq),

which means that 〈dEX
q f,g〉m is absolutely continuous with respect to νX and this

shows that X (or its semigroup P ) also satisfies the weak-Krein property. �

4. Reflected self-similar and generalized Laguerre semigroups. The aim
of this part is two-fold. On the one hand, we illustrate the main results of the
previous sections by studying two important classes of Markov processes, namely
the spectrally negative positive self-similar Markov processes that were introduced
by Lamperti [35] and their associated generalized Laguerre processes whose def-
inition will be recalled below. We emphasize that these two classes have been
studied intensively over the last two decades and appear in many recent studies in
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applied mathematics, such as random planar maps, fragmentation equation, biol-
ogy; see, for example, [10], [11] and [40]. On the other hand, we also provide the
spectral expansion of both the minimal and reflected semigroups associated to the
generalized Laguerre processes. This complements the work of Patie and Savov
[40] where such analysis has been carried out for the transient with infinite life-
time generalized Laguerre semigroups. From now on, we fix the Lusin space to be
(E,E) = (R+,B(R+)), the space of Borel sets on nonnegative real numbers, and
we set b = 0. Next, we denote by Y = (Y t )t≥0 the squared Bessel process with pa-
rameter −θ , with θ ∈ (0,1), and write Q = (Qt)t≥0 its corresponding semigroup,
that is, Qtf (x) = Ex[f (Y t )], f ∈ C0(R+), x, t ≥ 0, where we recall that C0(R+)

stands for the space of continuous on R+ vanishing at infinity. It is well known
(see, e.g., [15], Chapter IV.6) that Q is a Feller semigroup, whose infinitesimal
generator is given by

Gf (x) = xf ′′(x) + (1 − θ)f ′(x), x > 0,

for f ∈ D(G) = {f ∈ C0(R+);Gf ∈ C0(R+), f +(0) = 0} where f +(x) =
limh↓0

f (x+h)−f (x)
s(x+h)−s(x)

is the right derivative of f with respect to the scale func-

tion s(x) = ∫ x
yθ−1ey dy. Note that Q possesses the so-called 1-self-similarity

property, that is, for all t, x, c > 0,

Qtf (cx) = Qc−1tdcf (x),

where dcf (x) = f (cx). Moreover, the measure m(x)dx = x−θ dx, x > 0, is the
unique excessive measure for Q, and therefore Q admits a unique strongly contin-
uous contraction extension on L2(m), also denoted by Q when there is no confu-
sion. Furthermore, note that 0 is a regular reflecting boundary for Y , hence we let

Q
† = (Q

†
t )t≥0 denote the L2(m)-semigroup of the killed process (Y , T Y

0 ), where

T Y
0 = inf{t > 0;Y t = 0}. Now let the process Y = (Yt )t≥0 be defined as

(31) Yt = e−tY et−1, t ≥ 0,

which is the (classical) Laguerre process of parameter −θ , also known as the
squared radial Ornstein–Uhlenbeck process with parameter −θ . Its semigroup
Q = (Qt)t≥0, which admits the representation

(32) Qtf = Qet−1de−t ◦ f,

is also a Feller semigroup in C0(R+) with infinitesimal generator given by

Gf (x) = xf ′′(x) + (1 − θ − x)f ′(x), x > 0,

with D(G) = {f ∈ C0(R+);Gf ∈ C0(R+), f +(0) = 0}. Moreover, Q admits an
invariant measure m(x)dx with density given by

(33) m(x) = x−θ e−x

�(1 − θ)
, x > 0,
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which is the probability density of a Gamma random variable of parameter 1 − θ ,
denoted by G(1 − θ). Therefore, Q admits a strongly continuous contraction ex-
tension on L2(m), also denoted by Q when there is no confusion. It is well known
that Q is self-adjoint in L2(m) with a spectral decomposition given in terms of
the (classical) Laguerre polynomials; see, for example, [5], Section 2.7.3. We also
let Q† = (Q

†
t )t≥0 be the L2(m)-semigroup of the killed process (Y, T Y

0 ) since 0 is
also a reflecting boundary for Y .

We proceed by introducing two classes of Markov processes with jumps which
are natural generalizations of the processes Y and Y in the sense that they share
the 1-self-similarity property of Y and the second class is constructed from the
first one by means of the relation (31). To this end, let ξ = (ξt )t≥0 be a spectrally
negative Lévy process with a finite absolute first moment, which is possibly killed
at a rate κ ≥ 0, that is, killed at an independent exponential time with parameter
κ . It is then well known that such ξ can be characterized by its Laplace exponent
ψ : C+ = {z ∈ C : �(z) ≥ 0} →C, which is defined, for any �(z) ≥ 0, by

(34) ψ(z) = βz + σ 2

2
z2 −

∫ ∞
0

(
e−zy − 1 + zy

)
�(dy) − κ,

where β ∈ R, σ ≥ 0, κ ≥ 0, and � is a σ -finite measure satisfying
∫∞

0 (y2 ∧
y)�(dy) < ∞. Note that the quadruplet (β, σ,�,κ) uniquely determines ψ and
therefore uniquely determines ξ . Furthermore, let

(35) T(t) = inf
{
s > 0;

∫ s

0
eξr dr > t

}
,

and for an arbitrary x > 0, define the process X = (Xt )t≥0 by

(36) Xt = xe
ξT(tx−1) , t ≥ 0,

where the above quantity is assumed to be 0 when T(tx−1) = ∞. According to
Lamperti [35], X is a 1-self-similar Markov process, and its infinitesimal generator
takes the form

Lf (x) = σ 2xf ′′(x) + (β + σ 2)f ′(x)
(37)

+
∫ ∞

0

(
f
(
e−yx

)− f (x) + yxf ′(x)
)�(dy)

x
− κf (x),

for at least functions f ∈DL = {fe(·) = f (e·) ∈ C2([−∞,∞])}. Next, writing the
set N = {ψ of the form (34)}, the Lamperti transformation (36) enables to define
a bijection between the subspace of negative definite functions N and the 1-self-
similar processes X. Moreover, when

(38) ψ ∈ N↑ = {ψ ∈N ;β ≥ 0, κ = 0}
then X never reaches 0 and has an a.s. infinite lifetime. Otherwise, if ψ ∈ N \N↑,
then 0 is an absorbing point, which is reached continuously if κ = 0 and β < 0 or
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by a jump if κ > 0. In addition, according to Rivero [51] (see also Fitzsimmons
[23]), for each ψ ∈N�, where

N� = {ψ ∈ N ; ∃θ ∈ (0,1) such that ψ(θ) = 0
}
,

X admits a unique recurrent extension that leaves a.s. 0 continuously, denoted by

X = (Xt)t≥0. Its minimal process X
† = (X

†
t )t≥0 = (Xt ;0 ≤ t < T X

0 ) is equivalent

to X, and 0 is a regular boundary for X. Let P = (P t )t≥0 and P
† = (P

†
t )t≥0 denote

the Feller semigroups of X and X
†
, respectively, that is,

P tf (x) = Ex

[
f (Xt)

]
, P

†
t f (x) = Ex

[
f (Xt), t < T X

0
]
, f ∈ C0(R+).

We also deduce from [51], Lemma 3, that m is, up to a multiplicative constant,

the unique excessive measure for P and also an excessive measure for P
†
, hence

both P and P
†

can be uniquely extended to a strongly continuous contraction
semigroup on L2(m), still using the same notation when there is no confusion.

Moreover, we define the process X = (Xt)t≥0 by

Xt = e−tXet−1, t ≥ 0,

which, by the self-similarity property of X is a homogeneous Markov process
and is called a reflected generalized Laguerre process, with 0 also being a regular
boundary. X† = (X

†
t )t≥0 stands for its minimal process, that is the one killed at

the stopping time T X
0 . Note that, due to the deterministic and bijective transform

between processes X and X, X can also be uniquely characterized by ψ ∈ N�.
We further let P = (Pt )t≥0 and P † = (P

†
t )t≥0 denote the Feller semigroups of X

and X†, respectively. Then we easily get that

(39) Ptf = P et−1de−t ◦ f,

and the infinitesimal generator of P is given, for f ∈ DL, by

(40) Lf (x) = Lf (x) − xf ′(x).

We observe that Y and Y are special instances of X and X, respectively, when
κ = 0 and � ≡ 0 in (37). Before stating the main result of this section, we need to
introduce a few additional objects. First, we recall that the Wiener–Hopf factoriza-
tion for spectrally negative Lévy processes (see e.g., [33]) yields that the function
φ defined by

φ(u) = ψ(u)

u − θ
, u ≥ 0,

is a Bernstein function, that is the Laplace exponent of a subordinator η = (ηt )t≥0
(i.e., a nondecreasing Lévy process); see, for example, the monograph [53] on
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Bernstein functions. Then, for f ∈ C0(R+) we define the Markov multiplier �φ

by

(41) �φf (x) = E
[
f (xIφ)

]
,

where Iφ = ∫∞
0 e−ηt dt is the so-called exponential functional of η; see, for exam-

ple, [45] and the references therein for a recent account on this variable. We are
now ready to state the following.

THEOREM 4.1. For each ψ ∈N�, the following statements hold:

1. There exists a positive random variable Vψ whose law is absolutely continu-
ous with a density denoted by m, and it is an invariant measure for the semigroup
P . Moreover, the law of Vψ is determined by its entire moments

(42) MVψ (n + 1) =
n∏

k=1

ψ(k)

k
, n ∈ N.

2. �φ ∈ B(C0(R+)) ∩ B(L2(m)) ∩ B(L2(m),L2(m)) and has a dense range in
both L2(m) and L2(m). Furthermore, both �φ and �̂φ are mass-preserving and
satisfy the condition (9).

3. For all f ∈ L2(m) (resp., f ∈ L2(m)), we have

(43) P t�φf = �φQtf (resp., Pt�φf = �φQtf ),

and consequently,

(44) P
†
t �φf = �φQ

†
t f

(
resp. P

†
t �φf = �φQ

†
t f
)
.

4. Under the normalization c(m) = c(m) = c(m) = 1, we have for any q > 0,

�Y (q) = �X(q) = �(1 − θ)

�(θ)
21−θqθ

and(45)

�X(q) = �Y (q) = θ�(q + θ)

�(1 + θ)�(q)
.

5. X and X satisfy the weak-Krein property.

REMARK 4.2.

(i) The expression of the entire moment of Vψ appears in the work of Barczy
and Döering [6], Theorem 1. Their proof relies on a representation as the solution
of stochastic differential equation of some recurrent extensions of Lamperti pro-
cesses. We shall provide an alternative proof which is in the spirit of the papers of
Rivero [51] and Fitzsimmons [23] and could be used in a more general context.
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(ii) To prove (43), we shall resort to a criteria that was developed in [17], and
the details of this proof can be found in Section 4.1. Note that a crucial assumption
is the conservativeness of the semigroups (i.e., P t1 = 1, Pt1 = 1), a property that is

not fulfilled by P
†

or P †. Instead, to prove (44), we use our Theorem 2.1, revealing
its usefulness in this context.

(iii) It is well known that the local time is defined up to a normalization
constant. In this paper, it is considered as an additive functional whose support
is {0} and with the total mass of its associated Revuz measure normalized to
c(m) = c(m) = c(m) = 1. However, one can also view the local times of Y and
Y as the unique increasing process in the Doob–Meyer decomposition of the semi-
martingale (Y

θ

t )t≥0 and (Y θ
t )t≥0, respectively (see, e.g., [28], Theorem 3.2), which

are denoted by l̃Y and l̃Y . The local times for X and X can be defined similarly;
see Section 4.2 for the proof. Under this definition, the total mass of the Revuz
measures is given respectively by

(46) c̃(m) = θWφ(1 + θ)

�(1 − θ)�(1 + θ)
, c̃(m) = θ

�(1 − θ)
,

where Wφ will be defined later in the context. Under this normalization, the corre-
sponding Laplace exponents take the form

(47) �̃X(q) = �(1 − θ)�(q + θ)

Wφ(1 + θ)�(q)
, �̃Y (q) = �(1 − θ)

�(1 + θ)

�(q + θ)

�(q)
.

We will detail this computation in Section 4.2.
(iv) The intertwining relation (43) is also a useful tool for deriving the spectral

expansion of Ptf and P
†
t f in L2(m) under various conditions. We will provide

such expansions in Section 4.3.

The rest of this section is devoted to proving Theorem 4.1.

4.1. Proof of Theorem 4.1(1), (2) and (3). First, let us prove that the expres-
sion of the entire moments of the variable X1 under P0 is given by (42). Writing
ψ↑(u) = ψ(u + θ), u ≥ 0, we observe that

ψ↑(0) = ψ(θ) = 0, ψ↑(u) > 0 for u > 0, ψ ′↑(0+) = ψ ′(θ) > 0,

hence ψ↑ ∈ N↑ is the Laplace exponent of a spectrally negative Lévy process ξ↑,
which drifts to +∞ a.s. and is associated, via the Lamperti mapping, to a 1-self-
similar process which can be viewed as the minimal process X† conditioned to stay

positive. Let Iψ↑ = ∫∞
0 e−ξ

↑
t dt denote the exponential functional of ξ↑, which, by

[13], Theorem 1, is well defined, that is, Iψ↑ < ∞ a.s., and has negative moments
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of all orders, see [13], Theorem 3. We also let Uqf (x) = ∫∞
0 e−qtP tf (x) dt de-

note the resolvent of the self-similar semigroup P . Then combining [51], Theo-
rem 2, and [13], equation (4), with pz(x) = xz, we get, for each q > 0, �(z) ≥ 0,

(48)

Uqpz(0) = 1

MIψ↑ (θ)�(1 − θ)qθ
MIψ↑ (−z + θ)

∫ ∞
0

e−qt tz−θ dt

= �(z − θ + 1)

�(1 − θ)

MIψ↑ (−z + θ)

MIψ↑ (θ)
p−z−1(q).

On the other hand, from the definition of the resolvent Uq and the 1-self-similarity
of P , we have

Uqpz(0) =
∫ ∞

0
e−qtP tpz(0) dt = MVψ (z + 1)

∫ ∞
0

e−qt tz dt

(49)
= MVψ (z + 1)�(z + 1)p−z−1(q).

Combining equations (48) and (49), we deduce that

MVψ (z + 1) = �(z − θ + 1)

�(1 − θ)�(z + 1)

MIψ↑ (−z + θ)

MIψ↑ (θ)

(50)

= MB(1−θ,θ)(z + 1)
MIψ↑ (−z + θ)

MIψ↑ (θ)
,

where B(1 − θ, θ) is a random variable following a Beta distribution with param-
eters (1 − θ, θ). By [43], (2.3), the Mellin transform of Iψ↑ satisfies the functional
equation

(51) MIψ↑ (−z + 1) = z

ψ↑(z)
MIψ↑ (−z),

which holds on the domain {z ∈ C : ψ↑(�(z)) ≤ 0}. Combining (51) and (50), we
get, for �(z) ≥ 0, that

MVψ (z + 1)

MVψ (z)
= �(z)

�(z + 1)

�(z − θ + 1)

�(z − θ)

MIψ↑ (−z + θ)

MIψ↑ (−z + θ + 1)

= z − θ

z

ψ↑(z − θ)

z − θ
= ψ↑(z − θ)

z
= ψ(z)

z
.

Hence (42) can be easily observed from the above relation together with the initial
condition MVψ (1) = 1. Next, the estimates

∣∣∣∣
∏n+1

k=1 ψ(k)

((n+1)!)2∏n
k=1 ψ(k)

(n!)2

∣∣∣∣= ∣∣∣∣ψ(n + 1)

(n + 1)2

∣∣∣∣→
⎧⎪⎨⎪⎩

σ 2

2
if σ 2 > 0,

0 if σ 2 = 0
as n → ∞,
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yield that the series

(52) E
[
eqVψ

]= ∞∑
n=1

MVψ (n + 1)

n! qn =
∞∑

n=1

∏n
k=1 ψ(k)

(n!)2 qn

converges for |q| < 2
σ 2 when σ 2 > 0 and converges for |q| < ∞ when σ 2 = 0.

Therefore, we get that Vψ is moment determinate. This completes the proof of
Theorem 4.1(1). Now, combining [51], Theorem 1 and [39], Proposition 2.4, we
obtain that the law of Vψ is absolute continuous and we denote its density by m.
Then we write, for any t, x > 0,

tnt (tx) = m(x),

that is, changing slightly notation here and below
∫∞

0 f (x)m(x) dx = mf =
ntd1/tf . Then, combining (42) with the self-similarity property of P identifies
(nt (x) dx)t≥0 as a family of entrance laws for P , that is, for any t, s > 0 and
f ∈ C0(R+), ntP sf = nt+sf . Next, using successively the relation (39), the pre-
vious identity with t = 1 and s = et − 1, and the definition of nt above, we get
that, for any t > 0,

mPtf = mP et−1de−t ◦ f = net de−t ◦ f = mf.

Hence, m(x) dx is an invariant measure for P . Therefore, P can be uniquely ex-
tended to a strongly continuous contraction semigroup on L2(m), also denoted by
P when there is no confusion.

Next, we proceed by proving Theorem 4.1(2). The fact that �φ ∈ B(C0(R+))

follows immediately by dominated convergence. For any f ∈ L2(m), we use the
Cauchy–Schwarz inequality and a change of variable to deduce that

‖�φf ‖2
m ≤ E

[∫ ∞
0

f 2(xIφ)m(x)dx

]
= MIφ (θ)

∫ ∞
0

f 2(x)m(x)dx

= MIφ (θ)‖f ‖2
m.

Since MIφ (θ) < ∞ by [40], Proposition 6.1.2, or [45], Theorem 2.4(1), we get
that �φ ∈ B(L2(m)). In order to prove that the range of �φ is dense in B(L2(m)),
we first define the following function, for �(z) ∈ ( θ

2 , θ
2 + 1):

(53) Mg(z) = Wφ(−z + θ
2 + 1)�(z − θ

2 )

�(−z + θ
2 + 1)

,

where Wφ is the unique log-concave solution to the functional equation Wφ(z +
1) = φ(z)Wφ(z) for �(z) ≥ 0, with initial condition Wφ(1) = 1, see [40], Theo-
rem 5.0.1, and [45], Section 4, for a comprehensive study of this equation. Using
the Stirling formula (see, e.g., [38], (2.1.8)),

(54)
∣∣�(z)

∣∣= C
∣∣e−z

∣∣∣∣zz
∣∣|z|− 1

2
(
1 + o(1)

)
, C > 0,
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which is valid for large |z| and | arg(z)| < π , as well as the large asymptotic be-
haviour, along the imaginary line 1

2 + ib, of Wφ (see [40], Theorem 5.0.1(3)), we
have

(55) Mg

(
1

2
+ ib

)
= o
(|b|−θ−u)

as |b| → ∞, for any u > 1
2 −θ . Mg being analytical on the strip �(z) ∈ ( θ

2 , θ
2 +1),

it is therefore absolutely integrable and decays to zero uniformly along the lines of
this strip. Hence one can apply the Mellin inversion theorem which combines with
the Cauchy theorem (see, e.g., [47], Lemma 3.1, for details of a similar computa-
tion) gives that

g(x) = 1

2πi

∫ 1
2 +i∞

1
2 −i∞

x−zMg(z) dz =
∞∑

n=0

(−1)nWφ(n + 1)

(n!)2 xn− θ
2 .

On the other hand, again by (55), one easily observes that the mapping b �→
Mg(

1
2 + ib) ∈ L2(R) and, therefore, by the Parseval identity of the Mellin trans-

form, we have g ∈ L2(R+), which further yields that

g(θ)(x) = x
θ
2 g(x) =

∞∑
n=0

(−1)nWφ(n + 1)

(n!)2 xn ∈ L2(m).

Moreover, we recall from [12] that the law of Iφ is absolutely continuous, with a
density denoted by ι, and is determined by its entire moments

(56) MIφ (n + 1) = E
[
In
φ

]= n!∏n
k=1 φ(k)

= n!
Wφ(n + 1)

, n ∈ N.

Hence, by means of a standard application of the Fubini theorem (see, e.g., [56],
Section 1.77), one shows that, for any c, x > 0,

�φdcg
(θ)(x) =

∞∑
n=0

(−1)nWφ(n + 1)

n!2 (cx)nMIφ (n + 1) =
∞∑

n=0

(−cx)n

n!
= dce(x),

where e(x) = e−x ∈ L2(m). Since the span of (dce)c>0 is dense in L2(m), we
conclude that �φ has a dense range in L2(m). Next, combining (42) and (56), we
obtain that, for all n ∈ N,

MVψ (n + 1)MIφ (n + 1) =
∏n

k=1(k − θ)φ(k)∏n
k=1 φ(k)

= �(n + 1 − θ)

�(1 − θ)

= MG(1−θ)(n + 1),

where we recall that G(1 − θ) is a Gamma random variable with parameter 1 − θ

whose law is denoted by m. Since both Iφ and G(1 − θ) are moment determinate
and so is Vψ , see Theorem 4.1(1), we have

(57) G(1 − θ)
d= Vψ × Iφ,
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where d= stands for the identity in distribution and × represents the product of
independent variables. Therefore, for any f ∈ L2(m), by Hölder’s inequality and
the factorization identity (57), we have

‖�φf ‖2
m ≤

∫ ∞
0

�φf 2(x)m(x) dx =
∫ ∞

0

∫ ∞
0

ι(y)f 2(xy) dym(x) dx

=
∫ ∞

0
f 2(z)

∫ ∞
0

1

x
ι

(
z

x

)
m(x) dx dz =

∫ ∞
0

f 2(z)m(z) dz(58)

= ‖f ‖2
m,

where the second last equality comes from the factorization (57). Therefore, we
see that �φ ∈ B(L2(m),L2(m)) with |‖�φ|‖ ≤ 1. Next, for an arbitrary polyno-
mial of order n ∈ N, denoted by pn(x) =∑n

i=0 ai,nx
i , ai,n ∈ R, we write gn(x) =∑n

i=0
ai,n

MVψ
(i+1)

xi . It is easy to observe that gn ∈ L2(m) and �φgn(x) = fn(x).

Therefore, pn ∈ Ran(�φ) ⊆ L2(m). Using the fact that Vψ is moment determinate,
we deduce that the set of polynomials are dense in L2(m) (see [1], Corollary 2.3.3),
hence �φ has dense range in L2(m). Moreover, as �φ is a Markov multiplier, that
is, �φ1(x) = ∫∞

0 ι(y) dy = 1 where here 1 = 1R+ . Furthermore, observe that

�φ1{0}(x) =
∫ ∞

0
ι(y)1{0}(xy) dy =

⎧⎨⎩
∫ ∞

0
ι(y) dy = 1 if x = 0,

0 if x �= 0,

and hence �φ1{0} ≡ 1{0}. Moreover, for any f ∈ L2(m),

�φf (0) =
∫ ∞

0
f (0)ι(y) dy = f (0).

To prove similar results for �̂φ , let us first observe that for any f ∈ L2(m), g ∈
L2(m), f,g ≥ 0,

〈f, �̂φg〉m = 〈�φf,g〉m =
∫ ∞

0
f (xy)ι(y) dy g(x)m(x) dx

=
∫ ∞

0
f (r)m−1(r)

∫ ∞
0

ι(r/x)g(x)m(x)/xm(r) dr

=
∫ ∞

0
f (r)m−1(r)

∫ ∞
0

g(rv)m(rv)ι(1/v)1/v dv m(r) dr.

Moreover, for any f ∈ L2(m), g ∈ L2(m), |f | ∈ L2(m), |g| ∈ L2(m), hence we get
that for any g ∈ L2(m),

(59) �̂φg(x)
a.e.= 1

m(x)

∫ ∞
0

g(xy)m(xy)ι

(
1

y

)
1

y
dy.

Therefore, for any x ≥ 0, �̂φ1(x) = 1
m(x)

∫∞
0 m(xy)ι( 1

y
) 1
y

dy = 1 by the factoriza-

tion (57). Furthermore, both properties �̂φ1{0} = 1{0} and �̂φf (0) = f (0) can be
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proved using the same method as before. Next, we prove (43) in two steps. The first
step is to establish (43) in C0(R+). Note that by identities (39) and (32), in order to
prove Pt�φ = �φQt on C0(R+), it suffices to show only that P t�φ = �φQt on
C0(R+), for which we use the criteria stated in [17], Proposition 3.2. On the one
hand, by (57), we have

(60) MG(1−θ)(z) = MVψ (z)MIφ (z)

for all z ∈ 1 + iR. Since MG(1−θ)(z) �= 0 on z ∈ 1 + iR and MIφ (z) < ∞ on
z ∈ 1 + iR (see [40], Proposition 6.1.1, or [45], Theorem 2.4(1)), we see from
(60) that MVψ (z) �= 0 on z = 1 + iR. Hence by an application of the Wiener’s
Theorem (see, e.g., [40], Lemma 7.1.4), one concludes that the multiplicative ker-
nel Vψ associated to Vψ , that is, Vψf (x) = E[f (xVψ)], is injective on C0(R+).
This combined with (57) provides all conditions for the application of [17], Propo-
sition 3.2, which gives that (43) holds for all t ≥ 0 and f ∈ C0(R+). Next, re-
calling that C0(R+) ∩ L2(m) is dense in L2(m) (resp. C0(R+) ∩ L2(m) is dense
in L2(m)), and since �φ ∈ B(L2(m),L2(m)) and, for all t ≥ 0, P t ∈ B(L2(m)),
Qt ∈ B(L2(m)) (resp., Pt ∈ L2(m), Qt ∈ L2(m)), we conclude the extension of
the intertwining relation between P and Q from C0(R+) to L2(m) (resp., between
P and Q from C0(R+) to L2(m)) by a density argument. Finally, using the prop-
erties of �φ proved in the first statement, we can directly apply Theorem 2.1 to
deduce (44) from (43). This concludes the proof of Theorem 4.1(3).

4.2. Proof of Theorem 4.1(4). In order to compute �Y , we first note that [48]
has considered the normalization Ex[l̃Rt ] = ∫ t

0 qs(x,0) ds, where qs(x, y) is the
transition density of Q with respect to the speed measure m. Under this normal-
ization, we have

c(m) = lim
t→0

1

t

∫ t

0

∫ ∞
0

m(x)qs(x,0) dx ds = 1,

where we used the property that the integration of qs(x,0) with respect to the
speed measure is 1. Hence by [21], Section 5, we have, for q > 0,

�Y (q) = 2θ�̃R(q) = �(1 − θ)

�(θ)
21−θqθ .

Combining this formula with the intertwining relation P t� = �Qt and Theo-
rem 2.1, we easily deduce that �X = �Y and this completes proof of the first
half of Theorem 4.1(4). Now let us focus on computing �X and �Y . As previ-
ously mentioned in Remark 4.2(ii), l̃Y is defined in [28] as the unique continuous
increasing process such that

(61) Nt = Y θ
t − l̃Yt is a martingale,

which uses the Doob–Meyer decomposition of the semimartingale Y θ , where we
recall that Y is the squared radial Ornstein–Uhlenbeck process of order −θ . The
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expression of �̃Y , the Laplace exponent of the inverse of l̃Y , is given in (47).
Therefore, our goal is to compute the constants c̃(m) and c̃(m) and we simply
have

�X(q) = �̃X(q)

c̃(m)
, �Y (q) = �̃Y (q)

c̃(m)
.

In this direction, we will need the following lemma, which is a generaliza-
tion of [28], Proposition 2.1, from continuous semimartingales to càdlàg semi-
martingales, and serves as a stepping stone for computing c̃(m).

LEMMA 4.3. Let (Mt)t≥0 be a càdlàg semimartingale with M0 = 0. Let g :
R+ → R+ be an increasing continuous function with g(0) = 0, and let h : R+ →
R+ be a strictly positive, continuous function, locally with bounded variation. We
set

Nt = h(t)Mg(t), t ≥ 0,

and we denote by l̃M (resp., l̃N ) the local time at 0 of the càdlàg semi-martingale
M (resp., N ). Then l̃N can be obtained from a simple transform of l̃M by

(62) l̃Nt =
∫ t

0
h(s) d l̃Mg(s).

PROOF. By definition of the local time via the Meyer–Tanaka formulae, see
[49], Chapter IV, one has

|Mt | =
∫ t

0
sgn(Ms) dMs + l̃Mt

(63)
+ ∑

0<s≤t

(|Ms | − |Ms−| − sgn(Ms−)�Ms

)
,

|Nt | =
∫ t

0
sgn(Ns) dNs + l̃Nt

(64)
+ ∑

0<s≤t

(|Ns | − |Ns−| − sgn(Ns−)�Ns

)
,

where the function sgn is the sign function defined by sgn(x) = 1{x>0} − 1{x<0}.
Consequently,

|Mg(t)| =
∫ g(t)

0
sgn(Ms) dMs + l̃Mg(t)

+ ∑
0<s≤g(t)

(|Ms | − |Ms−| − sgn(Ms−)�Ms

)
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=
∫ t

0
sgn(Ns) d

((
h(s)

)−1
Ns

)+ l̃Mg(t)

+ ∑
0<s≤t

(
h(s)

)−1(|Ns | − |Ns−| − sgn(Ns−)�Ns

)
=
∫ t

0
sgn(Ns)

(
h(s)

)−1
dNs −

∫ t

0

(
h(s)

)−2|Ns |dh(s) + l̃Mg(t)

+ ∑
0<s≤t

(
h(s)

)−1(|Ns | − |Ns−| − sgn(Ns−)�Ns

)
.

Therefore, using integration by parts, we have

|Nt | = h(t)|Mg(t)| =
∫ t

0
h(s) d|Mg(s)| +

∫ t

0
|Mg(s)|dh(s)

=
∫ t

0
sgn(Ns)d(Ns) −

∫ t

0

(
h(s)

)−1|Ns |dh(s) +
∫ t

0
h(s) d l̃Mg(s)

+
∫ t

0

(
h(s)

)−1|Ns |dh(s) + ∑
0<s≤t

|Ns | − |Ns−| − sgn(Ns−)�Ns(65)

=
∫ t

0
sgn(Ns) dNs +

∫ t

0
h(s) d l̃Mg(s)

+ ∑
0<s≤t

|Ns | − |Ns−| − sgn(Ns−�Ns),

which, by identification between (64) and (65), yields that l̃Nt = ∫ t
0 h(s) d l̃Mg(s). �

Now let us compute the constants c̃(m) and c̃(m). To this end, we first recall

from [51] that pθ(x) = xθ , x > 0, is an invariant function for the semigroup P
†
,

therefore, P tpθ (x) ≥ P
†
t pθ (x) = pθ(x), from which we deduce that the process

(X
θ
) = (X

θ

t )t≥0 is a submartingale. Hence using a similar definition as (61), we

define l̃X as the unique increasing process such that

(66) Mt = X
θ

t − l̃Xt is a martingale.

Using the deterministic time change (31) between X and X, we get Xθ
t =

e−θtX
θ

et−1, hence Lemma 4.3 yields that

l̃Xt =
∫ t

0
e−θs d l̃Xes−1 =

∫ t

0
e−θs(dX

θ

es−1 + dMes−1
)

=
∫ t

0
e−θsd

(
eθsXθ

s

)+ ∫ t

0
e−θs dMes−1

= θ

∫ t

0
Xθ

s ds + Xθ
t − Xθ

0 +
∫ t

0
e−θs dMes−1.
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Now we observe that, on the one hand,∫ ∞
0

Ex

[∫ t

0
Xθ

s ds

]
m(x) dx =

∫ t

0

∫ ∞
0

Ex

[
Xθ

s

]
m(x) dx ds =

∫ t

0
mPspθ ds

=
∫ t

0
mpθ ds = Wφ(1 + θ)

�(1 − θ)�(1 + θ)
t,

where we used the fact that m(x) dx is an invariant measure for the semigroup P .
On the other hand, by the martingale property of (Mt )t≥0, we have, for all x ≥ 0,

Ex

[∫ t

0
e−θs dMes−1

]
= 0.

Hence, by the definition of c̃(m), see (5), and the one of the semigroup P , we get

c̃(m) =
∫ ∞

0
Ex

[
l̃X1
]
m(x) dx =

∫ ∞
0

Ex

[(
θ

∫ 1

0
Xθ

s ds + Xθ
1 − Xθ

0

)]
m(x) dx

= θWφ(1 + θ)

�(1 − θ)�(1 + θ)
+mP1pθ −mpθ = θWφ(1 + θ)

�(1 − θ)�(1 + θ)
.

In particular, since φY (u) = u, we have c̃(m) = θ
�(1−θ)

, and Theorem 4.1(4) fol-
lows from dividing (47) by c̃(m).

4.3. Proof of Theorem 4.1(5) and spectral expansions. In this section, we will
prove Theorem 4.1(5) by providing the spectral expansion of Ptf and P

†
t f . In

fact, we will find conditions on ψ , f and t such that these expansions hold. Note

that the expansions for P and P
†

require additional analysis that will be detailed
in the forthcoming paper [41] (see already the paper by Patie and Zhao [47]),
which provides the spectral expansions for reflected stable processes. Let us start
by recalling some well-known results for the self-adjoint semigroups Q and Q†.
For n ≥ 0, let Ln and L†

n be the Laguerre polynomials (of different orders) defined
by

Ln(x) = R(n)m(x)

m(x)
=

n∑
k=0

(−1)k
�(n + 1 − θ)

�(k + 1 − θ)�(n − k + 1)

xk

k! ,(67)

L†
n(x) =

n∑
k=0

(−1)k
�(n + 1 + θ)

�(k + 1 + θ)�(n − k + 1)

xk+θ

k! ,(68)

where R(n)f (x) = (xnf (x))(n)

n! is the Rodrigues operator. Then Ln ∈ L2(m)

(resp., L†
n ∈ L2(m)) is an eigenfunction of Qt (resp., Q

†
t ) associated with eigen-

value e−nt (resp., e−(n+θ)t ), that is, QtLn(x) = e−ntLn(x) (resp., Q
†
t L†

n(x) =
e−(n+θ)tL†

n(x)) for all n ≥ 0. Moreover, for any t > 0, f ∈ L2(m), Qt and Q
†
t



INTERTWINING, EXCURSION AND KREIN THEORY 3263

admit the following spectral expansions in L2(m):

Qtf =
∞∑

n=0

e−ntcn(−θ)〈f,Ln〉mLn,(69)

Q
†
t f = �(1 − θ)

�(1 + θ)

∞∑
n=0

e−(n+θ)tcn(θ)
〈
f,L†

n

〉
mL

†
n,(70)

where for any n ≥ 0, u > −1, we set

(71) cn(u) = �(1 + u)�(n + 1)

�(n + 1 + u)
.

In order to study the spectral expansions of P and P †, we again recall from [51]

that the function pθ(x) = xθ is an invariant function for semigroup P
†
. Hence we

have

P
†
t pθ (x) = P

†
et−1de−t pθ (x) = P

†
1−e−t pθ

(
xe−t )= pθ

(
xe−t )= e−θtpθ (x),

that is, pθ is a θ -invariant function for semigroup P †. Therefore, by Doob’s h-
transform, we can define a semigroup P ↑ = (P

↑
t )t≥0, for t ≥ 0 and x > 0, by

(72) P
↑
t f (x) = eθt P

†
t pθf (x)

pθ (x)
.

Note that P ↑ is a generalized Laguerre semigroup associated to ψ↑ ∈ N↑, which
we recall is defined as ψ↑(u) = ψ(u + θ) for all u ≥ 0. Therefore, as shown in
[40], the semigroup P ↑ has an invariant measure m↑, whose law is absolutely
continuous and determined by its entire moments

(73) Mm↑(n + 1) =
∏n

k=1 ψ↑(k)

n! , n ∈ N.

Next, we say that a sequence (Pn)n≥0 in the Hilbert space L2(m) is a Bessel se-
quence if there exists A > 0 such that

(74)
∞∑

n=0

∣∣〈f,Pn〉ν
∣∣2 ≤ A‖f ‖2

ν

hold, for all f ∈ L2(m); see, for example, the monograph [18]. The constant A

is called a Bessel bound. Recalling that the class N is defined as the collection
of ψ in the form (34), we further define the following subclasses of N . Denoting
�(y) = ∫∞

y

∫∞
r �(dx)dr the double tail of �, we set

NP = {ψ ∈ N ;σ 2 > 0
}
,(75)

N∞ =NP ∪ {ψ ∈ N ;σ 2 = 0,�(0+) = ∞}
.(76)



3264 P. PATIE, M. SAVOV AND Y. ZHAO

Note that when ψ ∈ N∞ then limu→∞ ψ(u)
u

= ∞. Moreover, define the following
sets of (ψ,f ):

D�(�φ) = {(ψ,f );ψ ∈ N�, f ∈ Ran(�φ)
}
,

DNP (m) = {(ψ,f );ψ ∈ NP ∩N�, f ∈ L2(m)
}
.

Finally, for any ψ ∈ N , we let

(77) Pψ
n (x) =

n∑
k=0

(−1)k

(
n

k

)
k!∏k

i=1 ψ(i)
xk.

We are now ready to state the following theorem, which provides spectral proper-
ties of the non-self-adjoint semigroups Ptf and P

†
t f .

THEOREM 4.4. For any ψ ∈N�, we have the following:

1. Let us write, for any n ∈ N,

Pn(x) = Pψ
n (x), P†

n(x) = xθPψ↑
n (x).

Then Pn ∈ L2(m) (resp., P†
n ∈ L2(m)) is an eigenfunction of Pt (resp. P

†
t )

associated to the eigenvalue e−nt (resp., e−(n+θ)t ). Moreover, the sequence

(c
− 1

2
n (−θ)Pn)n≥0 is a dense Bessel sequence in L2(m) with upper bound 1, where

we recall that cn(u) is defined in (71). Finally, we have (e−nt )n≥0 = S(Qt) ⊆
S(Pt ), and (e−(n+θ)t )n≥0 = S(Q

†
t ) ⊆ S(P

†
t ).

2. For any ψ ∈ N� ∩N∞ and n ≥ 0, let

(78) mn(x) = R(n)m(x)

m(x)
, m†

n(x) = R(n)m↑(x)

xθm(x)
.

Then mn (resp., m†
n) is an eigenfunction of P̂t (resp., P̂

†
t ) associated to the

eigenvalue e−nt (resp., e−(n+θ)t ). Moreover, the sequences (Pn)n≥0 and (mn)n≥0

(resp., (P†
n)n≥0 and (m†

n)n≥0) are biorthogonal sequences in L2(m). Furthermore,
if ψ ∈ NP ∩N�, then for any ε > 0 and large n,

(79) ‖mn‖m = O
(
eεn).

If in addition �(0+) < ∞, then with b= β+�(0+)

σ 2 , we have for large n,

(80) ‖mn‖m = O
(
nb
)
,

and the sequence (
√
cn(b)mn)n≥0 is a Bessel sequence in L2(m) with bound 1.
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3. For any t > 0 and (ψ,f ) ∈ D�(�φ) ∪ DNP (m), we have in L2(m) the fol-
lowing spectral expansions

Ptf (x) =
∞∑

n=0

e−nt 〈f,mn〉mPn(x),(81)

P
†
t f (x) =

∞∑
n=0

e−(n+θ)t 〈f,m†
n

〉
m
P†

n(x).(82)

Before proving the previous theorem, we state the following corollary which
gives the speed of convergence to equilibrium in the Hilbert space topology L2(m).

COROLLARY 4.5. Let ψ ∈ NP ∩ N� with �(0+) < ∞, then recalling that

b= β+�(0+)

σ 2 , we have, for any f ∈ L2(m) and t > 0,

(83) ‖Ptf −mf ‖m ≤
√
b+ 1

1 − θ
e−t‖f −mf ‖m.

REMARK 4.6. We point out rates of convergence of the form (83) have been
observed in the study of kinetic equations and called hypocoercivity phenomenom
by Villani [57]. Here, we have an explicit rate of convergence expressed as a nat-
ural generalization of the spectral gap estimate for self-adjoint ergodic diffusions.
Indeed, we have also the spectral gap of the generator which is perturbed by the
spectral projection norms of the (co)-eigenspaces which are know to be 1 in the
self-adjoint case; see also [40], Theorem 1.4.1, for similar results.

The rest of this section is devoted to the proof of these results.

4.3.1. Proof of Theorem 4.4(1). Let ψ ∈ N� and recall that �φpk(x) =
E[xkI k

φ ] = k!
ak(φ)

pk(x). Use the linearity of �φ and note that for any n ≥ 0,

�φLn(x) =
n∑

k=0

(−1)k�(n + 1 − θ)

�(k + 1 − θ)�(n − k + 1)

1

k!�φpk(x)

=
n∑

k=0

(−1)k(n − θ) · · · (k + 1 − θ)

(n − k)!
1∏k

i=1 φ(i)
pk(x)

=
n∑

k=0

(−1)k
(n − θ) · · · (k + 1 − θ)

(n − k)!
k∏

i=1

i − θ

ψ(i)
pk(x)

=
(
n − θ

n

)
n∑

k=0

(
n

k

)
(−1)kk!∏k
i=1 ψ(i)

xk = Pn(x)

cn(−θ)
.
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Since Ln ∈ L2(m), and �φ ∈ B(L2(m),L2(m)), we get that Pn ∈ L2(m). Apply
the intertwining relation (43), together with QtLn(x) = e−ntLn(x), we get, for
each n ∈ N,

PtPn(x) = cn(−θ)Pt�φLn(x) = cn(−θ)�φQtLn(x)

= cn(−θ)e−nt�φLn(x)

= e−ntPn(x).

This proves the eigenfunction property of Pn. Next, using the fact that Vψ is mo-
ment determinate, we see that the set of polynomials are dense in L2(m) (see
[1], Corollary 2.3.3), which proves the completeness of (Pn)n≥0. Next, to get the

Bessel property of (c
− 1

2
n (−θ)Pn)n≥0, we observe that, for any f ∈ L2(m),

∞∑
n=0

∣∣〈f, c
− 1

2
n (−θ)Pn

〉
m

∣∣2 =
∞∑

n=0

∣∣〈f,
√
cn(−θ)�φLn

〉
m

∣∣2
=

∞∑
n=0

∣∣〈�̂φf,
√
cn(−θ)Ln

〉
m

∣∣2
= ‖�̂φf ‖2

m ≤ ‖f ‖2
m,

where we used the Parseval identity for the (normalized) Laguerre polynomials in
L2(m) (see, e.g., [5], Section 2.7), and the fact that �̂φ ∈ B(L2(m),L2(m)) as the
adjoint of �φ ∈ B(L2(m),L2(m)) with |‖�̂φ|‖ = |‖�φ|‖ ≤ 1. Finally, using similar
computations than above, we observe that

P†
n = Wφ(1 + θ)

�(1 + θ)
cn(θ)�φL†

n,

and the proof for P†
n being an eigenfunction for P

†
t with eigenvalue e−(n+θ)t fol-

lows through a similar line of reasoning using the intertwining relation with Q
†
t .

This concludes the proof.

4.3.2. Proof of Theorem 4.4(2). Let us write T1ψ(u) = u
u+1ψ(u + 1) for

u > 0, then by [34], Lemma 2.1, T1ψ is the Laplace exponent of a spectrally neg-
ative Lévy process, which satisfies T1ψ(0) = 0 and (T1ψ)′(0) = ψ(1) > 0. Hence
T1ψ ∈ N↑ and, therefore, by [40], Theorem 1.1.1, T1ψ characterizes a generalized
Laguerre semigroup, denoted by P̆ = (P̆t )t≥0, with an invariant measure denoted
by m̆, and the spectral properties of P̆ have been studied in [40]. In the rest of
the paper, this semigroup P̆ will serve as a reference semigroup in order for us to
develop further spectral results for P . Our first aim is to establish an intertwining
relation between the semigroups P and P̆ . To this end, we need introduce a few
objects and notation. Let Z be a random variable whose law is given by

(84) P(Z ∈ dx) = ψ(1)W ′+(− lnx)dx + W(0)δ1(x), x ∈ [0,1],
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with δ1 denoting the Dirac mass at 1, and W ′+ being the right-derivative of the so-
called scale function of the Lévy process ξ (see, e.g., [33], Section 8.2), which is an
increasing function W : [0,∞) −→ [0,∞) characterized by its Laplace transform

(85)
∫ ∞

0
e−λxW(x)dx = 1

ψ(λ)
, λ > 0.

We also recall that W(0) = 0 whenever ψ ∈ N∞, and thus in such case the law of
Z is absolutely continuous with a density denoted by z. We are now ready to state
and prove the following lemma.

LEMMA 4.7. Define the multiplicative kernel �Z as �Zf (x) = E[f (xZ)].
Then �Z ∈ B(C0(R+)) ∩ B(L2(m),L2(m̆)) with |‖�Z|‖ ≤ 1. Furthermore, for all
f ∈ L2(m), we have

(86) �ZPtf = P̆t�Zf.

PROOF. First, we observe that, for all n ∈ N,

MVψ (n + 1) =
∏n

k=1 ψ(k)

n! =
∏n

k=1
k

k+1ψ(k + 1)

n!
ψ(1)(n + 1)

ψ(n + 1)

= MVT1ψ
(n + 1)

ψ(1)(n + 1)

ψ(n + 1)
,

where, by [40], Proposition 2.3.1, VT1ψ is the random variable whose law is the
stationary distribution of P̆ and is determined by its entire moments MVT1ψ

(n +
1) =

∏n
k=1 T1ψ(k)

n! . Now by (85), we have, using an obvious change of variable and
integration by parts, that for each n ∈ N,

1

ψ(n + 1)
=
∫ ∞

0
e−(n+1)xW(x)dx =

∫ 1

0
unW(− lnu)du

= 1

n + 1

(
W(0) +

∫ 1

0
unW ′+(− lnu)du

)
.

Therefore,

MVψ (n + 1) = MVT1ψ
(n + 1)

ψ(1)(n + 1)

ψ(n + 1)

= MVT1ψ(n + 1)ψ(1)

∫ 1

0
unW ′+(− lnu) + W(0)δ1(u) du

= MVT1ψ
(n + 1)

∫ 1

0
unζ(u)du =MVT1ψ

(n + 1)MZ(n + 1).
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Both variables Vψ and VT1ψ are moment determinate by Theorem 4.1(1) and [40],
Proposition 2.3.1, and so does Z since it has compact support. Hence we conclude
that

(87) Vψ
d= VT1ψ × Z.

Therefore, the facts that �Z ∈ B(L2(m),L2(m̆)) and |‖�Z|‖ ≤ 1 follow from sim-
ilar arguments as (58) and �Z ∈ B(C0(R+)) follows easily from dominated con-
vergence. Moreover, by [40], Lemma 7.1.4, the multiplicative kernel VT1ψ defined
by VT1ψf (x) = E[f (xVT1ψ)] is one-to-one in C0(R+). Hence again using [17],
Proposition 3.2, the intertwining relation (86) holds for all f ∈ C0(R+), and we can
further extend this relation to L2(m) using a density argument as C0(R+) ∩ L2(m)

is dense in L2(m) and the fact that Pt ∈ L2(m), P̆t ∈ L2(m̆). This completes the
proof. �

COROLLARY 4.8. For any ψ ∈ N∞ ∩ N�, we have m(x) > 0 for any x > 0
and m ∈ C∞

0 (R+).

PROOF. Let us write φ1(u) = T1ψ(u)
u

, u ≥ 0, then since T1ψ ∈ N↑, an appli-
cation of the Wiener–Hopf factorization yields that φ1 is a Bernstein function; see
[40], (1.9). Moreover, by observing that φ1(u) = u+1−θ

u+1 φ(u + 1), it is easy to see

that limu→∞ φ1(u) = φ(u) = ∞ as ψ ∈ N∞. Hence by [40], Theorem 1.1.1(2),
the density of m̆ is concentrated and positive on (0,∞). Now since, for all n ∈ N

E
[
V n+1

ψ

]= ∏n+1
k=1 ψ(k)

(n + 1)! = ψ(1)

∏n
k=1 T1ψ(k)

n! = ψ(1)E
[
V n
T1ψ

]
,

we get by moment determinacy that

(88) xm(x) = ψ(1)m̆(x), x > 0.

This implies that the density of m has the same support as m̆. Now let �1 denote
the Lévy measure of T1ψ , then by [39], Theorem 2.2,

(89)
�1(y) =

∫ ∞
y

(
e−r�(r) dr + e−r�(dr)

)= e−y�(y),

�1(0+) = �(0+),

therefore, if ψ ∈ N∞, so does T1ψ and, therefore, m̆ ∈ C∞
0 (R+) by [40], Theo-

rem 5.0.2(2a). Again using (88), m and m̆ have the same smoothness properties,
which shows that m ∈ C∞

0 (R+). �

We now have all the ingredients to prove Theorem 4.4(2). From (89), it is
easy to see that if ψ ∈ N∞ ∩ N�, then T1ψ ∈ N∞ ∩ N↑ and we see from



INTERTWINING, EXCURSION AND KREIN THEORY 3269

[40], Theorem 1.3.1(1a), that P̆t has co-eigenfunctions m̆n ∈ L2(m̆), given by

m̆n(x) = R(n)m̆(x)
m̆(x)

. Now let us define, for any n ∈ N,

(90) mn = �̂Zm̆n,

then mn ∈ L2(m) since �̂Z ∈ B(L2(m̆),L2(m)). Moreover, similar to (59), we de-
duce that, for almost every (a.e.) x > 0,

mn(x) = �̂Zm̆n(x) = 1

m(x)

∫ ∞
0

y−1m̆n(xy)m̆(xy)z

(
1

y

)
dy

= 1

m(x)

∫ ∞
0

y−1R(n)m̆(xy)z

(
1

y

)
dy,

where we recall that z denotes the density of the random variable Z whose law
is absolutely continuous as W(0) = 0 with ψ ∈ N∞. We write, for any n ∈ N,
wn(x) = mn(x)m(x) and w̆n(x) = m̆n(x)m̆(x) =R(n)m̆(x), x > 0, then the above
equation is equivalent to

(91) wn(x) =
∫ ∞

0
y−1w̆n(xy)z

(
1

y

)
dy

for a.e. x > 0. In other words, we have, with the obvious notation, wn
a.e.= w̆

√
z

where
√

represents the Mellin convolution, see [37], Section 11.11. Therefore, by
[37], (11.11.4), we have, for any �(z) > n,

Mwn(z) = MZ(z)Mw̆n
(z) = MZ(z)

(−1)n

n!
�(z)

�(z − n)
MVT1ψ

(z)

= (−1)n

n!
�(z)

�(z − n)
MVψ (z),

where the last identity comes from the factorization (87). Observe that the right-
hand side of the above equation is indeed the Mellin transform of R(n)m(x), and
by injectivity of the Mellin transform, we conclude that wn(x)

a.e.= R(n)m(x), or
equivalently

mn(x) = R(n)m(x)

m(x)

for a.e. x > 0, which can be extended to every x > 0 by the continuity of mn and
the smoothness of m; see Corollary 4.8. Furthermore, by the intertwining relation-
ship (86),

(92) P̂tmn(x) = P̂t �̂Zm̆n(x) = �̂Z
̂̆
P tm̆n(x) = e−nt �̂Zm̆n(x) = e−ntmn(x),

which shows that mn is an eigenfunction for P̂ (or co-eigenfunction for P ). Fi-
nally, take any g ∈ L2(m), then by the co-eigenfunction property of mn and the
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intertwining relation (43), we have

e−nt 〈�̂φmn, g〉m = e−nt 〈mn,�φg〉m = 〈P̂tmn,�φg〉m = 〈mn,Pt�φg〉m
= 〈mn,�φQtg〉m = 〈�̂φmn,Qtg〉m.

In other words, �̂φmn is a co-eigenfunction of Qt , which is indeed Ln since Qt is
self-adjoint. Moreover, recalling that �φ has a dense range in L2(m), we have that
�̂φ is one-to-one on L2(m) and thus equation �̂φf = Ln has at most one solution
in L2(m), which is indeed mn. Therefore, we deduce that, for any m,n ≥ 0,

〈Pm,mn〉m = cm(−θ)〈�φLm,mn〉m = cm(−θ)〈Lm, �̂φmn〉m
(93)

= cm(−θ)〈Lm,Ln〉m = 1{m=n},
by the orthogonality property of the Laguerre polynomials. This shows that the
sequences (Pn)n≥0 and (mn)n≥0 are biorthogonal. Next, by [42], T1ψ and ψ have
the same parameter σ 2, hence ψ ∈ NP ∩N� if and only if T1ψ ∈ NP ∩N↑. More-

over, observing that φ(∞) = φ1(∞) = β + �(0+), hence by [40], Theorem 9.0.1
and Theorem 10.0.1, the bounds on the right-hand side of (79) and (80) hold for
‖m̆n‖m̆. Since mn = �̂Zm̆n and |‖�̂Z|‖ = |‖�Z|‖ ≤ 1, we conclude the same bounds
for ‖mn‖m. Finally, by [40], Theorem 10.0.1, the sequence (

√
cn(b)m̆n)n≥0 is a

Bessel sequence in L2(m̆) with bound 1, hence we have, for any f ∈ L2(m),
∞∑

n=0

∣∣〈f,
√
cn(b)mn

〉
m

∣∣2 =
∞∑

n=0

∣∣〈f,
√
cn(b)�̂Zm̆n

〉
m

∣∣2
=

∞∑
n=0

∣∣〈�Zf,
√
cn(b)m̆n

〉
m̆

∣∣2
≤ ‖�Zf ‖2

m̆ ≤ ‖f ‖2
m

since |‖�Z|‖ ≤ 1. This proves that (
√
cn(b)mn)n≥0 is a Bessel sequence in L2(m).

Now in the case of m†
n, let us first prove that it is in L2(m), which suffices to

show its L2(m)-integrability around the neighborhoods of 0 and infinity. To this
end, define dφ1 = sup{u < 0;φ1(u) = −∞ or φ1(u) = 0}, where we recall that
φ1(u) = T1ψ(u)

u
= ψ(u+1)

u+1 , then we easily observe that dφ1 = θ − 1 since θ is the
largest root of ψ . Hence by combining [40], Theorem 5.0.4 (5.5), and (88), we
see that for any a > θ and A ∈ (0, r), that exists a constant Ca,A > 0 such that
m(x) ≥ Ca,Axa for all x ∈ (0,A). Therefore, denoting w†

n = m†
nm, then we see

that (
m†

n(x)
)2
m(x) = (w†

n(x))2

m(x)
≤ 1

Ca,A

x−a(w†
n(x)

)2
for all x ∈ (0,A). Hence to prove the L2(m)-integrability of m†

n around 0, it suffices
to prove the L2(p−a)-integrability of w†

n around 0, where p−a(x) dx = x−a dx.
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However, observe that w†
n = R(n)m↑

pθ
, thus by taking the Mellin transform on both

sides, we have, for �(z) > n + θ ,

M
w

†
n
(z) = MR(n)m↑(z − θ) = (−1)n

n!
�(z − θ)

�(z − θ − n)
Wφ↑(z − θ)

= (−1)n

n!
�(z − θ)

�(z − θ − n)

Wφ(z)

Wφ(1 + θ)
,

where for the last identity we used [40], (8.12), with φ↑(u) = ψ↑(u)

u
= φ(u + θ).

Therefore, using the Stirling approximation (54) as well as the asymptotic behavior
of Wφ by [40], Theorem 5.0.1(3), we have, for large |b|, that

M
p− a

2
w

†
n

(
1

2
+ ib

)
= M

w
†
n

(
1 − a

2
+ ib

)
= o
(|b|n−u)

for some u > n+ 1
2 . Hence b �→ M

p−a
2

w
†
n
(1

2 + ib) ∈ L2(R), and x �→ x− a
2 w†

n(x) ∈
L2(R+) by the Parseval identity of Mellin transform, that is, w†

n ∈ L2(p−a).
This proves the L2(m)-integrability of m†

n around 0. On the other hand, since

Mm↑(u) = Wφ↑(u) = Wφ(u+θ)

Wφ(1+θ)
, we have

Mpθm(u) = Mm(u + θ) = �(u)

�(u + θ)�(1 − θ)
Wφ(u + θ)

= CMB(1,θ)(u)Mm↑(u),

where C = Wφ(1+θ)

�(1−θ)�(θ)
and B(1, θ) is a Beta distribution of parameter (1, θ). Hence

by the formula for the density of product of random variables, we have, for x large
enough such that m↑ is nonincreasing on (x,∞),

1

C
m(x)pθ (x) =

∫ ∞
x

m↑(y)

(
1 − x

y

)θ−1 1

y
dy

=
∫ ∞
x

y−θm↑(y)(y − x)θ−1 dy

≥
∫ x+1

x
y−θm↑(y)(y − x)θ−1 dy ≥ (x + 1)−θm↑(x + 1)

≥ Cψx−θm↑(x)

for some Cψ > 0 by [40], Theorem 5.0.5. Combine the above relations together,
we have, for x large enough,

m↑(x)

x2θm(x)
≤ 1

CCψ

.
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Now denoting m
↑
n = R(n)m↑

m↑ , which is in L2(m↑) by [40], Theorem 8.0.1, then we

have (m†
n(x))2m(x) = (m

↑
n(x))2m↑(x) m↑(x)

x2θm(x)
≤ 1

CCψ
(m

↑
n(x))2m↑(x) and is inte-

grable around ∞. Hence m†
n ∈ L2(m) for all n ∈ N. Furthermore, again by [40],

Theorem 8.0.1, m↑
n is the co-eigenfunction for P

↑
t with eigenvalue e−nt . Hence we

have, for any n ∈ N,

〈
P

†
t f,m†

n

〉
m

= e−θt

〈
pθP

↑
t

f

pθ

,
R(n)m↑

pθm

〉
m

= e−θt

〈
P

↑
t

f

pθ

,m↑
n

〉
m↑

= e−(n+θ)t

〈
f

pθ

,m↑
n

〉
m↑

= e−(n+θ)t

〈
f,

m
↑
nm↑

pθm

〉
m

= e−(n+θ)t 〈f,m†
n

〉
m
.

Therefore, m†
n is a co-eigenfunction for P

†
t with eigenvalue e−(n+θ)t . On the other

hand, any solution f of the equation �̂φf = L†
n shall satisfy the relation

�(1 − θ)

Wφ(1 + θ)
m(x)L†

n(x)
a.e.=
∫ ∞

0
y−1f (xy)m(xy)ι

(
1

y

)
dy.

Hence taking Mellin transform on both sides and after some careful computations,
we have

Mmf (u) = (−1)n

n!
�(u − θ)

�(u − θ − n)

Wφ(u)

Wφ(1 + θ)
= M

w
†
n
(u).

Therefore, we see that m†
n is a solution of �̂φf = L†

n by injectivity of the Mellin
transform, and the uniqueness of this solution is due to the one-to-one property of
�̂φ . Hence the biorthogonality of (P†

n,m†
n)n≥0 follows by a similar argument as

(93). This completes the proof.

4.3.3. Proof of Theorem 4.4(3). First, take any f ∈ Ran(�φ) with �φg = f

for some g ∈ L2(m), then by the intertwining relation (43) and the spectral expan-
sion for Qt , see (69), we have

Ptf (x) = Pt�φg(x) = �φQtg(x) = �φ

∑
n≥0

e−ntcn(−θ)〈g,Ln〉mLn(x)

=∑
n≥0

e−nt 〈g,Ln〉mPn(x),

where the last identity is justified by the fact that �φ ∈ B(L2(m),L2(m)), the

Bessel property of (c
− 1

2
n (−θ)Pn)n≥0 combined with the fact that the sequence

(
√
cn(−θ)e−nt 〈g,Ln〉m)n≥0 ∈ �2 since (〈g,Ln〉m)n≥0 ∈ �2. Moreover, recalling

that �̂φmn = Ln, we see that 〈g,Ln〉m = 〈�φg,mn〉m = 〈f,mn〉m, hence this
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proves (81) for all (ψ,f ) ∈ D�(�φ). Now let us define the spectral operator St ,
t ≥ 0, by

(94) Stf (x) =
∞∑

n=0

e−nt 〈f,mn〉mPn(x).

We first note that under the condition DNP (m),√
cn(−θ)e−nt 〈f,mn〉m ≤ e−nt‖f ‖m‖mn‖m = O

(
n

θ
2 e(−t+ε)n).

Hence (
√
cn(−θ)e−nt 〈f,mn〉m)n≥0 ∈ �2. By the Bessel property of the sequence

(c
− 1

2
n (−θ)Pn)n≥0, we get that Stf (x) ∈ L2(m) for (ψ,f ) ∈ D�(�φ) ∪ DNP (m).

Our next aim is to show Ptf (x) = Stf (x) under the conditions DNP (m)\D�(�φ).
Since Ran(�φ) is dense in L2(m), for any f ∈ L2(m), there exists a sequence
(gm)m≥0 ∈ L2(m) such that limm→∞ �φgm = f in L2(m). Hence we have from
the previous part that

Pt�φgm(x) =
∞∑

n=0

cn,t (�φgm)c
− 1

2
n (−θ)Pn(x),

where the constants cn,t are defined by cn,t (f ) = √
cn(−θ)e−nt 〈f,mn〉m for f ∈

L2(m). Now let us define operator S : �2 → L2(m) by, for any (cn)n≥0 ∈ �2,

(95) S
(
(cn)

)= ∞∑
n=0

cnc
− 1

2
n (−θ)Pn.

Then by [40], (1.31), S is a bounded operator with operator norm |‖S|‖ and

‖Pt�φgm − Stf ‖2
m = ∥∥S(cn,t (�φgm − f )

)∥∥2
m

≤ |‖S|‖
∞∑

n=0

c2
n,t (�φgm − f )

≤ Ct‖�φgm − f ‖2
m

for some constant 0 < Ct < ∞. Hence limm→∞ Pt�φgm = Stf . However, since
Pt is a contraction, we conclude that Ptf = Stf under DNP (m). The spectral
expansion of P

†
t f for (ψ,f ) ∈ D�(�φ) can be proved similarly using the spectral

expansion of Q
†
t f in (70), the intertwining between P † and Q† and the properties

of P†
n as well as m†

n. Finally, for (ψ,f ) ∈ DNP (m), we have ψ↑ ∈ NP ∩N↑ and,
therefore, by [40], Theorem 1.3.1, for all f ∈ L2(m↑),

P
↑
t f =

∞∑
n=0

e−nt 〈f,m↑
n

〉
m↑Pψ↑

n .
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Hence, writing f
θ
= f

pθ
,

P
†
t f = e−θtpθP

↑
t f

θ
=

∞∑
n=0

e−(n+θ)t 〈f
θ
,m↑

n

〉
m↑P†

n

=
∞∑

n=0

e−(n+θ)t 〈f,m†
n

〉
m
P†

n.

This completes the proof of Theorem 4.4.

4.3.4. Proof of Corollary 4.5. For any ψ ∈NP ∩N� and assuming �(0+) <

∞, since by Theorem 4.4, (c
− 1

2
n (−θ)Pn)n≥0 and (

√
cn(b)mn)n≥0 are both Bessel

sequences in L2(m) with bound 1, we have, for t > Tb = 1
2 ln( b+2

2−θ
),

‖Ptf −mf ‖2
m = ∥∥S(cn,t (f )

)∥∥2
m

≤
∞∑

n=1

cn(−θ)

cn(b)

∣∣〈Ptf,
√
cn(b)mn

〉
m

∣∣2
= e−2t

∞∑
n=1

e−2(n−1)tcn(−θ)

cn(b)

∣∣〈f,
√
cn(b)mn

〉
m

∣∣2
= e−2tc1(−θ)

c1(b)

∞∑
n=1

e−2(n−1)tc1(b)cn(−θ)

cn(b)c1(−θ)

∣∣〈f −mf,
√
cn(b)mn

〉
m

∣∣2
≤ b+ 1

1 − θ
e−2t

∞∑
n=1

∣∣〈f −mf,
√
cn(b)mn

〉
m

∣∣2
≤ b+ 1

1 − θ
e−2t‖f −mf ‖2

m,

where we used the fact that by the Stirling approximation,

e−2(n−1)tc1(b)cn(−θ)

cn(b)c1(−θ)
≤ 1

for all t > Tb. On the other hand, for t ≤ Tb, b+1
1−θ

e−2t ≥ b+1
b+2

2−θ
1−θ

≥ 1 since b≥ 0 >

−θ . Invoking that Pt is a contraction, this concludes the proof of this corollary.
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