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`Around here, however, we don't look backwards for very long.

We keep moving forward, opening up new doors

and doing new things because we're curious. . .

and curiosity keeps leading us down new paths.'

Walt Disney





Abstract

The LHC is the highest energy particle collider in the world. The LHCb experiment is

one of the four main experiments at the LHC. Between 2015 and 2018 it collected 5.4 fb−1

of data at a centre of mass energy of 13 TeV. In this thesis, the cross-section for tt→ µeb

production is measured using this data set. The study of this measurement is a test

of the predicting power of Standard Model theory and also contributes to constraining

future predictions of proton interactions.

A selection scheme is developed to reduce the expected contributions from a number of

backgrounds and improve the purity of the �nal state. The �nal measurement, σtt, repre-

sents the cross-section of the production of top quark pairs decaying to a muon, electron

and b-jet, where the pT of each object is above 20 GeV, the lepton pseudorapidities are

between 2 and 4.5, and the b-jet pseudorapidity is between 2.2 and 4.2. The result is:

σtt = 117± 10(stat.)± 15(syst.)± 5(lumi.)pb (1)

where the �rst uncertainty is statistical, the second is systematic and the third is due

to the luminosity determination. Comparisons are made with theoretical predictions

calculated from POWHEG and aMC@NLO and the measurement is seen to be in good

agreement.

A feasibility study of the measurement of the WW production cross-section is also per-

formed. While the measurement will be possible at LHCb in the near future, it is not

feasible with the current data set, due mainly to the limited statistics available. It is

predicted that a signi�cant measurement of this cross-section will be possible by the end

of LHCb Run-III.
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Chapter 1

Introduction

The Standard Model (SM) of particle physics is the current theory describing the fun-

damental constituents of matter and the forces that govern their behaviour. The SM

must be tested to validate the precision of the theoretical predictions it makes in order

to continue searching for physics beyond the model to better describe our universe.

SM predictions can be tested using particle accelerators. The Large Hadron Collider

(LHC) is currently the highest energy particle accelerator in the world, accelerating

protons to close to the speed of light before colliding them to produce di�erent particles

for study.

In this thesis, the top quark (the heaviest fundamental particle) is investigated through

the partial reconstruction of decays of top quark pairs to a muon, electron and b-jet. The

frequency with which top quark pairs are produced at the LHC (or the top quark pair

production cross-section) is measured using data collected during the second Run of the

LHCb experiment between 2015 and 2018. This is an important SM measurement which

can be used to further improve our understanding of the proton and so constrain future

theoretical predictions of proton interactions.

This thesis is outlined as follows. An introduction to the Standard Model is presented

in Chapter 2, followed by a summary of how the SM is tested at particle colliders and a

brief discussion of top quark theory. Chapter 3 describes the experimental environment

of the LHC and the LHCb detector, and Chapter 4 details the processes required to

reconstruct collision events from detector signals for physics analysis.

1



Theory 2

The primary analysis presented here is a measurement of the top quark pair production

cross-section, which is outlined in Chapter 5. A study of the feasibility of measuring the

WW production cross-section is also presented in Chapter 6. The conclusions from both

analyses are reviewed in Chapter 7.



Chapter 2

Theoretical Overview

This chapter gives a basic overview of the leading theory of particle physics: The Stan-

dard Model (SM). This is followed by a discussion of how the Standard Model can be

tested at particle colliders such as the LHC, and then by a description of key aspects of

SM physics that relate to the analyses presented in later chapters.

2.1 The Standard Model

The Standard Model of Particle Physics is the current theory used to describe the funda-

mental constituents of matter and the forces through which they interact. The Standard

Model is described below, starting with the particles and forces that make up the model,

followed by the mathematical framework used to describe their interactions. It is a rela-

tivistic Quantum Field Theory (QFT), treating fundamental particles as excited states

of quantum �elds de�ned at all points in spacetime.

2.1.1 Particles and Forces

The Standard Model describes the fundamental particles identi�ed in nature (fermions1).

It also describes three fundamental forces and the particles that mediate these interac-

tions. The theory also includes the Higgs mechanism which is responsible for providing

the fundamental particles with mass.

1Fermions are de�ned as particles with half-integer intrinsic spin.

3
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2.1.1.1 Fermions

There are two categories of fermions in the Standard Model: quarks and leptons. There

are six of each, categorised into three generations.

Each generation of quarks contains two particles separated by one unit of electrical

charge. The generational pairs are: the up and down quarks (u and d), the charm and

strange quarks (c and s), and the top and bottom quarks (t and b). The up-type quarks

have a charge of +2
3 and the down-type quarks have −1

3 . The properties of the quarks

are summarised in Table 2.12.

Generation Quark Mass (MeV) Spin Q/e

1 u 2.16+0.49
−0.26

1
2 +2

3

d 4.67+0.48
−0.17

1
2 −1

3

2 c 1,270±20 1
2 +2

3

s 93+11
−5

1
2 −1

3

3 t 172,900±400 1
2 +2

3

b 4180+30
20

1
2 −1

3

Table 2.1: The properties of the quarks in the Standard Model [1].

The corresponding generations of leptons each contain a charged particle and its neutral

partner. The three charged leptons are the electron (e−), the muon (µ−), and the tau

(τ−), each displaying identical characteristics except for their mass and lepton �avour.

The neutral leptons have negligible mass and occur in three matching �avours: the

electron neutrino (νe), the muon neutrino (νµ) and the tau neutrino (ντ ). The properties

of the leptons are summarised in Table 2.2.

Generation Lepton Mass (MeV) Spin Q/e

1 e− 0.5109989461±0.0000000031 1
2 -1

νe <0.000002 1
2 0

2 µ− 105.6583748±0.0000024 1
2 -1

νµ <0.19 1
2 0

3 τ− 1776.86±0.12 1
2 -1

ντ <18.2 1
2 0

Table 2.2: The properties of the leptons in the Standard Model [1].

For every fermion there is a corresponding particle with the same mass and opposite-sign

quantum numbers. These particles are referred to as antiparticles or antimatter.

2Units of c=~=1 are used from this point forward
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2.1.1.2 Gauge Bosons

Bosons are spin-1 particles that mediate the fundamental forces: the photon (γ) for the

electromagnetic force; W± and Z0 bosons for the weak interaction; and the gluon for

the strong. The properties of the bosons are summarised in Table 2.3.

Field Boson Mass (GeV) Spin Q/e

Electromagnetic γ 0 1 0
Weak nuclear W± 80.379±0.012 1 ±1

Z0 91.1876±0.0021 1 0
Strong nuclear g 0 1 0

Table 2.3: The properties of the bosons in the Standard Model [1].

2.1.2 Quantum Electrodynamics

Quantum Electrodynamics (QED) is the QFT used to describe electromagnetic interac-

tions. A free Dirac �eld, Ψ(x), describes the behaviour of a fermion with charge Q and

mass m. Its dynamics are described by the Dirac equation [2]

(i 6 φ−m)Ψ(x) = 0, (2.1)

which is produced by applying the Euler-Lagrange equations to its Lagrangian density,

L [3],

L = Ψ(x)(iγµ∂µ −m)Ψ(x). (2.2)

This Lagrangian is invariant under global U(1) transformations such as

Ψ(x)→ eiQθΨ(x), (2.3)

where θ is a continuous parameter independent of spacetime position. This global in-

variance implies the electromagnetic current and charge are conserved. However, the

invariance does not hold locally if θ is allowed to depend on spatial position x. Here, the

transformation being considered becomes
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Ψ(x)→ e−iQθ(x)Ψ(x). (2.4)

The Lagrangian above is not invariant under this transformation and is therefore not a

satisfactory description of nature as it should be independent of spacetime position.

To introduce local gauge invariance, it is necessary to include a gauge vector boson �eld,

Aµ(x), which transforms as

Aµ → Aµ −
1
e
∂µθ(x). (2.5)

A covariant derivative, Dµ can be introduced for convenience, de�ned as

DµΨ(x) ≡ (∂µ − ieQAµ) Ψ(x), (2.6)

which has transformation properties identical to the �eld, so

DµΨ(x)→ e−iQθ(x)DµΨ(x). (2.7)

A gauge invariant kinetic term may then be introduced as the �eld strength tensor, Fµν

Fµν(x) = ∂µAν(x)− ∂νAµ(x). (2.8)

Taking 2.2, adding a vector �eld Aµ(x) and a term for Fµν , and substituting for Dµ gives

the QED Lagrangian density

LQED = Ψ(x)(iγµDµ −m)Ψ(x)− 1
4
Fµν(x)Fµν(x). (2.9)

The vector �eld introduced here can be identi�ed as the propagator for the electromag-

netic force and produces no mass term in the Lagrangian. It is associated with the

photon. The addition of a mass term would break the symmetry of the Lagrangian,

implying the photon must have zero mass which is consistent with experimental obser-

vations.
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2.1.3 Quantum Chromodynamics

Quantum Chromodynamics (QCD) is the theory of the strong force, used to describe

the interaction of quarks and gluons. Gluons are the gauge bosons that carry the colour

charge associated with the force. Colour charge can take values of red, green and blue,

as well as three corresponding anti-colours. The gluon can couple to colour-charged

particles including itself.

QCD is a non-Abelian3 gauge theory, based on the SU(3)C group. The Lagrangian is

constructed using a method similar to the QED Lagrangian.

A quark �eld, ψ, is considered as a triplet of Dirac �elds given by

ψ =


ψ1

ψ2

ψ3

 . (2.10)

.

The Lagrangian of the quarks coupled to the gluon �elds, LQCD, is constructed similarly

to the QED Lagrangian as

LQCD = ψ(iγµDµ −m)ψ − 1
4
GaµνG

µν
a , (2.11)

where γµ represents the gamma matrices and the covariant derivative, Dµ, is given by

Dµ ≡ ∂µ − gsGaµT a, (2.12)

where gs is the strong coupling constant; a is an index running from 1 to 8; and T a

represents the eight generators of the SU(3)C group. The generators correspond to the

eight types of gluon with varying colour charge. This is analogous to the QED photon,

where gluons are the mediators of the strong force. The Gaµ(x) term refers to the QCD

strength tensor, given by

3A non-Abelian group is one where the application of a group operator on two or more members of

the group is not commutative.
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Gaµν ≡ ∂µGaν − ∂νGaµ − gsfabcGbµGcν , (2.13)

.

where the �nal term arises from the non-Abelian nature of the SU(3)C group and rep-

resents the coupling of gluon �elds to each other. The SU(3)C structure constants are

given by fabc.

The strong coupling constant varies with the energy scale of the interaction, Q2. At low

Q2, the force becomes very strong leading to con�nement : as the the distance between

two quarks increases so does the force between them, meaning it would take an in�nite

amount of energy to separate them completely, so quarks are never found in isolation.

Conversely, the coupling constant becomes very small in high Q2 interactions and so the

quarks and gluons interact very weakly. This is known as asymptotic freedom, and as a

result at the very small distances inside hadrons the constituent quarks are essentially free

[4]. The hadronisation of quarks is an outcome of this behaviour, observed experimentally

as jets of closely-spaced particles in the detector, from which the presence of quarks can

be inferred.

2.1.4 Electroweak Theory

The Electroweak (EW) Theory is the uni�cation of the electromagnetic and weak in-

teractions. It is accomplished by requiring that the combined Lagrangian be invariant

under local gauge transformations provided by the SU(2)L ⊗ U(1)Y symmetry group.

The generators of the group result in the fundamental quantum numbers weak isospin,

I, and weak hypercharge, Y . The weak hypercharge and third component of the weak

isospin, I3, relate to charge, Q, by [5]

Q = I3 +
Y

2
. (2.14)

Up-type quarks and neutrinos have I3 = +1
2 whereas down-type quarks and charged

leptons have I3 = −1
2 . Quarks cannot decay into other quarks with the same value of I3

through the weak interaction. So up-type quarks only decay into down-type quarks and

vice versa.
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Particles can also be categorised by their chirality: the projection of a particle's spin

vector in the direction of its momentum vector. If the particle's spin is in the same

direction as its momentum its chirality is right-handed. If the spin and motion directions

are opposite the particle is left-handed. Right-handed fermions have I = 0 and form

singlet states with I3 = 0. Left-handed fermions have I = 1
2 and form doublets with

I3 = ±1
2 . The weak force (W bosons) only interacts with left-handed fermions and

right-handed antifermions. In the Standard Model, neutrinos are exclusively left-handed

while anti-neutrinos are exclusively right-handed.

The gauge bosons are required to be massless to ensure the local gauge invariance of

the Electroweak Lagrangian. As with the QED and QCD Lagrangians, the addition of a

mass term to the gauge �elds would break the local gauge invariance of the Lagrangian.

Through experimental observation, the photon and gluon are indeed massless, but the

weak gauge bosons (W+, W− and Z0) are massive. The theoretical framework and

experimental observations can be united through the addition of a mechanism to generate

mass while preserving the gauge invariance of the Lagrangian. In the Standard Model,

this is known as the Higgs Mechanism.

2.1.5 The Higgs Mechanism

The Higgs Mechanism [6] provides the fundamental particles with mass without breaking

the gauge invariance of the Lagrangian. This is done by introducing a scalar �eld,

known as the Higgs �eld, that interacts with the Electroweak boson �elds and breaks the

symmetry of the SU(2)⊗ U(1) group. This �eld is mediated by the Higgs Boson which

was observed experimentally by the ATLAS and CMS experiments in 2012 [7, 8].

The Higgs �eld is an isospin SU(2) doublet, Φ, of complex scalar �elds, Φ+ and Φ0

Φ =

 Φ+

Φ0

 =

 φ1 + iφ2

φ3 + iφ4

 . (2.15)

The scalar potential associated with these �elds can be described by

V (Φ) = µ2Φ†Φ + λ
(

Φ†Φ
)2
, (2.16)
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where µ and λ are constants. When µ2 > 0, the potential is symmetrical about a

minumum at Φ = 0. However, when µ2 < 0, the potential takes the form shown in

Figure 2.1, with an in�nite number of minima calculated from

|Φ| =
√
µ2

2λ
=

v√
2
, (2.17)

Figure 2.1: The shape of the Higgs potential for µ2 < 0. The indicated motion of
the blue ball illustrates Spontaneous Symmetry Breaking which results in a non-zero

Vacuum Expectation Value for the Higgs �eld [9].

where v is the Vacuum Expectation Value (VEV). The solutions correspond to any point

on a circle given by

|Φ0|2 =
φ1 + φ2 + φ3 + φ4

2
=
v2

2
. (2.18)

The choice of a particular vacuum is known as the Spontaneous Symmetry Breaking

(SSB) of the system, where an initially symmetric system is spontaneously broken by a

choice of a speci�c minimum of the potential. At the time of the Big Bang, the universe

was in a state where the VEV was 0, but this was unstable.

The vacuum is chosen so that φ1 = φ2 = φ4 = 0. Using the Goldstone Theorem, each

of the four �elds has an associated Goldstone boson, three of which are massless and

unphysical and the fourth is the Higgs Boson. A gauge can be chosen in which the three

unphysical �elds (φ1, φ2, and φ4) are eliminated. This is known as the Unitary Gauge

and tranforms Equation 2.15 into
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Φ =
1√
2

 0

v +H

 , (2.19)

where H is the neutral scalar Higgs �eld. This also gives rise to mass terms for the W+,

W− and Z0 bosons.

The Electroweak interaction propagates through four gauge �elds: Bµ,W 1
µ ,W

2
µ andW 3

µ .

Bµ is required for invariance to be maintained under electromagnetic transformations,

while the Wµ �elds are required to maintain invariance under weak transformations.

These gauge �elds are related to the physically observable vector bosons by

W±µ =
1√
2

(
W 1
µ ∓W 2

µ

)
, (2.20)

Zµ = cos θWW 3
µ − sin θWBµ, (2.21)

Aµ = sin θWW 3
µ + cos θWBµ, (2.22)

where θW is the weak mixing angle, also known as the Weinberg Angle. This is related

to the weak isospin coupling constant, g, and the weak hypercharge coupling constant,

g′ by

tan θW =
g′

g
. (2.23)

The Lagrangian for the four Electroweak �elds can be written to include the interaction

with the Higgs �eld

LHiggs = (DµΦ)† (DµΦ)− µ2Φ†Φ− λ
(

Φ†Φ
)2
, (2.24)

which can be written in the Unitary Gauge as



Theory 12

LHiggs =
1
2
∂µH∂

µH +
1
4
g2
(
H2 + 2vH + v2

)
W+
µ W

−µ

+
1
8
(
g2 + g′2

) (
H2 + 2vH + v2

)
ZµZ

µ

− µ2H2 − λ

4
(
H4 + 4vH3

)
.

(2.25)

The mass terms corresponding to the W± and Z0 bosons are given by:

MW =

√
1
4
g2v2 =

1
2
gv,

MZ =

√
1
4

(g2 + g′2) v2 =
1
2
(
g2 + g′2

)1/2
v

=
1
2

gv

cos θw

=
MW

cos θw
,

(2.26)

where the relations (cos2 θw + sin2 θw) = 1 and g′ = g tan θw are used to express the Z0

mass in terms of the W± mass and the weak mixing angle. The charged fermions aquire

mass through the addition of a further term, Lyukawa, used to describe so-called Yukawa

coupling.

2.1.6 Yukawa Coupling

A coupling between the Higgs �eld and fermions can be added to the Standard Model

Lagrangian to give the fermions mass. A contribution, Lyukawa, can be used to describe

the coupling between the fermions and the Higgs doublet:

Lyukawa = −gfΨfΨfΦ. (2.27)

An expansion around the vacuum expectation value of the Higgs doublet, ν, gives

Lyukawa(f) = − 1√
2
gfνΨfΨf −

1√
2
gfΨfΨfH. (2.28)

Here, the �rst term represents a mass term where
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mf =
gfν√

2
. (2.29)

The second term represents the coupling of the fermion to the Higgs �eld, given by

2mf

ν
. (2.30)

The Yukawa coupling constant of the fermion is given by gf . These coupling constants

are not predicted by the Standard Model and so can be set to match the fermion masses

observed in experiment. The coupling with the Higgs �eld is proportional to the fermion's

mass.

2.1.7 Quark Mixing and CP Violation

Weak and strong mass eigenstates of quarks are not the same and so quark �avour

and generation are not conserved in weak decays. The relationship between the �avour

eigenstates (d′, s′ and b′) and the mass eigenstates (d, s, and b) is shown by:


d′

s′

b′

 = VCKM


d

s

b

 , (2.31)

where VCKM is a 3×3 unitary matrix used to describe the mixing between quark gen-

erations. It is known as the Cabibbo-Kobayashi-Maskawa (CKM) matrix [10], given

by:

VCKM =


Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb

 . (2.32)

Each element describes the mixing between two quark �avours: for example, Vtb is the

coupling between a t quark and a b quark. The matrix can be written in terms of three

quark mixing angles (θ12, θ13 and θ23) and a single CP-violating phase, δ:
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VCKM =


c12c13 s12c13 s13e

−iδ

−s12c23 − c12s23s13e
iδ c12c23 − s12s23s13e

iδ s23c13

s12s23 − c12c23s13e
iδ −c12s23 − s12c23s13e

iδ c23c13

 , (2.33)

where cij = cos θij and sij = sin θij . If all three angles were equal to zero, the matrix

would become the identity matrix and quark mixing would be prevented from occurring.

Results from experimental �ts for the magnitudes of all nine CKM elements are shown

below [1].

VCKM =


0.97446± 0.00010 0.22452± 0.00044 0.00365± 0.00012

0.22438± 0.00044 0.97359+0.00010
−0.00011 0.04214± 0.00076

0.00896+0.00024
−0.00023 0.04133± 0.00074 0.999105± 0.000032

 (2.34)

Current understanding of the matrix can also be shown in graphical form as the Unitar-

ity Triangle. The sides and angles of the triangle represent various ratios of the CKM

parameters. Measurements from a number of interactions at multiple experiments con-

tribute to �ts used to constrain the triangle and so the CKM parameters. An example

of a CKM �t is shown in Figure 2.2 where di�erent contributions to the �t are repre-

sented by the various coloured regions. The contributions made by LHCb are outlined

in Reference [11], along with predictions of how future CP violation measurements made

at LHCb are expected to further constrain the model.

The phenomenon of CP-violation is not fully understood but must be parameterised in

the Standard Model in order for precise theoretical predictions to be made.

2.1.8 Summary

The Standard Model is the current theory for describing the fundamental particles of

nature and their behaviour. However, it does not fully explain all of the physical observ-

ables of matter such as the mechanism responsible for neutrino mass; the large range in

mass of the fundamental particles; or the composition of dark matter or dark energy. It
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Figure 2.2: A CKM�tter Collaboration �t to the Unitarity Triangle with individual
constraints from various measurements superimposed [11].

is important to make experimental tests of the Standard Model to con�rm our under-

standing of particle physics, and to lead us toward searches for new physics beyond the

SM which has yet to be discovered.

2.2 Testing the Standard Model at Hadron Colliders

Collisions between high-energy hadrons at particle accelerators can be used to test and

validate predictions made by the Standard Model. At the Large Hadron Collider (LHC),

beams of protons are accelerated to close to the speed of light in order to produce high-

energy collisions. These collisions produce particles that are not naturally observable

in nature, which quickly decay into various �nal state particles. Deposits left by these

�nal state particles in particle detectors can be used to reconstruct collision events. Such

observations can then be used to make experimental comparisons with theoretical SM

predictions, provide clues for as yet undiscovered physics beyond the SM, or con�rm the

existence of previously unseen particles, such as the Higgs boson.
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2.2.1 Hard Scattering and the Underlying Event

The composite nature of the particles colliding at hadron colliders leads to complex event

structures. Two distinct processes of interest can be de�ned: the hard scatter and the

underlying event.

Hard scattering refers to the initial high energy interactions between partons during

collisions of hadrons. These are typically characterised by a large momentum transfer,

high transverse momentum or large mass scale. This is the process responsible for the

production of new particles, such as top quark pairs. Interactions such as this can be

calculated to high precision using perturbative techniques.

The underlying event is any activity observed in a hadron collider event which is not a

product of the primary hard scattering process. The composite nature of the colliding

particles means that the partons not involved in the primary process can still interact.

These interactions are softer than the primary interaction, but contribute a non-negligible

contribution to the overall event and its multiplicity. Such multiple interactions can

be evaluated through ordering the scattering in a declining pT scale and so arranging

the interactions from hardest to softest scattering. Correlations can also be taken into

account, such as those arising from �avour or momentum conservation. The underlying

event can include both initial and �nal state radiation, beam-beam remnants and multiple

parton interactions. Events where multiple collisions occur per beam crossing (known

as pile-up) also contribute to the event structure. Understanding the underlying event

is important for event simulation and in selecting the desired signals from data. The

underlying event is modelled using Pythia8 simulation tuned to data.

Calculations used to model hadronic interactions must include both the hard scattering

process and any soft processes involved in the underlying event. The relationship between

the overall cross-section (or hadronic cross-section) and the cross-section of the hard

process (or partonic cross-section) can be understood by modelling the internal structure

of the colliding hadrons. Experimental data can be used to calculate Parton Distribution

Functions (PDFs) to model this internal structure and so predict the likelihood of speci�c

interactions occuring between colliding hadrons.
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2.2.2 Parton Distribution Functions

Parton Distribution Functions are the probability densities for �nding partons with mo-

mentum fraction, x, at a given energy scale, Q2, inside hadrons. They are process-

independent, non-perturbative functions. PDFs must be extracted from experimental

data at a given scale, due to limitations in current lattice QCD calculations. They can

then be transformed to di�erent energy scales using the DGLAP equations [12�14] and

used in theoretical calculations.

PDFs can be extracted from measurements performed at the LHC using the Factorisation

Theorem. This breaks down the hadronic cross-section into the product of a partonic-

level cross-section and a parameterisation of the colliding hadrons, which is determined

by the PDFs. The production of an object, X, can be determined from:

σAB→X =
∫
dxadxbfa/A

(
xa, Q

2
)
fb/B

(
xb, Q

2
)
σ̂ab→X , (2.35)

where A and B are the colliding hadrons and a and b are the partons involved in the

hard scattering process. The functions fa/A
(
xa, Q

2
)
and fb/B

(
xb, Q

2
)
are the PDFs for

the partons as a function of the momentum fraction they carry (xa/b) and the energy

transferred in the interaction (Q2). Finally, σ̂ab→X is the partonic level cross-section,

which represents the cross-section for the production of X from partons a and b. It is

calculated peturbatively.

Any prediction of physics observable at the LHC requires knowledge of PDFs as the mod-

elling of expected processes relies on precise knowledge of the proton structure. In turn,

speci�c measurements made at the LHC can help constrain PDFs and resolve disagree-

ments between di�erent PDF modelling groups. These measurements include Drell-Yan

processes, W/Z boson cross-sections, diboson production and top quark production [15].

The PDF sets used in the following analyses are produced by the CTEQ [16] and NNPDF

[17] groups. CTEQ uses global analysis to determine PDFs by �tting theoretical QCD

cross-sections to existing hard scattering data. NNPDF determines PDFs using Neural

Networks to construct Monte Carlo representations of the PDFs and their uncertainties.
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2.3 The Top Quark

The primary analysis presented in this thesis is a test of the Standard Model using

top quark production. This is performed by measuring how often pairs of top quarks are

produced at the LHCb experiment and comparing that measurement with the theoretical

prediction. This Section begins with some top physics context and the motivation for

studying the top quark, followed by a summary of top quark production and decay

modes.

2.3.1 Motivation

The existence of the top quark was �rst theorised after the discovery of CP violation in

1964 [18]. Until then, experimental particle physics results were adequately explained by

a two generation Standard Model, but the subsequent development of the CKM matrix

introduced quark mixing parameters that required a third generation of particles. This

led to searches for, and the subsequent discovery of, two quarks (top and bottom) as well

as the tau lepton and its corresponding neutrino.

A prediction of the top quark mass was made using electroweak constraints in 1994,

anticipating a particle with a mass of ∼175 GeV [19]. The experimental discovery of the

top quark then followed in 1995 at Fermilab's CDF and D0 experiments [20, 21].

The top quark's mass is currently measured to be 172.9±0.4 GeV [1]. This is well above

the scale of the other quarks and makes the top quark the heaviest of all elementary

particles discovered to date. Because of this high mass, the top quark is thought [22] to

couple strongly to new physics in a number of models. It is therefore a natural probe

of physics beyond the standard model, for example at the Minimal Supersymmetric

Standard Model scale [22].

The top quark is also the only quark with a Yukawa coupling to the Higgs boson of close

to unity. A better understanding of top quark physics could potentially help to explain

why the mass of the Higgs boson is considerably lower than predicted [22]. It has also

been postulated that the top quark's Yukawa coupling could be used to determine the

energy scale at which new physics will be found at the hadron colliders of the future,

due to its contribution to the scale of the Higgs self-coupling [23].
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Top quark production was �rst observed at the LHC by the ATLAS and CMS exper-

iments during Run-I [24]. Combined measurements of the top quark pair-production

cross-section by these experiments at 7 and 8 TeV produce a degree of uncertainty low

enough to challenge theoretical predictions [22], making Run-II an exciting time for

the study of top physics. Further measurements of the cross-section have been made

in Run-II and are consistent with theoretical predictions. The current status of ATLAS

and CMS measurements is summarised in Figure 2.3, with the most precise measurement

made in the µe channel.

Figure 2.3: A summary of tt production cross-section measurements at the ATLAS
and CMS experiments [25].

Also during Run-I, the LHCb experiment became the �fth experiment to observe top

production and the �rst to do so in the forward region [26]. LHCb's unique forward

acceptance allows for the probing of a phase space that is inaccessible to the other

experiments currently measuring top quark production. Measurements at LHCb are

able access a higher value of Bjorken-x than the central detectors. There are large

uncertainties in the proton PDFs in this region and so precise measurements of quark

production at LHCb can be used to constrain them.
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2.3.2 Production of Top Quark Pairs

At the LHC, top quarks are produced through quark-antiquark annihilation and gluon-

gluon fusion with the latter mechanism accounting for around 90% of all LHC top quark

production in Run-II4[1]. Measuring the production rates of both single top and top pair

production can therefore contribute substantially to the modelling of the gluon PDF. The

production ratio of the top quark is shown in Figure 2.4, with LHCb's unique forward

acceptance highlighted in grey.

Figure 2.4: The production ratio of top quarks as a function of top pseudorapidity
at
√
s 14 TeV [27].

The production meachanisms for top quark pairs can be represented using Feynman

diagrams. Feynman diagrams present a graphical representation of the mathematical

expressions that describe the behaviour of particles. Lines are used to represent particle

currents with time running from left to right. The points where lines meet are called

vertices and represent interactions.

Leading order (LO) Feyman diagrams display the simplest possible interaction to produce

a given �nal state. Examples of LO diagrams for tt production are shown in Figure 2.5.

Feynman diagrams can be read from left to right for initial to �nal states. For example,

4The production ratio is dependent on the centre of mass energy.
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in the LO example diagram (a) in Figure 2.5 two gluons from colliding protons fuse

together to create a higher energy gluon which then decays to a tt pair.

Figure 2.5: Feynman diagrams for the production of top quark pairs in leading order
processes at the LHC: (a) gluon fusion, (b) pair creation from qq annihilation, (c)

t-channel gluon fusion.

Next-to-leading order (NLO) diagrams are used to represent more complex mechanisms

with extra interactions. Examples of NLO diagrams for tt production are shown in

Figure 2.6. Here, diagram (a) shows a qq annihilation where one of the incident partons

undergoes initial state radiation.

Figure 2.6: Examples of next-to-leading order production meachanisms for top quark
pair production.

Each vertex in a Feynman diagram causes a process to be rarer by an order of the

strong coupling constant, αs. In the examples provided, diagram (a) in Figure 2.5 has a

cross-section of order α2
s, while diagram (a) in Figure 2.6 has a cross-section of order α3

s

and diagram (c) in the same �gure has a cross-section of α4
s. Therefore, while there are

signi�cantly more possibilities for drawing NLO diagrams than LO, the NLO contribution

to the overall production cross-section is generally reduced.

2.3.3 Top Quark Decay

The top quark's high mass makes it very unstable. It therefore has a short lifetime of

∼ 0.5× 10−24s which is much shorter than that of any other quark [1]. This gives it the
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unique property of decaying before any hadronisation can occur, which means that top

provides a rare opportunity to study a bare quark directly.

Top quarks decay almost exclusively to a bottom quark and W boson [1] as determined

by the Vtb term of the CKM matrix. As b-quarks hadronise, the presence of a b-quark

in a hadron collider top quark event must be inferred from the presence of a b-jet. The

W boson can be identi�ed through its subsequent decay to lν states (33%) or qq̄ pairs

(67%) where the presence of the quarks is again inferred through the detection of jets.

Identi�able �nal states for top pair production can therefore range from two b-jets and

two charged leptons to two b-jets and four jets. Here, the former is known as the dilepton

channel and the latter as the all-hadronic channel.

Speci�c consideration must also be given to cases where the W boson decays to tau

leptons. This is because the tau decays to either an electron or muon only ∼35% of

the time with the remaining ∼65% of tau decays being hadronic. For this reason, the

tau lepton decay modes of the W boson are sometimes considered as hadronic decay

channels.

A graphical summary of the likelihood of the top quark pair decay channels can be seen

in Figure 2.7.

Figure 2.7: The di�erent branching ratios of a top quark pair, referring to the decay
modes of the two W bosons arising from the top quark decays [28].

In the analysis presented in Chapter 5, the top quark pair production cross-section is

measured in the µeb chanel.
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Experimental Environment

In this chapter, the Large Hadron Collider and LHCb experiment are described. First,

the journey of the colliding protons through the accelerator complex is outlined, followed

by a discussion of the LHC running performance. After this, there is a description of the

LHCb experiment, along with a more detailed look at each of the the sub-detectors used

to make measurements.

3.1 The Large Hadron Collider

The Large Hadron Collider is a proton-proton collider at the European Organisation for

Nuclear Research (CERN), near Geneva, Switzerland. It is housed in a circular tunnel

with a 27 km circumference approximately 100 m beneath the Franco-Swiss border. Two

beams of protons travel around the ring in counter-rotating directions. There are four

main experiments situated at various collisions points around the beam, used to collect

data from the proton interactions: ATLAS, CMS, ALICE and LHCb. A diagram of the

ring is shown in Figure 3.1.

3.1.1 The Accelerator Complex

The protons involved in collisions at the LHC are �rst accelerated by a series of smaller

accelerators. They begin their journey as hydrogen gas, which is passed through an

electric �eld to strip o� the electrons. They then enter the accelerator chain, starting

23
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Figure 3.1: The LHC ring with the CERN site and four experiments labelled [29].

with the Linear Particle Accelerator (LINAC) which accelerates the protons to an energy

of 50 MeV. The protons are then injected into the Proton Synchrotron (PS), which boosts

them to 25 GeV. Next, the Super Proton Synchrotron (SPS) brings the protons up to

the injection energy of 450 GeV and they are transferred to the LHC where they are

accelerated to their collision energy. The accelerator complex is shown in Figure 3.2.

The LHC accelerates protons using radio-frequency (RF) cavities [31]. These are metallic

chambers containing oscillating electromagnetic �elds. The energy a proton gains in an

RF cavity depends on its time of arrival. This results in the proton beam being split

into discrete groupings or bunches. Each beam is designed to hold 2808 bunches of 1011

protons. The bunches are separated by approximately 25 ns, resulting in a collision rate

of 40 MHz.

Once the protons have reached the desired energy, magnets are used to direct and focus

them onto the point of collision at each experiment. The detectors are able to record

collision data from each beam for around 12 hours until the beam is dumped. This

involves redirecting the beam into a graphite block designed to absorb its energy and

occurs when the the number of protons left in the beam gets too low or if there are

technical issues with the beam.
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Figure 3.2: The LHC accelerator complex [30].

The time between the protons entering the accelerator complex and the beam being

dumped is known as a �ll. Each experiment segments a given �ll into a number of runs

depending on its own criteria. A new run can be started for various reasons including

changes to con�guration settings or a given sub-detector being enabled/disabled.

3.1.2 Running Performance

The reach of the physics analysis undertaken at the LHC is determined by the centre of

mass energy of the collisions and the luminosity. The collision energy determines what

particles can be produced and the luminosity dictates how often such events occur.

The data presented in this thesis was collected during the LHC's second run from 2015

to 2018 when the centre of mass energy of the collisions was 13 TeV. This is lower than

the design energy of 14 TeV, due to an incident that occurred during Run-I which caused

damage to the machine [32] and the subsequent cautious running of the LHC.
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The instantaneous luminosity, L, is a measure of the number of collisions that take place

within a detector per cm2 per second. It is determined by:

L = f
N1N2

4πσxσy
(3.1)

where f is the bunch crossing frequency, N1 and N2 are the number of protons in the

bunches in each beam, and σx and σy describe the dimensions of the overlapping beam

pro�le. Typical values for these components can be found in Reference [33].

The LHC was designed to operate at an instantaneous luminosity of 1034 cm−2s−1 for

ATLAS and CMS, and a lower instantaneous luminosity of 1032 cm−2s−1 for LHCb.

Because of this, LHCb sees O(1) pp collisions per bunch crossing, which is signi�cantly

lower than ATLAS and CMS. This reduction is crucial to LHCb's b-physics program as

it removes ambiguity in determining the vertex from which a given B meson originated.

It also brings sub-detector occupanies down to an acceptable level and helps reduce

radiation damage within the detector.

LHCb's lower instantaneous luminosity is enabled by reducing the overlap region of the

colliding proton beams. This allows LHCb to perform a technique known as luminosity

levelling [34], where the overlap region is adjusted throughout the data taking period to

keep the instantaneous luminosity constant. A comparison of the instantaneous lumi-

nosity delivered to the ATLAS, CMS and LHCb experiments in a typical �ll can be seen

in Figure 3.3.

The integral of the instantaneous luminosity over time is known as the integrated lumi-

nosity. This is a measurement of the amount of data collected. The integrated luminosity

recorded by LHCb during its lifetime so far can be seen in Figure 3.4. In Run-II, a total

integrated luminosity of 5.9 fb−1 was delivered to LHCb, as shown in Figure 3.4.

There are two methods used to determine luminosity at LHCb [33]. Van der Meer scans

are used to determine the beam pro�le by measuring the collision rate as a function

of beam displacement as one of the beams is swept sideways across the other [37]. A

beam gas method is also used, in which small amounts of gas are allowed into the beam

vacuum [38]. The beam pro�le is measured by reconstructing vertices arising from beam-

gas interactions. The combined measurement of the beam pro�le can then be used to

determine the luminosity from Equation 3.1. For 2015 and 2016 data the uncertainty
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Figure 3.3: The instantaneous luminosity over time at ATLAS, CMS and LHCb
during �ll 2651 of the LHC in May 2012 [35].

Figure 3.4: The integrated luminosity recorded by LHCb per year during Run-I and
Run-II [36].
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assigned to the luminosity is 3.9%[39]. At the time of writing the luminosity calibration

for 2017 and 2018 data is not complete and so a larger uncertainty is assigned for these

years for the purpose of the following analyses, as discussed in Section 5.2.

3.2 The LHCb Experiment

The LHCb detector is a single-arm spectrometer in the forward region. The experiment

was originally designed to make precision measurements of decays of particles containing

b quarks, which are predominantly produced in the forward or backward directions in pp

collisions, as shown in Figure 3.5.
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Figure 3.5: The angular direction of bb̄ production in simulated collisions at 14 TeV,
with the LHCb acceptance indicated in red [40].

A diagram of the LHCb experiment and its various sub-detectors can be seen in Fig-

ure 3.6. The proton beams collide at the Interaction Point within the Vertex Locator

(VELO) which makes the �rst measurements of charged tracks used in reconstruction

and vertexing. Particles produced in the interaction then travel through the �rst of two

particle-identifying RICH detectors and the silicon TT tracker. A dipole magnet is used

to bend charged particle tracks which are then observed in three further tracking sta-

tions, T1-T3. Further particle identi�cation is then performed using the second RICH

detector, the calorimeter system and �ve muon chambers, M1-M5. The methods used to
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reconstruct an event from deposits left throughout the detector by �nal state particles

are discussed in Section 4.

Figure 3.6: The LHCb experiment with each detector sub-system labelled. Particles
travel from left to right through the detector [41].

Particles travel forwards through the detector from the Interaction Point within the

VELO towards the muon stations in the direction of the +z axis. This is from left to

right in Figure 3.2. From the same perspective, the magnetic �eld exerted by the dipole

magnet points either up or down in the y direction and bends charged particle tracks

into of out and the page in x. For this reason, the x− z plane is also referred to as the

bending plane and the y − z plane as the non-bending plane. The x− y plane is known

as the transverse plane.

This geometry can also be de�ned using η − φ space, with φ being the azimuthal angle

around the z axis ranging from −π to π radians, and the pseudorapidity, η de�ned as

η = − ln
(

tan
θ

2

)
, (3.2)
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where θ is the polar angle with respect to the beampipe which runs along the z axis.

LHCb is fully instrumented in a forward angle between 10 - 300 mrad in the bending

plane and 10 - 250 mrad in the non-bending plane. This is equivalent to an acceptance

of 2 < η < 4.5.

The positions of sub-detectors and particle tracks are often referred to as being up- or

downstream. This refers to the direction of the �ow of particles through the detector

with the most upstream system being the VELO and the most downstream the muon

stations.

Each of the sub-detectors that make up the LHCb experiment is described in further

detail below.

3.3 Tracking System

The Tracking System is made up of the Vertex Locator (VELO) and four tracking sta-

tions, one positioned before (TT) and three after (T1-T3) the dipole magnet. The

VELO, upstream tracker and inner sections of the downstream trackers utilise silicon

detector technology. The outer regions of the downstream trackers use drift-tubes to

detect particle tracks. The layout of the tracking stations can be seen in Figure 3.7.

3.3.1 Vertex Locator

The LHCb Vertex Locator (VELO) is a series of silicon sensor modules used to precisely

measure particle trajectories close to the interaction point. These sensors are a form of

semiconductor dectectors in which charged particles travelling through the silicon create

ionisation currents by freeing electrons and holes. An electric �eld applied across the

sensors causes these free charges to travel to electrodes where they create an electrical

pulse that can then be ampli�ed and detected. Signals produced throughout the detector

can be combined to map a charged particle's trajectory. These measurements are then

used to locate and separate primary and secondary vertices.

The VELO is made up of two rows of half-moon modules, covering ∼1 m in z around

the interaction point [42]. During injection, the VELO is open and the modules are

retracted to a safe distance of 29 mm. The VELO is then closed around the beam when
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Figure 3.7: Layout of LHCb tracking stations. The TT is on the left of the image,
T1-T3 are on the right. Silicon trackers are displayed in purple and drift-time trackers
in blue. The VELO is situated downstream of the TT station at a lower position on

the z axis [41].

it is stable and the active detector areas are ∼8 mm from the beam during data-taking.

A diagram of the VELO can be seen in Figure 3.8.

Each of the VELO's 42 modules is comprised of two back-to-back silicon sensors with R

and φ geometry respectively as shown in Figure 3.9. Three dimensional co-ordinates can

be determined by combining a module's (r, z) and (φ, z) measurements.

As the VELO is opened and closed for every new beam, its position must be well known to

ensure accurate measurements of particle trajectories. A software alignment is performed

after each closing before data taking begins [43]. Initial positions for each module are

taken from a survey after the initial construction with a precision of better than 10 µm.

The alignment then consists of three stages: aligning the r and φ sensors of each module

with respect to each other; determining the positions of the modules in each VELO half

relative to each other; and aligning the two halves. These methods are performed by

minimising track residuals, de�ned as the shortest distance from the reconstructed track

trajectory to the hits left by the track in the detector.

The VELO is used to locate the points from which particles created in particle collisions

originate, known as primary vertices (PVs). It is also useful in helping to determine the
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Figure 3.8: The layout of the LHCb VELO showing the position of the 42 modules
around the interaction region. Fully closed and fully open module positions are also

shown [41].

Figure 3.9: Detailed view of a pair of closed VELO modules with R and φ geometry
[41].
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lifetime of particles by measuring their impact parameter, the distance approach of a

track and the PV. The VELO provides LHCb with a primary vertex resolution of 13 µm

in the transverse plane and 71 µm along the beam axis for vertices with 25 tracks, and

an impact parameter resolution of less than 35 µm for particles with pT greater than

1 GeV [44].

3.3.2 Magnet

In LHCb, charged particles are bent in the vertical plane by a dipole magnet. Analysis

of tracks before and after the particles pass the magnet provides measurement of their

momenta through identifying the radius of curvature of the tracks in the magnetic �eld.

Momentum values of up to 200 GeV can be recorded with a resolution of approximately

0.4% using a bending power of 4 Tm [45].

The magnetic �eld is designed to be uniform in the transverse (x) direction and its polar-

ity is regularly reversed during data taking to take systematic e�ects of the magnet into

account. Approximately half of LHCb's data is recorded at each polarity. A schematic

of the magnet can be seen in Figure 3.10.

Figure 3.10: Schematic of LHCb's dipole magnet [41].
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3.3.3 Tracker Turicensis

The Tracker Turicensis (TT) station is positioned between RICH1 and the magnet. It

is a 150 cm wide, 130 cm high tracking station that covers the full LHCb acceptance.

Four planar silicon detectors are arranged in pairs, in which one is vertical and the

other is rotated by an angle of ±5◦ with respect to the vertical axis [46]. These layers

are arranged in a (x, u), (v, x) con�guration, where x is a vertical layer, u is rotated

+5◦ and v is rotated −5◦, as shown in Figure 3.11. This arrangement allows for better

measurement of the transverse momentum of particles. Each TT layer is comprised of

half modules positioned above and below the beampipe, with multiple rows of seven or

eight silicon sensors making up each half.

Figure 3.11: The (x, u), (v, x) con�guration of silicon sensor layers in the TT [46].

3.3.4 Downstream Trackers

The three downstream tracking stations (T1-T3) are comprised of inner and outer track-

ing regions. In each station, the Inner Tracker (IT) covers a cross-shaped region, approx-

imately 120 cm wide and 40 cm high. This is at the centre of each station where the

particle �ux is highest and the highest resolution is needed for momentum measurement.

The IT is made up of four individual segments, one above, below, to the left and to the

right of the beampipe. Each segment is comprised of four layers of silicon microstrip
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detectors in the same (x, u), (v, x) con�guration as the TT. An example is shown in

Figure 3.12.

Figure 3.12: Layout of an x (top) and u (bottom) layer in the IT with each box
representing a sensor [47].

The Outer Tracker (OT) covers the rest of the acceptance in T1-T3, surrounding the IT.

The OT is a drift-time tracking detector, built from 5 mm diameter drift-tubes. Each

station is made up of four modules arranged in (x, u), (v, x) geometry. A single module

consists of two staggered layers of drift-tubes. This can be observed in Figure 3.13.

When charged particles pass through the drift-tubes they ionise the gas molecules inside.

Free electrons will then drift towards the centre of the tube to be collected on an anode

wire. An electric �eld applied across the tubes generates an avalanche e�ect as the

electrons drift towards the wire, resulting in an electric current being detected. The time

between ionisation and detection is dominated by the drift-time of the ionised electrons

and is known to be less than 50 ns. This can be used to determine the co-ordinates of

the track passing through the detector.

The drift-tube technology used in the OT has a coarser resolution (approximately 200 µm

[48]) than the silicon detectors, but is well suited to covering large areas of the tracking
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Figure 3.13: Schematic of the OT in T1-T3. Cross-section of a detector module with
measurements in mm (a) and con�guration of the modules (b) [48].

system where particle density is lower.

3.4 RICH

Ring Imaging Cherenkov Detectors (RICH) are used in LHCb's particle identi�cation.

The identi�cation is performed through analysis of rings of light produced through the

Cherenkov E�ect. This occurs when a particle travels through a material faster than

light can travel through that medium. The particle will emit a cone of light in the same

direction as the track, with a conical angle, θC , calculated using

cos θC =
1
nβ

, (3.3)

where n is the refractive index of the material, and β = vp/c, the ratio of the phase

velocity of the particle to the speed of light. The Cherenkov angle for a variety of

particles is shown in Figure 3.14.
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Figure 3.14: The reconstructed Cherenkov angle in RICH-1 as a function of track
momentum. Distinct curves have been labelled for a variety of particles [49].

The velocity measured for a given particle can be combined with the momentum in-

formation obtained for the corresponding track in the tracking system to estimate the

particle's mass and so identify it.

The principal purpose of the RICH detectors is to distinguish between pions and kaons

for studying B-hadron decays, but the information they obtain is also complementary to

the calorimeters and muon chambers for the identi�cation of electrons and muons.

There are two RICH detectors at LHCb optimised for particle identi�cation across a

range of momenta [41]. RICH1 is positioned before the magnet and covers the full

angular acceptance, it provides K-π separation up to 60 GeV. RICH2 is situated after

the downstream tracking stations and distinguishes pions and kaons up to 100 GeV.

RICH2 has a slightly reduced angular acceptance of 15 - 120 mrad in the bending plane

and 15 - 100 mrad in the non-bending plane. The RICH detectors have an angular

resolution of ∼ 1 - 3 mrad and can distinguish between pions and kaons at the 3σ level

[50].

3.5 Calorimeter System

In LHCb, the calorimeter system is positioned between M1 and M2. Four di�erent

stations are used to measure the energy of hadrons, electrons and photons, and to assist
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in the identi�cation of these particles. The Scintillating Pad Detector (SPD) and Pre-

Shower Detector (PRS) are located before the Electromagnetic Calorimeter (ECAL) and

Hadronic Calorimeter (HCAL). A lead converter is placed between the SPD and PRS.

The structure of the calorimeter system can be seen in Figure 3.15.

Figure 3.15: The calorimeter system [51].

Calorimeters utilise the characteristics of the materials they are built from. When certain

particles move through a calorimeter, they produce a cascade of secondary particles

known as a shower. Electromagnetic showers are produced by particles that interact

primarily or exclusively through the electromagnetic force. Similarly, hadronic showers

are produced by particles that interact through the strong force, but they are more

complex due to the contribution of di�erent processes to the inelastic production of

secondary hadrons.

In the LHCb calorimeter system, particles are identi�ed by the stations in which they

deposit their energy. Hits in the SPD can be used to determine whether particles entering

the calorimeters are charged or neutral as it is only able to detect charged tracks as no
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showering has occurred previously. The lead converter initiates electromagnetic shower-

ing which can then be detected in the PRS and used to distinguish between photons and

electrons. The SPD/PRS system helps to reject more than 99% of incident pions with

an electron retention of above 90% [41]. Both the SPD and PRS consist of scintillating

pad detectors.

The ECAL has a shashlik design of 66 layers of alternating scintillating pads and lead

absorbers. It is divided into three sections with outwardly increasing cell size to account

for the di�erences in particle density throughout the detector, as shown in Figure 3.16.

The energy resolution of the ECAL is given by σE
E = 10%√

E
⊕ 1% [41].

Figure 3.16: Cell structure in the ECAL [41].

The HCAL is the most downstream of the calorimeters and is made up of layers of iron

and scintillating pads. In contrast to the ECAL, the scintillating material runs parallel to

the beam line with each scintillating module interspersed with 1 cm of iron. The HCAL

is divided into two sections with outwardly increasing cell size, as shown in Figure 3.17.

The energy resolution of the HCAL is given by σE
E = 69±5%√

E
⊕ 9± 2% [41].

Figure 3.17: Cell structure in the HCAL [41].
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3.6 Muon System

The muon system consists of �ve rectangular stations (M1-M5) covering an angular

acceptance of ± 300 mrad horizontally and ± 250 mrad vertically [52]. M1 is situated in

front of the calorimeter system and M2-M5 are positioned after. Each station is separated

into four regions (R1-R4) with the acceptance of each designed to be approximately the

same, and the granularity designed to ensure the occupancy is approximately consistent

throughout the detector, based on the particle density in each region. M1-M3 have a high

spatial resolution in the bending plane as they are used in determining track direction

and the transverse momentum of the muons with a resolution of 20% [53].

Stations M2-M5 are preceded by 80 cm thick iron absorbers, which along with the

calorimeters, act as muons shields and prevent hadrons and electrons from reaching

the chambers. The layout of M2-M5 is is shown in Figure 3.18. A graphical view of the

passage of muons through matter can be seen in Figure 3.19.

Multi-Wire Proportional Chambers (MWPCs) are used to detect muons in all �ve cham-

bers. When a muon passes through one of these MWPCs it ionizes gas molecules and

the free electrons are collected on an anode. The innermost region of M1 is di�erent and

utilises a Triple-GEM (Gas-Electron-Multiplier) detector. This identi�es the muons in a

similar way to the MWPCs, but has a higher radiation-hardness which allows for better

performance and detector aging in this high particle �ux region.

Information from the muon system is used in the trigger, which is discussed in Section 4.4.

The momentum resolution of the muon chambers is optimised for muons with momentum

of greater than 5 GeV, which is the minimum momentum required to traverse all �ve

stations [41].
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Figure 3.18: The layout of the muon stations with the calorimeter system and iron
�lters in between [41].
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Figure 3.19: The passage of muons through matter, showing the mean energy loss
per distance travelled [1].



Chapter 4

Event Reconstruction

The particles produced in collisons at LHCb are reconstructed from digitised electrical

signals in the detector through a series of online and o�ine algorithms. Online algorithms

are performed in real-time while the collisions are occuring and o�ine algorithms are run

after the data has been written to disk. The online reconstruction is only simple and is

used to decide which events should be stored for o�ine analysis; this is due to the large

number of collisions taking place each second and the subsequent time constraints on

data processing. The o�ine reconstruction involves fully reconstructing each event from

all of the available information from each sub-detector to enable the precise measurement

of �nal state particles for physics analysis. The following section summarises the o�ine

algorithms for track and vertex reconstruction, and particle identi�cation; the online

trigger system used in the �rst selection of interesting events; and the software chain

used to prepare data for physics analysis.

4.1 Track Reconstruction

When charged particles traverse the tracking system they deposit energy as ionisation.

This is detected and digitised as a hit in each detector the particle interacts with. A

trajectory for each particle can be reconstructed by combining these hits along the direc-

tion of travel. The momentum of these particles can then be determined by measuring

the curvature of bent trajectories and relating this to the strength of the magnetic �eld.

The reconstructed particle paths are known as tracks, with each track being de�ned by

43
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a set of states tangential to the particle's momentum at various z positions where the

sub-detectors make their measurements. A state, ~x, is de�ned as

~x =



x

y

tx

ty

q/p


, (4.1)

where x and y are co-ordinates relative to the interaction point at (0,0), with the detector

geometry as de�ned in Section 3.2; tx and ty are the slopes of the track in the x and y

planes respectively, where tx = dx
dz and ty = dy

dz ; and q/p is the charge divided by the

magnitude of the momentum with charge assumed to be q = ±1.

There are �ve di�erent categories of tracks de�ned at LHCb, depending on which sub-

detectors have recorded hits contributing to the tracks' reconstruction [54]:

• Long Tracks traverse the full tracking system and are the most useful tracks for

physics analysis due to the full availability of information and most accurate mo-

mentum information. The analyses presented in this thesis use long tracks.

• VELO Tracks only have hits in the VELO and therefore have no momentum in-

formation but can still be used for primary vertex reconstruction. They can also

be used to identify tracks that are travelling in the backwards (−z) direction.

• Upstream tracks are only detected in the VELO and TT, not the downstream

trackers. Typically these are low momentum tracks bent out of acceptance for

T1-T3 by the magnet.

• Downstream Tracks only leave hits in the TT and downstream trackers, so can be

used to reconstruct neutral particles which decay after leaving the VELO or to

reconstruct particles outside of the VELO's acceptance.

• T Tracks are only detected in the downstream tracking stations. This can occur

when, for example, a long-lived neutral particle travels through a signi�cant portion

of the detector before decaying.
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Figure 4.1: Di�erent type of tracks [55].

The di�erent types of track are represented graphically in Figure 4.1.

The tracks are reconstructed using pattern recognition procedures to identify measure-

ments belonging to a single track from the other hits present in the event. The track

reconstruction begins with VELO Seeding, which searches for straight lines in the VELO.

Sets of three hits from modules close to the interaction point are combined with those

from the most downstream sensors. A track is then extrapolated backwards from the

downstream modules to the interaction point, searching for more measurements close to

the path that can be included. The resulting track segments are called VELO seeds and

are used in the following algorithms.

T-Seeding follows a similar procedure to VELO seeding [56]. Track segments are formed

in the T stations starting with pairs of hits in a given region of the trackers. The resulting

segments are known as T seeds.

After the seeding, the track matching process begins. VELO seeds are extrapolated

forwards through the detector to single hits in the TT and T stations, then other hits

are included in the track if they are close enough to the trajectory. This �rst step is known

as Forward Tracking and approximates the de�ection of charged particle trajectories in

the magnetic �eld to a single point-like direction change in the centre of the magnet.

Track Matching then connects unused VELO and T seeds by extrapolating both towards

the centre of the magnet and connecting compatible seeds to form Long Tracks. Next,
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hits in the TT are matched with the remaining VELO and T seeds to form upstream and

downstream tracks, respectively. Any seeds left unmatched after this procedure become

VELO or T tracks.

After pattern recognition, track �tting algorithms are used to obtain the tracks. The

trajectories mapped by these �ts are used to calculate the momentum of the particles

that produced the tracks. The �tting procedure is performed using a Kalman �lter,

which is an iterative procedure used to remove hits within a trajectory and re-�t the

trajectory until it matches designated quality requirements [57].

An overall estimate for the e�ciency to reconstruct long tracks is found using a tag-

and-probe method and J/ψ → µ+µ− decays. Throughout the operation of LHCb, the

long track reconstruction e�ciency is consistently found to be greater than 95% for long

tracks with pT greater than 500 MeV [58]. The momentum resolution for long tracks is

∼ 0.5 % for particles below 20 GeV, and ∼ 0.8% for particles around 100 GeV [59].

4.2 Vertexing

The reconstructed point from which particles originate in a collision is known as a vertex.

At LHCb, the primary interaction points of the proton beams are known as primary

vertices (PVs) and vertices formed by the decays of short-lived particles originating at

PVs are called secondary vertices (SVs).

Primary vertex reconstruction is performed using reconstructed tracks to gain a precise

knowledge of the origin point of particles [60]. This begins with a seeding process which

searches for clusters of tracks alongs the beamline de�ned by their z co-ordinate, zclus,

and the uncertainty associated with is, σclusz . The clusters are iteratively merged together,

with pairs separated by D < 5 merged into a single cluster, where D is de�ned as

D =

∣∣zclus1 − zclus2∣∣√
(σclus1z )2 + (σclus2z )2

. (4.2)

The zclu and σcluz of the combined pair is determined using a weighted mean method.

The pairing process continues until no more pairs pass the D requirement. The merged

clusters produced using this method are then used as seeds in the vertex �tting procedure.
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The PV �tting uses the Tukey biweight method [60], a weighted least squares procedure

to weight the tracks used to form the vertex seeds based on their χ2
ip. This is de�ned

as the increase of the χ2 of the PV �t when a given track is included in the PV �tting

procedure. The χ2
ip is required to be less than 9. The weight, WT , of each track is

assigned using:

WT =
(

1− χ2
ip

C2
T

)2

for χip > CT ,

WT = 0 for χip ≤ CT ,
(4.3)

where CT is the Tukey constant [61]. All track types containing hits within the VELO

are used in vertex reconstruction.

The position of a PV is then found through the iterative process of minimising χ2
PV ,

where

χ2
PV =

ntracks∑
i=1

χ2
ip,i ·WT,i. (4.4)

After each iteration the track with the highest impact parameter signi�cance, ip/σip is

removed, where ip refers to the impact parameter and σip is its associated uncertainty.

The vertex position is then recalculated with fewer tracks and new impact parameter

signi�cances are determined. This process is repeated until all of the tracks in the vertex

have an impact parameter signi�cange of less than 4 and the PV candidate is discarded

if the �nal multiplicity is less than 6. The procedure is then repeated for the next seed,

but without the tracks that have already been used to reconstruct a PV.

The resolution of the PV can be used as a measure of the performance of the vertex

reconstruction procedure. This resolution varies with the number of tracks originating

from the PV, from around 10 to 35 µm in the transverse direction and 50 to 250µm in

the longitudinal direction [44].

4.3 Particle Identi�cation

Particle Identi�cation (PID) is performed using information from hits in the RICH detec-

tors, calorimeter system and muon chambers. This is done by identifying stable particle
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tracks and utilising their interaction properties [41, 62].

The RICH detectors are able to di�erentiate between particles, particularly pions and

kaons, based on their masses, and the calorimeters and muon stations utilise the di�erent

interaction properties of photons, electrons, muons and hadrons to identify them.

A basic breakdown of particle identi�cation using the di�erent layers of the detector is

shown in Figure 4.2. The identi�cation of photons, electrons, muons and particles that

interact with the RICH detectors are discussed below.

Figure 4.2: A graphical representation of the di�erent interactions of particles
throughout the layers of a standard particle physics experiment [62].

4.3.1 Photon Identi�cation

Photons are identi�ed by looking for energy deposit clusters in the ECAL where there is

no associated track. All charged tracks are extrapolated to the ECAL and a cluster-to-

track estimator, χ2
γ , is evaluated. This gives the proximity of the closest track extrapo-

lation to the cluster. Clusters with χ2
γ > 4 are identi�ed as photons. As discussed in

Section 3.5, hits in the SPD/PRS system can also contribute to the separation of photons

and electrons. Photons are more likely to shower in the PRS only, while electrons will

more likely leave deposits in both the SPD and PRS.
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4.3.2 Electron Identi�cation

Electrons are identi�ed using information from the SPD/PRS and ECAL. Similarly

to photon identi�cation, a cluster-to-track estimator, χ2
e, is built to match calorime-

ter clusters to tracks and corresponding hits in the SPD/PRS. Energy losses through

Bremsstrahlung are also taken into account. ECAL clusters corresponding to Bremsstrahlung

photons can be predicted and included in the reconstruction of the electron. Further

identi�cation criteria is used to identify the high momentum electrons in the following

analyses, as described in Section 5.3.2.3.

4.3.3 Muon Identi�cation

Muon identi�cation is performed by extrapolating tracks within the acceptance of M2

and M3 with p > 3 GeV into the muon stations. This is the momentum required for a

muon to reach M2 and M3, and so tracks with a lower momentum are not considered. A

search for hits in the muon stations is performed around a Field of Interest (FOI) at the

z position of each muon station along the extrapolated trajectory of the candidate track.

The conditions for identifying LHCb's two classes of muons, isMuon and isMuonLoose

are given in Tables 4.1 and 4.2 respectively. For the high energy muons in the following

analyses, hits are required in all four of the outermost muon stations.

isMuon

Required hits Momentum range
M2, M3 p < 6 GeV

M2, M3, M4 or M5 6 < p < 10 GeV
M2, M3, M4, M5 p > 10 GeV

Table 4.1: Required hits in muon stations M2-M5 for a particle to be fully identi�ed
as a muon, satisfying the binary isMuon criterion [63].

isMuonLoose

Required hits Momentum range
At least two of M2, M3, M4 p < 6 GeV

At least three of M2, M3, M4, M5 p > 6 GeV

Table 4.2: Required hits in muon stations M2-M5 for a particle to be loosely identi�ed
as a muon, satisfying the binary isMuonLoose criterion [63].
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The identi�cation e�ciency for muons is measured to be above 94%. There is a 3%

misidenti�cation rate for pions misidenti�ed as muons which drops to 1% when PID

performed by the RICH detectors is combined with that performed by the muon stations

[41].

4.3.4 RICH Identi�cation

Hit patterns in the RICH detectors are used to identify particles with associated re-

constructed tracks. The patterns are compared to the patterns expected for Cherenkov

angles for particles with di�erent mass hypotheses and a likelihood variable is constructed

for each hypothesis. The momentum coverage of the RICH detectors does not extend be-

yond 150 GeV and so it cannot in general be used to distinguish between high momentum

particles, for example produced by decays of W and Z bosons.

4.3.5 Jet Reconstruction

Jets are showers of particles produced during the hadronisation of hard-scattering �nal

state partons, such as quarks. At LHCb, jets are reconstructed using the standard

particle �ow algorithm [64].

The particle �ow algorithm is designed to use information from the tracking system,

calorimeters and PID detectors to provide a list of input particles that can then be

reconstructed into jets. The four momenta of individual tracks from a given primary

vertex are combined with deposits in the calorimeters and other PID information to

produce this list. A jet clustering algorithm is then used to group particles into jets

using the anti-kt method [65] with a radius R =
√
δφ2 + δη2 = 0.5.

It is ensured that only high quality jets are selected for use in physics analysis by applying

the following requirements [66]:

• At least two particles in the jet must point back to the primary vertex�

• No one charged particle should carry more than 60% of the jet pT,

• The jet must contain a charged particle with pT greater than 1.2 GeV,

• The fraction of the jet made up of charged particles must be at least 10%.
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The e�ciency with which jets are reconstructed in the following analysis is discussed in

detail in Section 5.5.1.6.

4.4 Triggers

The LHCb trigger is a hardware and software system designed to decide whether events

are interesting enough to be written to disk for o�ine analysis [67]. This is necessary as

the collision rate in LHCb is very high at around 40 MHz and exceeds the limitations of

data storage capacity and I/O speeds. The trigger system consists of the Level-0 trigger

(L0) and two Higher Level Triggers (HLT1 and HLT2). L0 is a hardware trigger, and

HLT1 and HLT2 are software triggers. Only events that pass all three stages of the

trigger are recorded.

The three trigger stages are outlined in the following section. The Run-II trigger scheme

is summarised in Figure 4.3.

Figure 4.3: A summary of the Run-II trigger scheme with data outputs at each level
displayed [68].
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4.4.1 L0

The L0 hardware trigger is the �rst stage of event selection at LHCb. L0 is split into two

categories - calorimeter-based triggers and muon triggers - followed by the L0 Decision

Unit which uses the trigger information to decide whether a given event should be passed

on to HLT1 or discarded in less than 4 µs [69]. Through this method, L0 is used to reduce

the data rate from 40 MHz to approximately 1 MHz.

4.4.1.1 Calorimeter Trigger

The L0 calorimeter triggers use information from the calorimeter system (described in

Section 3.5) to identify the presence of a hadron, electron or photon with high transverse

energy, ET. First, the ECAL and HCAL select high-ET deposits - ET > 3.7 GeV for

hadrons and ET > 3 GeV for photons and electrons [70]. The information from the

selected clusters is combined with information from the SPD/PRS to determine whether

the clusters were deposited by a hadron, electron or photon. Only the candidates with

the highest transverse energy are used in the trigger decision. Additionally, the SPD

multiplicity, nSPD, is recorded to be used by the L0 Decision Unit to discard events

with the highest track multiplicities, as these would take up a disproportionately large

amount of storage space and processing time.

4.4.1.2 Muon Trigger

The L0 muon trigger is controlled by four processing units, one for each transverse

quadrant of the muon stations. For each event, each processing unit selects the two muon

candidates with the highest transverse momentum, pT. The high-pT muon candidates

are required to have left a straight track segment through the muon stations, which also

points back to the interaction point. The track is extrapolated from hits in M3 to M2,

M4 and M5. If at least one matching hit is found, the extrapolation is extended to M1

and the information from M1 and M2 is then used to calculate an estimate of the track

pT. The information for each of the selected candidates is passed on to the L0 Decision

Unit.
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4.4.1.3 L0 Decision

The L0 Decision Unit gathers the information from the calorimeter and muon triggers

to decide which events should be sent on to HLT1. Events are selected if they satisfy a

number of di�erent criteria, with thresholds chosen to select events containing high-pT

muons and electrons, hadrons, photons or neutral pion candidates.

The L0 trigger lines used in the following analyses are summarized in Table 4.3.

L0 Trigger Lines

Line Thresholds
L0Muon nSPD < 450, pT > 2.8 GeV

L0EWMuon nSPD < 10000, pT > 6.0 GeV

L0Electron nSPD < 450, pT > 2.8 GeV

Table 4.3: Examples of Run-II L0 trigger thesholds with nSPD referring to the mul-
tiplicity at the SPD sub-detector.

4.4.2 HLT1

HLT1 is the �rst software stage of the trigger. Its purpose is to accept events from L0 and

validate or discard decisions to reduce the output rate to 150 kHz, ready to be passed on

to HLT2. Similarly to L0, the event selections are performed using a set of trigger lines,

with the lines used in the following analyses summarised in Table 4.4. The decision time

per event at HLT1 is 35 ms [70].

HLT1 makes decisions by �rst accepting events from L0 and performing a simpli�ed

track �tting procedure, where T seeds are reconstructed with an assumption that they

originate from the interaction point. Next, simpli�ed 2D VELO tracks are reconstructed

in the r−z plane and compared with a track χ2 criterion. If they pass this and originate

from the interaction point, φ sensor information is included so 3D VELO tracks can be

reconstructed. The 2D tracks are used to reconstruct primary vertices, and then the

VELO and T station information is combined and used to accept or reject each event.
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HLT1 Trigger Lines

Line Selection requirements
HLT1SingleMuonHighPT L0Req = L0Muon or L0MuonEW

p > 6.0 GeV

pT > 4.34 GeV

TrChi2 < 3

MaxOTHits = 15000

MaxITHits = 3000

MaxVeloHits = 6000

Hlt1SingleElectronNoIP L0Req = L0Electron

p > 20.0 GeV

pT > 10.0 GeV

TrChi2 < 3

MaxOTHits = 15000

MaxITHits = 3000

MaxVeloHits = 6000

Table 4.4: Examples of Run-II HLT1 trigger lines. The L0Req requirement is used
to select events passing the given L0 line. The TrChi2 variable allows for quality cuts
on track �ts. The MaxOTHits, MaxITHits and MaxVeloHits requirements are Global
Event Cuts limiting the maximum multiplicity of the each event in the OT, IT and

VELO respectively.

4.4.3 HLT2

The full o�ine event reconstruction is performed by HLT2. The event selection is per-

formed and the output data is cut to 12.5 kHz. As for the previous stages, the event

selection is performed using a set of trigger lines, with those used in the following analyses

summarised in Table 4.5. These are more complex than for HLT1 and can be designed

for di�erent physics processes with the aim of reducing the output to a level that can be

written to storage for use in o�ine analyses. HLT2 therefore has a longer decision time

than HLT1 of 650 ms per event [70]. After an event passes HLT2 it is written to storage

with the total size of a raw event being ≈ 31 kB [67].

4.4.4 Real-time Alignment and Calibration

At the beginning of Run-II, LHCb became the �rst LHC collider experiment to employ

a novel method of real-time online alignment and calibration. This is performed at the

start of every LHC �ll or more often if necessary. Dedicated samples are collected by
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HLT2 Trigger Lines

Line Selection requirements
HLT2EWSingleMuonVHighPt Input = BiKalmanFittedMuons

L0Req = L0Muon or L0MuonEW

Hlt1Req = MuonDecision

pT > 12.5 GeV

Hlt2EWSingleElectronVHighPt Input = BiKalmanFittedElectrons

L0Req = L0Electron

Hlt1Req = ElectronDecision

pT > 1.5 GeV

PrsMin = 50 MeV

EcalMin = 0.1

HCALMax = 0.05

TkChi2 < 20

Table 4.5: Examples of Run-II HLT2 trigger lines. The Input is the location from
which the trigger line should select the required particle candidates. The L0Req and
Hlt1Req are used to only select events that have passed the given L0 and HLT1 lines
respectively. The PrsMin, EcalMin and HCALMax variables de�ne the minimum or max-
imum deposits required in the PRS, ECAL and HCAL respectively. TkChi2 de�nes the

cut on the minimum quality of the track �t.

HLT1 and used to calculate new calibration constants which are employed at HLT2 to

improve data quality [71].

4.5 Software

The LHCb software is built on the Gaudi [72] framework and is used to produce the out-

put data used in o�ine analysis. It contains a number of di�erent software applications

used in simulation, reconstruction and analysis.

Simulated Monte Carlo (MC) events are used to model the interactions of speci�ed decays

within the detector to gain a better understanding of its response and performance. This

begins with generating simulated pp interactions to produce the desired particles and

their decays. In the following analyses, MC events are generated at LO with Pythia

[73], which is able to simulate large numbers of events using a variety of PDF sets.

Further information on the simulated samples used in the following analyses can be

found in Sections 5.2 and 6.2.

At LHCb, the Gauss [74] project is used to con�gure the Monte Carlo generators.

It also con�gures the simulation of the interaction of the simulated particles with the
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detector material and the physical response of the detector using Geant4 [75]. The

Boole application [76] continues the process by simulating the readout of the detector

and digitising the simulated data so that it becomes indistinguishable from real data.

The Brunel application [77] is then used to perform the reconstruction of the digital

data, either for simulation from Boole or for real data from the detector. The software

project used in the trigger is called Moore [78].

The data needed for physics analysis is processed and retrieved using a global computing

network known as the Grid [79]. The submission of the code used to run over this data

on the Grid is handled by Dirac [80] and Ganga [81]. The �nal physics analysis is

predominantly performed by individual users using the DaVinci [82] framework.

An overview of the software chain used to process data is shown in Figure 4.4.

Figure 4.4: A summary of LHCb software chain. [83].



Chapter 5

Top Quark Pair Production

Cross-section

This chapter describes the primary analysis presented in this thesis: the measurement of

the top quark pair production cross-section through the partial reconstruction of the µeb

�nal state. The motivation for making such a measurement at LHCb is outlined �rst,

followed by a description of the methods used to select events, determine the background

expectation and evaluate the e�ciency with which the events are reconstructed and

selected. The value for the cross-section is then calculated along with the associated

uncertainties, and the �nal result is presented and compared with theoretical predictions.

5.1 Motivation

As a forward region experiment, LHCb is able to observe top quark production in a

unique phase space which is inaccessible to the central detectors. This can be seen

in Figure 5.1. For �nal state particles to be detected by LHCb, the interactions that

produce them typically occur between one high and one low Bjorken-x parton, as shown

by Figure 5.2. These interactions produce a high enough momentum transfer to push

the particles into the LHCb acceptance.

Due to LHCb's limited acceptance, partial reconstruction of the �nal state is the most

favourable option for measuring the top quark pair production cross-section. A number

57
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Figure 5.1: The kinematics of LHC experiments at 13 TeV [84].

Figure 5.2: Graphical representation of a pp collision at LHCb. For the particles
produced in the interaction to enter LHCb acceptance, parton 1 must have a high
Bjorken-x while the Bjorken-x of parton 2 must be low for the momentum transfer to

boost the �nal state particles into the forward region [84].
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of possible �nal states can be identi�ed in the Feynman diagram shown in Figure 5.3

and are summarised in Table 5.1.

Figure 5.3: Feynman diagram of top quark pair production through gluon fusion
decaying to leptons (`) and neutrinos (ν).

Run-II is an exciting time for investigating top physics at LHCb. The increase in centre-

of-mass energy has increased the expected inclusive tt cross-section by a factor of ∼10,

as can be seen in Table 5.1. Therefore, �nal states that were inaccessible in Run-I can

now be explored.

dσ (fb) 7 TeV 8 TeV 14 TeV
lb 285 ± 52 504 ± 94 4366 ± 663
lbj 97 ± 21 198 ± 35 2335 ± 323
lbb 32 ± 6 65 ± 12 870 ± 116
lbbj 10 ± 2 26 ± 4 487 ± 76
l+l− 44 ± 8 79 ± 15 635 ± 109
l+l−b 19 ± 4 39 ± 8 417 ± 79

Table 5.1: The predicted production cross-sections of tt �nal states at 7, 8 and 14 TeV
within LHCb acceptance using POWHEG predictions matched to Pythia8. The
uncertainties include contributions from scale, PDF, showering and jet tagging [85].

In general, the �nal states with the highest yield are those that require fewer objects to

be reconstructed. This is because the production of the tt system requires such a large

momentum transfer that it is rare for a collision to result in enough forward momentum

to boost all of the observable �nal state particles into the detector acceptance. The fewer

objects required, the more events are visible to LHCb. As shown in Table 5.1, the llb

�nal state is expected to produce the lowest yield in Run-II. However, it it also expected

to have the highest purity.

Purity increases with the number of objects required in the �nal state. In Run-II, the

signal-to-background ratio has also increased due to a combination of the increase in
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centre-of-mass-energy and the partial reconstruction of �nal states. The cross-sections of

backgrounds produced at lower Bjorken-x than the complete tt system have not increased

as much as the tt cross-section, meaning these backgrounds are supressed.

As discussed in Section 2.3, top quark production at LHCb is dominated by gluon-

gluon fusion. Measuring the tt production cross-section therefore provides signi�cant

constraints on gluon PDFs at high Bjorken-x, where large uncertainties are currently

present. Due to the �nal states only being partially reconstructed, di�erent �nal states

probe di�erent Bjorken-x depending on the number of objects observed by the detector

and the momentum required to boost them into the forward acceptance. The mean

Bjorken-x probed in each �nal state is given in Table 5.2.

Final state Mean Bjorken-x
lb 0.295
lbb 0.368
µeb 0.348
µebb 0.415

Table 5.2: The mean Bjorken-x of the most energetic parton probed by di�erent
partially reconstructed tt �nal states [86].

A measurement of the tt production cross-section at LHCb with the same ∼4% uncer-

tainty achieved by ATLAS/CMS in Reference [87] would allow for a 20% reduction in

the gluon PDF uncertainty as can be seen in Figure 5.4.

Figure 5.4: Predicted reduction in gluon PDF uncertainty with the inclusion of an
LHCb tt cross-section measurement with uncertainty of 4-8% [27].
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In Run-II, the µeb channel o�ers the highest purity �nal state. Requiring both leptons

supresses backgrounds from W + bb̄ and multijet production, and choosing di�erent

�avour leptons supresses Z + bb̄. This channel was out of statistical reach in Run-I, but

the measurement is now possible with more statistics from the increased centre-of-mass

energy.

5.2 Data and Simulation

This analysis is performed using the full LHCb Run-II dataset, collected at
√
s = 13 TeV.

This corresponds to an integrated luminosity of 5.4 fb−1. A breakdown by year can be

seen in Table 5.3.

At the time of writing, the luminosity calibration for 2017 and 2018 data sets is un-

available. To determine a value for the recorded integrated luminosity in these years, an

investigation of Z → µµ data is performed. The number of Z → µµ events produced in

each year is compared with the number produced in 2015 and 2016 combined, which has

a known luminosity of 1.96±0.08 fb−1. An additional uncertainty of 2% is then added in

quadrature to account for any changes in the Z → µµ reconstruction e�ciency between

years.

Year Integrated Luminosity (fb−1)

2015 0.29±0.01
2016 1.66±0.06
2017 1.58±0.07
2018 1.86±0.08
Total 5.40 ± 0.24

Table 5.3: The integrated luminosity recorded by LHCb for each year in Run-II as
used in this analysis.

The simulated samples used in this analysis are produced at LO as discussed in Section

4.5 using Pythia8 and the CT09MCS[88] PDF set. Two separate tt MC samples are

produced: one where the top quarks are produced through gluon-gluon fusion and the

other through qq annihilation. The samples are weighted by their LO cross-sections and

combined to form a single tt sample. NLO corrections for the MC samples are calculated

using aMC@NLO [89] and POWHEG [90, 91] with the NNPDF3.0[92] PDF set.
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5.3 Event Selection

The following section describes the event selection applied to isolate the tt signal and

reduce contributions from the backgrounds described in Section 5.4. The event triggers,

selection criteria applied to the leptons and requirements placed on the jet are outlined

below. The selection builds on previous studies such as Reference [93].

5.3.1 Trigger Requirements

Before being assessed against the full selection criteria, candidate events must �rst pass

all three stages of the LHCb trigger, as described in Section 4.4. For this analysis,

events are triggered by the muon, which is required to pass the L0EWMuon line at the

hardware level, and the HLT1SingleMuonHighPT and HLT2EWSingleMuonVHighPt lines at

the software level.

5.3.2 Lepton Selection

Both leptons are required to have pT greater than 20 GeV and to be inside the LHCb

acceptance (2.0 < η < 4.5). The leptons must also have opposite charge, i.e. either

e+µ− or e−µ+. Further requirements are placed on the impact parameter, isolation and

identi�cation of the leptons as described below.

5.3.2.1 Impact Parameter

The impact parameter, as de�ned in Section 3.3.1, of each lepton must be less than

0.04 mm to remove events in which the leptons are not prompt. For example, tau

leptons produced in the PV will travel a �nite distance before decaying and so the decay

products will have a larger impact parameter. Therefore, placing an ip requirement on

the signal data will suppress backgrounds involving a Z → ττ decay with a muon and

electron pair in the �nal state. The motivation for this requirement can be observed

in Figure 5.5 in which the impact parameter distributions for tt and Z → ττ → µe MC

are compared. The events selected for this plot are chosen with a minimal selection,

requiring each lepton to have a pT greater than 20 GeV and 2.0 < η < 4.5. Placing

the requirement at 0.04 mm eliminates ∼60% of the Z → ττ events and retains ∼75%
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of the tt signal. However, candidate events are still expected to contain a contribution

from Z → ττ + jet contamination, described in Section 5.4.2.
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Figure 5.5: An overlay of impact parameter distributions to compare tt and
Z → ττ → µe MC for the muon (top) and electron (bottom). The distributions are
normalised to 5.4 fb−1. The dashed red lines shows the position of the ip requirement

with the arrow indicating which events are rejected.

5.3.2.2 Isolation

The leptons are also required to be isolated, to reduce the potential lepton misidenti�ca-

tion background of particles produced in hadronic jets being identi�ed as muons. Lepton

misidenti�cation contributes a background when one or both �nal state particles in the

event are hadrons misidenti�ed as leptons. Such misidenti�cation can arise from multijet

events, W or Z boson production in association with a jet, or from other tt �nal states

(such as semi-leptonic decay). Misidenti�cation can occur when pions and kaons are
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tagged as electrons after leaving large deposits in the ECAL, or are tagged as muons

when they punch-through to the muon chambers or decay to muons in-�ight.

To reduce the contribution from this background, an isolation variable, pConeT , is de�ned

and a requirement is placed on each lepton. The pConeT of the lepton is the sum of the

transverse momentum in a cone of radius R =
√

∆φ2 + ∆η2 = 0.5 around the track:

pConeT =

(
N∑
i

pi

)
T

(5.1)

where N is the number of additional tracks counted in the cone. Signal leptons produced

in the decay will have very little activity around their tracks in comparison to particles

produced in jets. Therefore, requiring the leptons to be isolated (i.e. requiring they have

a low pConeT ) reduces the contribution from the lepon misidenti�cation background.

Isolation distributions for opposite- and same-sign electron-muon pairs in data are com-

pared in Figure 5.6. Due to charge imbalance, same-sign pairs cannot be produced in tt

events and are considered a control region for the lepton misidenti�cation background

as discussed further in Section 5.4.1. The events used to produce the plots in Figure 5.6

are selected by requiring the leptons to have pT greater than 20 GeV and to be within

LHCb acceptance. The muon is also required to pass all three stages of the trigger.

In the tt selection, pConeT is required to be less than 5 GeV. This requirement removes

∼90% of the same-sign events and so signi�cantly reduces the lepton misidenti�ction

background. This background accounts for ∼70% of the signal sample before the re-

quirement is applied, and is reduced to ∼30% after.

In related analses, such as [94], a tighter requirement is placed at 2 GeV to increase the

signal purity, but in this analysis a slightly relaxed requirement is chosen due to the

low statistics of the sample. In future measurements with an increased data set where

statistical uncertainty will not be a problem, the requirement may be tightened again.

5.3.2.3 Identi�cation Requirements

As discussed in Section 4.3.3, a requirement is placed on all muons to ensure that they

have been properly identi�ed. This standard binary selection is called isMuon. For a
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Figure 5.6: Comparisons of pCone
T

distributions in opposite- and same-sign data in
blue and red respectively, for muons (top) and electrons (bottom). The red dashed line
shows the position of the pCone

T
requirement with the arrow showing the region being

rejected.

high pT muon to pass the isMuon requirement, it must have associated hits in all four of

the outermost muon chambers.

In addition to the basic requirements used to identify electrons in Section 4.3.2, the high

pT electrons in this analysis are assessed against further criteria based on the selection in

Reference [95]. The electrons are required to deposit more than 50 MeV in the PRS, more

than 10% of their energy in the ECAL and less than 5% of their energy in the HCAL.

The electron is also required to fail the binary isMuonLoose requirement, which requires

at least three hits in the four outermost muon chambers, as de�ned in Section 4.3.3.

In later sections, these four requirements are referred to as the electron identi�cation

criteria.
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5.3.3 Jet Selection

Jets are selected using the standard jet reconstruction described in Section 4.3.5. Addi-

tionally, the jet must have a pT greater than 20 GeV and be separated from each lepton

by a radius of 0.5 in η − φ space. A reduced pseudorapidity range of 2.2 < η < 4.2 is

used to ensure a �at jet reconstruction and identi�cation e�ciency.

The jet must also have been tagged by the secondary vertex (SV) tagger as outlined in

Reference [96]. First, multiple two-body vertices are constructed using pairs of displaced

tracks. Next, any two-track vertices that share tracks are linked together to form an

n-body SV. Then a number of kinematic and quality requirements are placed on the

vertices, some of which are discussed in Section 5.5.2. A jet is SV-tagged if it contains

an SV within ∆R < 0.5 of the primary jet axis.

5.3.4 Summary

The event selection described in the text is summarised in Table 5.4. After the re-

quirements are applied to the Run-II dataset, 132 tt candidates are selected. Expected

background contributions to this sample are discussed in Section 5.4.

Trigger L0EWMuon

HLT1SingleMuonHighPT

HLT2EWSingleMuonVHighPt

Muon isMuon

pT > 20 GeV, 2.0 < η < 4.5
ip < 0.04 mm, pConeT < 5 GeV

Electron EPRS > 50 MeV, EHCAL/P < 0.05
EECAL/P > 0.1, !isMuonLoose
pT > 20 GeV, 2.0 < η < 4.5
ip < 0.04 mm, pConeT < 5 GeV

Leptons ∆R(η, e) > 0.1

Jet pT > 20 GeV, 2.2 < η < 4.2, ∆R(l, j) > 0.5
SV-tagged

Table 5.4: A summary of the selection criteria applied to isolate tt signal.
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5.4 Signal Purity

When the event selection described in Section 5.3 is applied, 132 tt candidates are se-

lected. Some of these candidates are contributions from background processes. The

sources of background considered are lepton misidenti�cation, Z + jet, single top pro-

duction, di-boson production and misidenti�ed jets. Contributions from each source will

be discussed in greater detail below.

5.4.1 Lepton Misidenti�cation

The lepton misidenti�cation background is modelled by considering same-sign events

using e+µ+ and e−µ− �nal states. These lepton pairs cannot have been produced in

tt signal events due to the charge imbalance of the leptons and so are used to deter-

mine the likelihood of lepton misidenti�cation occurring in the signal data. These pairs

typically consist of one fully reconstructed lepton and a misidenti�ed pion arising from

(W → µν) + jet, Z + jet or QCD events.

In this method, a signal region and three control regions are de�ned. To estimate the

contribution in the signal region, Region A, events are selected in three control regions:

B, C and D.

In Region B, the selection criteria is the same as in Section 5.3, but the leptons are

required to have the same charge. In Region C, opposite-sign events are selected with

the electron identi�cation requirements de�ned in Section 5.3.2.3 reversed. In Region D,

same-sign events are selected with the same anti-electron identi�cation criteria as for

Region C. In Regions C and D the SV-tagging requirement applied to the jet in the

event is removed to achieve a higher statistical precision.

A correction factor is then calculated by dividing the number of events selected in Re-

gion C by the number of events selected in Region D. This correction factor is applied

to the number of events selected in Region B to estimate the expected contribution in

Region A. This can be mathematically represented as:

NA = NB · (NC/ND) (5.2)



Top Study 68

where NA is the number of events expected in Region A and NB, NC and ND are the

number of events selected in Regions B, C and D respectively.

A graphical representation of the distinctions between the four regions is shown in Figure

5.7 for further clarity.

Figure 5.7: A graphical representation of the signal region, A, and three control
regions, B, C and D, used to evaluate the contribution from the lepton misidenti�cation

background.

There are 47 events selected in Region C and 606 selected in Region D, giving a scale

factor of 0.078. The 105 events selected from Region B are scaled by this factor to give

a total of 8.19 ± 2.32 expected lepton misidenti�cation background events, where the

uncertainty is taken as the statistical uncertainty of the number of events selected in

each control region summed in quadrature.

5.4.2 Z + jet

Contributions from Z + jet events must be considered for cases in which the Z boson

decays to two tau leptons which then produce a �nal state including a muon, electron

and jet. A Feynman diagram of a Z + jet event is shown in Figure 5.8.

The contribution from (Z → ττ) + jet events is evaluated by comparing (Z → ττ) + jet

and (Z → µµ) + jet events in simulation to obtain a normalisation factor to determine

the number of (Z → ττ) + jet events expected for every (Z → µµ) + jet event seen. The
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Figure 5.8: Feynman diagram of a Z + jet event.

factor is evaluated as 4.3×10−4. The uncertainty on this value is negligible in comparison

to the uncertainty arising from reconstruction and selection e�ciencies described later,

and so is not considered.

(Z → µµ) + jet events are then selected in data using the selection criteria summarised

in Table 5.5, and scaled using the normalisation factor. The selection requires at least

one of the muons to have �red all three of the L0EWMuon, HLT1SingleMuonHighPT and

HLT2EWSingleMuonVHighPt trigger lines. Both muons must have pT greater than 20 GeV

and be inside the LHCb acceptance. The invariant mass of the reconstructed Z bo-

son must be between 60 and 120 GeV. The jet must have a pT greater than 20 GeV,

2.2 < η < 4.2 and be SV-tagged as described in Section 5.3.3.

A total of 2316 events are selected in data as shown in Figure 5.9, and scaled to give

an expected background of 1.0 ± 0.1 events. The uncertainty assigned to this value is a

conservative 10% to account for di�erences between data and MC in reconstruction and

selection e�ciencies as discussed in Section 5.5.

Trigger L0EWMuon

HLT1SingleMuonHighPT

HLT2EWSingleMuonVHighPt

Muon isMuon

pT > 20 GeV, 2.0 < η < 4.5

Boson 60 < Mµµ < 120 GeV

Jet pT > 20 GeV, 2.2 < η < 4.2
SV-tagged

Table 5.5: A summary of the selection criteria applied to isolate (Z → µµ) + jet
candidates.
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Figure 5.9: Invariant mass distribution of the (Z → µµ) + jet events selected from
the full Run-II dataset. These events are used to predict the Z + jet background

contribution.

5.4.3 Single Top

The production of a single top quark in association with a W boson also produces a µeb

�nal state and so can contribute a background with similar kinematics to tt. A Feynman

diagram displaying this interaction is shown in Figure 5.10.

Figure 5.10: Feynman diagram of a single top event.

An estimation of the expected number of single top events in the signal sample is ex-

trapolated from Reference [93], using simulation from POWHEG with both the diagram

removal and diagram subtraction schemes outlined in Reference [97]. The ttMC sample is

reweighted to determine the expected single top reconstruction and selection e�ciencies

as no full detector simulation of the process is available. From this method, a background

of 5.09±1.53 events is expected, which includes the di�erence between the two schemes.
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5.4.4 Di-boson

Pairs of W and Z bosons can decay to produce a �nal state with a muon and electron,

which can contribute a background when a jet is present in the event. This contribution

is modelled using aMC@NLO and the expected contribution from all �nal states is found

to be below the per-mille level. This background is not considered further.

5.4.5 Misidenti�ed Jets

Misidenti�ed jets are incorrectly reconstructed jets, using fake reconstructed particles

or particles from a di�erent pp collision in the same event. These jets can contribute a

background when two leptons are selected in association with a misidenti�ed jet. These

jets are not expected to contribute a signi�cant background as they are typically softer

than the pT requirement. The contribution from such events is evaluated using simulation

and determined to be negligible and so is not considered further.

5.4.6 Summary

A summary of the expected number of background events and the methods used to

determine them is shown in Table 5.6.

Figures 5.11,5.12 and 5.13 show the selected data compared to estimated background

contributions. The signal is displayed by MC normalised to the number of candidates

selected in data minus the total number of expected background events. The single top

contribution is modelled using tt MC normalised to the POWHEG prediction. The

Z + jet shapes are taken from Z → ττ MC for lepton distributions and (Z → µµ) + jet

MC for jet distributions.The lepton misidenti�cation shapes are taken from the anti-

electron identi�cation control sample with the jet tagging requirement removed to im-

prove statistical precision.
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Figure 5.11: The muon pT (top) and pseudorapidity (bottom) distributions in data
compared to the expected background contributions.

Source Method Events
Lepton mis-identi�cation Same-sign data 8.2 ± 2.3

Z + jet Normalised to (Z → µµ) + jet 1.0 ±0.1
Single top POWHEG predictions 5.1 ± 1.5
Di-boson aMC@NLO predictions negligible
Fake jets Pythia simulation negligible
Total 14.3±2.7

Table 5.6: A summary of the expected contributions from each background and the
methods used to evaluate them.

5.5 E�ciencies

The e�ciency with which events are selected, reconstructed and tagged is evaluated using

the techniques outlined in the following section. Unless otherwise stated, the e�ciencies
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Figure 5.12: The electron pT (top) and pseudorapidity (bottom) distributions in data
compared to the expected background contributions.

are evaluated using simulation corrected to data.

5.5.1 Reconstruction E�ciencies

The reconstruction e�ciency is de�ned as:

εrec = εtrgµ × εidµ × εtrkµ × εide × εtrke × εrecjet (5.3)

where εtrgµ , εidµ and εtrkµ are the muon trigger, identi�cation and tracking e�ciencies;

εide and εtrke are the electron identi�cation and tracking e�ciencies; and εrecjet is the jet

reconstruction e�ciency.
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Figure 5.13: The jet pT (top) and pseudorapidity (bottom) distributions in data
compared to the expected background contributions.
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Figure 5.14: The invariant mass of the muon, electron and b-jet in data compared to
the expected background contributions.
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The lepton reconstruction e�ciencies are evaluated using tag-and-probe methods in

which data and MC samples of Z → µµ and Z → ee are compared. In this method,

one lepton is identi�ed as a tag, having passed a given set of requirements. The number

of tags passing the selection is taken as the total number of events. The second lepton, or

probe, is then assessed against further requirements and the number of passes is counted.

The e�ciencies are calculated by dividing the number of passes by the total number of

events selected, as shown in Equation 5.4:

ε =
Npass

Ntotal
(5.4)

where ε is the tag-and-probe e�ciency, Npass is the number of events passing the addi-

tional probe requirements and Ntotal is the total number of tags selected.

Details of the tag-and-probe methods used to calculate each of the lepton reconstruction

e�ciencies are presented in the following sections.

The technique used to determine the jet reconstruction e�ciency is di�erent and is

described in detail in Section 5.5.1.6.

5.5.1.1 Trigger E�ciency

The trigger e�ciency is calculated using Z → µµ data where both muons have been

identi�ed using the isMuon criteria, similar to the method used in Reference [98]. The

tag muon must pass each of the three trigger stages L0EWMuon, HLT1SingleMuonHighPT

and HLT2EWSingleMuonVHighPt as described in Section 5.3.1. The probe muon is counted

as a pass when it also passes each of the three trigger stages.

Further selection criteria are applied to ensure the purity of the sample. The leptons

must both have pT greater than 20 GeV, be within the pseudorapidity range 2 < η < 4.5

and be isolated with a pConeT of less than 2 GeV. The di-muon invariant mass is required

to be between 60 and 120 GeV and the χ2
vtx/nDF of the primary vertex must be less

than 5. This is summarised in Table 5.7.

The trigger e�ciency is shown as a function of pT and pseudorapidity for data and MC

in Figure 5.15. The di�erences between the data and simulation are mostly due to the
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e�ciency of the hardware trigger, and the increased disparity at high η most likely being

caused by alignment e�ects in the tracking system.

Tag Probe Event
Long track Long track 60 < Mµµ < 120 GeV
Triggered - χ2

vtx/nDF < 5
isMuon isMuon -

pT > 20 GeV pT > 20 GeV -
pConeT < 2 GeV pConeT < 2 GeV -
2 < η < 4.5 2 < η < 4.5 -

Table 5.7: A summary of the selection criteria applied to Z → µµ data to calculate
the trigger e�ciency.
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Figure 5.15: The muon trigger e�ciency as a function of pT (top) and η (bottom)
for data and simulation.

The data and MC e�ciencies are then re-calculated in two dimensions of η and pT

using 10×10 bins. The data e�ciency is divided by the MC e�ciency to calculate a
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data/simulation correction for each (η, pT) region.

A �nal value for the trigger e�ciency is then calculated using existing methods, by

applying the correction factors to tt simulation event by event and taking the overall

pass rate as the e�ciency. The trigger e�ciency is found to be 0.813±0.010, where

the uncertainty includes the di�erence in e�ciency before and after the corrections are

applied and the uncertainty due to available statistics.

5.5.1.2 Muon Identi�cation E�ciency

The muon identi�cation e�ciency is also evaluated using Z → µµ data and the method

described in Reference [98]. This time, the tag is a muon identi�ed using the isMuon

criteria, which must also �re all three stages of the trigger. The probe is a long track as

described in Section 4.1 and is counted as a pass when it satis�es the isMuon requirement.

The event selection criteria requires both the tag and probe to have pT greater than

20 GeV, pseudorapidity in the range 2 < η < 4.5, a pConeT of less than 2 GeV and to be

separated by at least 2.7 radians in φ. The di-muon invariant mass is again required to

be between 60 and 120 GeV and the χ2
vtx/nDF of the primary vertex must be less than

5. This is summarised in Table 5.8.

A comparison of the muon identi�cation e�ciency in data and MC is shown as a function

of pT and pseudorapidity in Figure 5.16. The reduction in the data e�ciency compared

with simulation at low pT is most likely due to increased background contribution at

the pT requirement threshold. The drop in e�ciency in the highest pseudorapidity bin

in both the data and MC distributions is due to the limited acceptance of the muon

stations close to the beampipe.

Tag Probe Event
Long track Long track 60 < Mµµ < 120 GeV
Triggered Triggered χ2

vtx/nDF < 5
isMuon - |∆φ| > 2.7 rad

pT > 20 GeV pT > 20 GeV -
pConeT < 2 GeV pConeT < 2 GeV -
2 < η < 4.5 2 < η < 4.5 -

Table 5.8: A summary of the selection criteria applied to Z → µµ data to calculate
the muon identi�cation e�ciency.
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Figure 5.16: The muon identi�cation e�ciency as a function of pT (top) and η (bot-
tom) for data and simulation.

Data/simulation correction factors and a �nal muon identi�cation e�ciency value are

calculated using a similar approach to that used to evaluate the the trigger e�ciency.

The muon identi�cation is found to be 0.978±0.012.

5.5.1.3 Muon Tracking E�ciency

The muon tracking e�ciency is also evaluated using Z → µµ events and a tag-and-probe

method built on the one described in Reference [98]. In this instance, the tag is a

triggered and identi�ed muon and the probe is a MuonTT track. A MuonTT track is a

track reconstructed by combining hits in the muon stations with hits in the TT and is

chosen as the probe because hits in the muon stations and TT are not included in long



Top Study 79

track reconstruction. The probe is counted as a pass when a long track is reconstructed

in association with the MuonTT track.

Events are selected by requiring the tag and probe muons to have pT greater than 20 GeV,

pseudorapidity in the range 2 < η < 4.5, and to be separated by at least 0.1 radians

in φ. The di-muon invariant mass is required to be between 70 and 110 GeV and the

χ2
vtx/nDF of the primary vertex must be less than 5. This selection is summarised in

Table 5.9.

The muon tracking e�ciency is shown for data and MC as a function of pT and pseudo-

rapidity in Figure 5.17. The di�erences between the data and simulation distributions

are caused by material interactions and detector misalignment.

The data/simulation correction factors and a �nal value for the muon tracking e�ciency

are calculated using a similar method as for the trigger and muon identi�cation e�cien-

cies. The muon tracking e�ciency is 0.935±0.020.

Tag Probe Event
Long track MuonTT track 70 < Mµµ < 110 GeV
Triggered - χ2

vtx/nDF < 5
isMuon - |∆φ| > 0.1 rad

pT > 20 GeV pT > 20 GeV -
2 < η < 4.5 2 < η < 4.5 -

Table 5.9: A summary of the selection criteria applied to Z → µµ data to calculate
the muon tracking e�ciency.

5.5.1.4 Electron Identi�cation E�ciency

The electron identi�cation e�ciency is also calculated using a tag-and-probe method, this

time using Z → ee data and MC. The technique used is based on the one used in Refer-

ence [95]. The tag is an identi�ed and triggered electron, using the the electron identi�ca-

tion criteria outlined in Section 5.3.2.3 and the L0Electron, Hlt1SingleElectronNoIP

and Hlt2EWSingleElectronVHighPt trigger lines as de�ned in Section 4.4 and used in

Reference [99]. The probe is a long track and is counted as a pass when it ful�lls the

same electron identi�cation requirements.

The electrons are required to have a pT of greater than 20 GeV, to be within the LHCb

acceptance (2 < η < 4.5) and to be separated in φ by at least 2.7 radians. They
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Figure 5.17: The muon tracking e�ciency as a function of pT (top) and η (bottom)
for data and simulation.

must also be isolated using the pConeT variable de�ned in Equation 5.1 where the cone is

annular with 0.1 < R =
√

∆φ2 + ∆η2 < 0.5. This is di�erent to the muon selection

due to photons emitted through Bremsstrahlung travelling close to the electron track.

The invariant mass of the combined electrons is required to be between 70 and 110 GeV

and the χ2
vtx/nDF of the primary vertex must be less than 5. These requirements are

summarised in Table 5.10.

A residual background of around 8% is observed after the selection is applied. This is

taken into account by applying the same tag-and-probe procedure to a second Z → ee

sample where the tag and probe are required to have the same charge. The same-sign

contribution is then subtracted from both the total and pass histograms in the opposite-

sign samples used to calculate the e�ciency. An example of this background subtraction
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can be seen in Figure 5.18.

The electron identi�cation e�ciency is compared in data and MC in Figure 5.19, where

a single bin is used for events above 70 GeV in the pT case. The drop in e�ciency at

high and low η is due to the acceptance of the ECAL.

Data/simulation corrections and a �nal value for the electron identi�cation e�ciency are

calculated as for each of the muon reconstruction e�ciencies. The electron identi�cation

e�ciency is found to be 0.913±0.044.

Tag Probe Event
Long track Long track 70 < Mµµ < 110 GeV
Triggered - χ2

vtx/nDF < 5
!isMuonLoose - |∆φ| > 2.7
pT > 20 GeV pT > 20 GeV -
2 < η < 4.5 2 < η < 4.5 -
pConeT < 2 GeV pConeT < 2 GeV -
EPRS > 50 MeV - -
EHCAL/P < 0.05 - -
EECAL/P > 0.1 - -

Table 5.10: A summary of the selection criteria applied to Z → ee data to calculate
the electron identi�cation e�ciency.

5.5.1.5 Electron Tracking E�ciency

The e�ciency with which electron tracks are reconstructed is evaluated using the same

method as Reference [93]. Unlike in the muon case, an unbiased probe cannot be con-

structed for electron tracking. Instead, two tag-and-probe samples are used to determine

the e�ciency: a Z → ee sample where the tag is a triggered and identi�ed electron and

the probe is a long track; and a Z → eγ sample where the tag is a triggered and identi�ed

electron and the probe is a photon. The Z → eγ sample acts as an estimate for how

often electron tracks are �missed� in the reconstruction, i.e. when an electron is present,

but a track has not been reconstructed by the tracking algorithms.

In the Z → eγ sample, the tag must pass the L0Electron, Hlt1SingleElectronNoIP

and Hlt2EWSingleElectronVHighPt trigger lines. It must also satisfy the electron iden-

ti�cation requirements outlined in Section 5.3.2.3 and have pT greater than 20 GeV,

2 < η < 4.5 and pConeT less than 2 GeV. The probe is a reconstructed photon with ET

greater than 20 GeV, 2 < η < 4.0 and pConeT less than 2 GeV. Here the cone is annular
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Figure 5.18: Plots to represent the same-sign data subtraction from opposite-sign
events while evaluating the electron identi�cation e�ciency in electron pT (top) and

pseudorapidity (bottom) distributions.

with radius R =
√

∆φ2 + ∆η2 between 0.1 and 0.5 as for the electron identi�cation

e�ciency selection criteria outlined in Section 5.5.1.4. The tag and probe must be sepa-

rated by 2.7 radians in φ. The selection is the same for the Z → ee sample, but with the

additional requirement of an ECAL cluster with ET > 10 GeV associated with the probe

track. This ensures the calorimeter cluster requirements are the same as for the photon

probe sample. The selection requirements are summarised in Tables 5.11 and 5.12. As

for the electron identi�cation e�ciency, an additional background is considered for the

Z → ee sample by considering a same-sign data sample and removing the same number

of events from the opposite-sign data.

A signi�cant background is admitted through the tag-and-probe selection so the number

of signal events is determined from an existing template �t method. A background
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Figure 5.19: The electron identi�cation e�ciency as a function of pT (top) and η
(bottom) for data and simulation.

Tag Probe Event
Long track Long track |∆φ| > 2.7
Triggered - -

!isMuonLoose - -
pT > 20 GeV ET > 20 GeV -
2 < η < 4.5 2 < η < 4.0 -
pConeT < 2 GeV pConeT < 2 GeV -
EPRS > 50 MeV - -
EHCAL/P < 0.05 - -
EECAL/P > 0.1 - -

Table 5.11: A summary of the selection criteria applied to Z → eγ events to calculate
the electron tracking e�ciency.

shape is taken from each sample with the same tag-and-probe selection, except the

isolation requirement is reversed with pConeT required to be greater than 5 GeV. The signal
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Tag Probe Event
Long track Long track |∆φ| > 2.7
Triggered - -

!isMuonLoose - -
pT > 20 GeV pT > 20 GeV -
2 < η < 4.5 2 < η < 4.0 -
pConeT < 2 GeV pConeT < 2 GeV -
EPRS > 50 MeV - -
EHCAL/P < 0.05 - -
EECAL/P > 0.1 EECAL > 10 GeV -

Table 5.12: A summary of the selection criteria applied to Z → ee events to calculate
the electron tracking e�ciency.

component in each sample is then determined using the shape from the Z → ee sample,

where the probe is additionally required to pass the electron identi�cation criteria. The

tag pT distributions for both samples can be seen in Figure 5.20. The slight shift observed

between the data and model in the Z → eγ plot is due to the imperfect description of

the background and is covered by the systematic uncertainty of the �t.

The same process is then repeated with simulated samples of Z → eγ and Z → ee as

seen in Figure 5.21.

The electron tracking e�ciency is estimated by dividing the total number of events

selected in the Z → ee sample by the sum of the signal events found in the Z → ee and

Z → eγ samples. This calculation is performed separately for the data and MC samples,

with the e�ciency in data found to be 0.899±0.025 and the e�ciency in MC evaluated

as 0.923±0.029, where the uncertainties are taken as the statistical uncertainty1 and the

uncertainty from the �tting procedure added in quadrature with the di�erence between

the two central values. These values are then compared with the truth level2 e�ciency

of 0.914. The electron tracking e�ciency is taken from truth, with the uncertainty from

the data/simulation metrics added in quadrature. It is found to be 0.914±0.028.
1The systematic uncertainty is large enough to cover the small uncertainty associated with the same-

sign background subtraction.
2Truth level simulations are simulations before any detector interaction or performance is included.

In contrast, simulated events that include the detector response are referred to as reconstructed level

simulation where necessary.



Top Study 85

 (GeV)
T

p
20 30 40 50 60 70

E
ve

nt
s 

/ 2
 G

eV

0

500

1000

1500

2000

2500
ee→Z

background

 (GeV)
T

p
20 30 40 50 60 70

E
ve

nt
s 

/ 2
 G

eV

0

2000

4000

6000

8000

10000

12000

14000

16000

18000
ee→Z

background

Figure 5.20: Template �ts to Z → eγ (top) and Z → ee (bottom) data used in eval-
uating the electron tracking e�ciency.

5.5.1.6 Jet Reconstruction E�ciency

The jet reconstruction e�ciency is de�ned as the e�ciency of reconstructing and iden-

tifying an MC truth level jet in the �ducial region as discussed in Reference [100]. The

value is taken from simulation as the proportion of events passing this criteria in tt MC.

The uncertainty on this value is calculated by comparing the ratio of events when the

nominal jet identi�cation requirements, as de�ned in Reference [100], are applied and

when individual requirements are tightened in data and simulation. This investigation

is performed using (Z → µµ) + jet events where the muons must be inside the LHCb

acceptance and have a pT greater than 20 GeV; the Z boson mass must be between 60

and 120 GeV; the jet must have a pT greater than 20 GeV and pseudorapidity between
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Figure 5.21: Template �ts Z → eγ (top) and Z → ee (bottom) MC used in evaluating
the electron tracking e�ciency.

2.2 and 4.2; and at least one muon is required to pass all three stages of the trigger. This

selection is summarised in Table 5.13.

Trigger L0EWMuon

HLT1SingleMuonHighPT

HLT2EWSingleMuonVHighPt

Muon isMuon

pT > 20 GeV, 2.0 < η < 4.5

Boson 60 < Mµµ < 120 GeV

Jet pT > 20 GeV, 2.2 < η < 4.2

Table 5.13: A summary of the selection criteria applied to isolate (Z → µµ) + jet
candidates to evaluate the uncertainty on the jet reconstruction e�ciency.

Four jet requirements are tightened in turn and the ratio of events passing the new
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requirement for each change is compared between data and MC. The changes investigated

are:

• increasing the minimum fraction of the jet composed of charged particles, cpf, from

10 to 20%,

• increasing the minimum pT of the leading track in the jet, mpt, from 1.2 to 2.4 GeV,

• reducing the maximum fraction of the jet energy carried by a single particle, mtf,

is reduced from 80 to 60%,

• increasing the minimum number of tracks which point to the primary vertex of the

jet, npointing, from 2 to 3.

Distributions of each variable before the requirements are tightened can be compared

for data and MC in Figures 5.22 and 5.23. The di�erence in the data/simulation ratios

for the e�ciency of each change is added in quadrature to give the uncertainty. The jet

reconstruction e�ciency is 0.975±0.013.

5.5.2 Jet Tagging E�ciency

To select events with b-jets for this analysis, a tagger is used to require that the jets

in selected events are produced in a secondary vertex, as described in Section 5.3.3.

A detailed comparison of the performance of this tagger in data and simulation was

performed in Run-I, as outlined in Reference [96]. This comparison involved selecting

events enriched in b and c jets by either requiring that the jets contain a muon or are

observed in addition to a fully reconstructed B or D meson. To determine the e�ciency

of the jet tagging, a combined �t to all samples was used to estimate the �avour content

of the jets before and after applying the SV-tagger. A conservative uncertainty of 10%

was applied to account for di�erences between data and simulation, mostly observed at

low pT.

The jet tagging e�ciency was assessed again in Run-II as discussed in [93]. The e�ciency

in the 2016 MC samples showed a relative reduction of 10% with respect to the 2012

MC. The jet tagging e�ciency was validated using samples of B → J/ψK events where

the J/ψ was reconstructed from its decay to a pair of muons. The number of events
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Figure 5.22: Distributions of jet quality variables used in assessing the uncertainty
on the jet reconstruction e�ciency: the charged particle fraction of the jet (top) and

pT of the main particle in the jet (bottom).

selected before and after the tagging requirements were applied was determined for each

sample from an unbinned maximum likelihood �t to the J/ψ mass spectrum in di�erent

bins of phase space. Overall, a similar agreement between data and MC was seen for

Run-I and Run-II and so the jet tagging e�ciency was taken from 2016 MC, expected

to be accurate to the same level as reported in Run-I.

As this analysis uses the same MC generation as the 2016 result, the jet tagging e�ciency

is again taken from 2016 simulation, with the same conservative uncertainty of 10%

applied. This is validated by comparing the modelling of key variables used in the jet

tagging process in data and simulation.

Events are selected in (W → µν) + jet data and MC where the muon is required to pass
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Figure 5.23: Distributions of jet quality variables used in assessing the uncertainty
on the jet reconstruction e�ciency: the fraction of the jet energy carried by the main
particle in the jet (top) and the number of tracks with information pointing to the

primary vertex (bottom).

all three stages of the trigger, have pT greater than 20 GeV, ip less than 0.04 mm and be

within the LHCb acceptance. The jet must be SV-tagged with pT greater than 20 GeV,

2.2 < η < 4.2, and must be separated from the muon by a radius of 0.5 in η− φ space.

An isolation requirement is also placed on the muon, as described in Reference [100].

This is de�ned by replacing the muon with a jet, µ-jet, which contains the signal muon

after a jet reconstruction has been performed. The pT of the muon is required to account

for at least 90% of the pT of the µ-jet. The full selection is summarised in 5.14.

The key tagging variables are tightened in turn and the e�ciency of each cut is evaluated

for MC and for each year of data taking. The following variables are investigated:



Top Study 90

Trigger L0EWMuon

HLT1SingleMuonHighPT

HLT2EWSingleMuonVHighPt

Muon isMuon

pT > 20 GeV, 2.0 < η < 4.5
ip < 0.04 mm, pT/p

µ−jet
T > 0.9

Jet pT > 20 GeV, 2.2 < η < 4.2,
∆R(µ, j) > 0.5
SV-tagged

Table 5.14: A summary of the selection criteria applied to (W → µν) + jet data to
investigate the jet tagging e�ciency.

• The limit on the minimum radial �ight distance of the SV with respect to the PV,

FDmin, is reduced from 15 to 10 mm,

• The minimum χ2 of the �ight distance for the SV, χ2
FD, is tightened from 35 to 32,

• The lifetime of the SV, τ , is tightened from less than 1.5 ps to less than 1.2 ps,

• The maximum z-coordinate of the SV is reduced from 200 to 170 mm.

Di�erences in e�ciency between each year and the simulation for each tagging variable

are observed at the per mille level. A comparison of the variable distributions in data

and MC can be seen in Figures 5.24 and 5.25. The di�erences seen between the data

and simulation distributions are attributed to the simulation containing a higher light

�avour contribution than would be expected in the data. In particular, this can be seen

in the FDmin distribution, where the MC peak at ∼5 mm is thought to be due to light

�avour jet interaction with the VELO RF foil.

The e�ciency of applying the SV tagger is also considered by comparing the ratio of

events selected with and without the tagger applied for each year in data. Di�erences

between the samples are at the per mille level.

The jet tagging e�ciency is taken from 2016 MC. As the di�erences between this sample

and the data are comparatively small, the same 10% uncertainty is applied as for previous

analyses. The jet tagging e�ciency is determined to be 0.556±0.056.
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Figure 5.24: Tagging variables investigated for jet tagging e�ciency: the minimum
�ight distance (top) and �ight distance χ2 (bottom).

5.5.3 Selection E�ciency

The selection e�ciency refers to the e�ciency of the isolation and impact parameter

requirements used in the selection to isolate the tt signal.

The e�ciency of the isolation requirement is taken directly from tt simuation as the

ratio of events remaining in the sample after the pConeT cut is applied. Two sources of

uncertainty on this value are considered: the modelling of the tt process in simulation and

the level of agreement between simulation and data. To assess the former, the e�ciency

is calculated in di�erent subsamples where the tt production is due to qq annihilation or

gluon-gluon fusion, and where the �nal state contains one or multiple jets. The maximum

di�erence in e�ciency between the central value and the four samples is applied as a

systematic uncertainty. The agreement between data and simulation is considered by
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Figure 5.25: Tagging variables investigated for jet tagging e�ciency: SV lifetime
(top) and z position (bottom).

comparing the e�ciency in Z → µµ events, with the di�erence between the two values

taken as an additional systematic.

As an imperfect agreement is observed in the modelling of the impact parameter, a tuning

is performed to improve the description of the simulation before evaluating the e�ciency

of the ip requirement.

The impact parameter tuning requires using Z → µµ data events in data and simulation

and using the di�erences in the ip distributions to smear and shift the simulation to

better model the data. The x and y components of the impact parameter are smeared

by a Gaussian in 5×6 bins of η and φ. The mean and width of the Gaussian in each

bin are determined by comparing simulation to data and performing a χ2 minimisation

using existing methods.
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To assess the success of the tuning, ip distributions in data, MC and tuned MC are

compared for the Z → µµ events. The events in each sample are selected by requiring at

least one of the muons to pass all three stages of the trigger and both muons to have a pT

greater than 20 GeV and to be inside the LHCb acceptance. The reconstructed Z boson

is also required to have an invariant mass between 60 and 120 GeV. The selection criteria

is summarised in Table 5.15 and the improvement to the impact parameter distribution

after the tuning is applied can be seen in Figure 5.26.

Trigger L0EWMuon

HLT1SingleMuonHighPT

HLT2EWSingleMuonVHighPt

Muon isMuon

pT > 20 GeV, 2.0 < η < 4.5

Boson 60 < Mµµ < 120 GeV

Table 5.15: A summary of the selection criteria applied to isolate Z → µµ data and
simulation to validate the impact parameter tuning required to evaluate the selection

e�ciency.
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Figure 5.26: The impact parameter distribution of the muons in Z → µµ events
compared between data, MC and tuned MC.

The same tuning is then applied to the leptons in the tt MC event by event. The tuned

tt MC is used to �nd the e�ciency of the impact parameter cut. The e�ciency of the ip

requirement is taken as the central value with a systematic uncertainty applied as half

of the di�erence between the e�ciency before and after the tuning. Distributions of the

muon and electron ip before and after the tuning can be seen in Figure 5.27.

The selection e�ciency is evaluated as 0.666±0.020.
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Figure 5.27: The impact parameter distributions before and after tuning for electrons
(top) and muons (bottom) in tt MC.

5.5.4 Summary

The reconstruction, tagging and selection e�ciencies described in the text are sum-

marised in Table 5.16.

5.6 Resolution Factor

The resolution factor accounts for migrations into and out of the �ducial region due

to the �nite resolution of the detector. It is mainly a�ected by the pT resolution of

the reconstructed jet and the smearing of electron pT to lower values due to incomplete

Bremsstrahlung recovery.



Top Study 95

Trigger 0.813±0.010
Muon identi�cation 0.978±0.012
Muon tracking 0.935±0.020

Electron identi�cation 0.913±0.044
Electron tracking 0.914±0.028
Jet reconstruction 0.975±0.013

Jet tagging 0.566±0.056

Selection 0.666±0.020

Total 0.224±0.028

Table 5.16: A summary of the e�ciency to reconstruct, select and tag tt → µeb
events.

The resolution factor is calculated from simulation by comparing tt MC yields for events

where the �nal state particles pass the reconstruction, identi�cation and trigger require-

ments at truth and reconstructed levels. This is shown by Equation 5.5,

Fres =
Ntrue

Nrec
, (5.5)

where Fres is the resolution factor, Ntrue is the number of events expected at truth level

and Nrec is the number of reconstructed MC events. The calculation of the resolution

factor also includes a two-dimensional NLO re-weighting in electron and jet pT, as they

are the most signi�cant variables.

The systematic uncertainty on the factor is considered by re-evaluating the value without

the NLO reweighting and when corrections are applied to the jet and electron pT scales

to allow for di�erences in resolution between data and simulation. The di�erences in

the resolution factor with and without corrections are considered as uncertainties as

described in the following section.

5.6.1 Jet Energy Scale

The di�erence between the jet energy scale in data and MC contributes to the uncertainty

on the resolution factor. This agreement is investigated using (Z → µµ) + jet data and

MC. The Z boson and jet in each event are produced approximately back-to-back in

the transverse plane and so their pT should be balanced. Therefore, the di�erence in pT

between the jet and Z boson can be used as a measure of the jet resolution.
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To quantify this, a variable known as the jet `balance' is de�ned as,

B =
pTZ − pTjet

pTZ
, (5.6)

where B is the balance, pTZ
is the Z boson pT and pTjet

is the pT of the jet.

Both muons in the event are required to have pT greater than 20 GeV, 2.0 < η < 4.5,

pConeT less than 5 GeV and ip less than 0.04 mm. At least one of the muons must

pass all three stages of the trigger. The jet must have pT greater than 20 GeV and

2.2 < η < 4.2. Additionally, the jet is required to be separated from the Z boson by

at least 2.7 radians in φ and from each lepton by a radius of 0.5 in η − φ space. This

selection is outlined in Table 5.17 and a comparison of the distributions is shown in

Figure 5.28. The di�erences between the data and MC distributions is then evaluated

as a contibution to the uncertainty of the resolution factor.

Trigger L0EWMuon

HLT1SingleMuonHighPT

HLT2EWSingleMuonVHighPt

Muons isMuon

pT > 20 GeV, 2.0 < η < 4.5
ip < 0.04 mm, pConeT < 5 GeV

∆R(η, e) > 0.1

Jet pT > 20 GeV, 2.2 < η < 4.2,
∆R(l, j) > 0.5, |∆φ|(Z, j) > 2.7

Table 5.17: A summary of the selection criteria applied to (Z → µµ) + jet data to
calculate the jet balance.

The same method is used to plot the balance in ten bins of jet pT in data and MC. A

Crystal Ball �t is used to model the shape of the balance in each bin. A Crystall Ball is

a function with a Gaussian core and an exponential tail. Here, the central Gaussian is

taken to represent the spread of the jet resolution with the exponential tail taking into

account events with multiple jets. The mean and width of each peak is determined from

the �tting procedure.

The �t means and widths are compared in data and MC in Figure 5.29. The values

shown are used to smear and shift the jet pT event by event in the calculation of the
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Figure 5.28: The balance of the Z boson and jet in (Z → µµ) + jet events compared
between data and MC.

corrected resolution factor. A plot comparing the balance in data and simulation after

the smearing of the MC pT is shown in Figure 5.30.

5.6.2 Electron Momentum Scale

The accuracy with which the resolution factor can be determined also depends on the

accuracy with which the electron momentum is reconstructed in data. Speci�cally, it

depends on how well Bremsstrahlung e�ects are modelled as they smear the pT of the

electrons to lower values.

A comparison of the electron momentum scale in data and simulation is investigated.

Events are selected in Z → ee samples where both electrons must have pT greater than

20 GeV and be inside the LHCb acceptance. The leptons must also pass the identi�cation

criteria outlined in Section 5.3.2.3 and be separated by at least 2.7 radians in φ. At least

one of the electrons in each event must pass all three stages of the trigger. This selection

is summarised in Table 5.18.

The agreement between the data and simulation is assessed by de�ning a global scale

factor, k. The pT in simulation is scaled by a range of k factors event by event and

the resulting distributions are compared with the data distribution by evaluating the

χ2/nDF agreement for each k factor. The best agreement is seen for a factor of 0.996,
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Figure 5.29: The mean (top) and resolution (bottom) of the jet balance �ts in data
and MC as functions of jet pT.
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Figure 5.30: The balance of the Z boson and jet in (Z → µµ) + jet events compared
between data and MC after the smearing of the MC pT.
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Trigger L0Electron

Hlt1SingleElectronNoIP

Hlt2EWSingleElectronVHighPt

Electrons !isMuonLoose

pT > 20 GeV, 2.0 < η < 4.5
∆φ > 2.7 rad, EPRS > 50 MeV

EHCAL/P < 0.05, EECAL/P > 0.1

Table 5.18: A summary of the selection criteria applied to Z → ee data and MC to
model the electron momentum scale correction to the resolution factor.

as shown in Figure 5.31. This value is used in determining the uncertainty on the

resolution factor.

5.6.3 Summary

The central value for the resolution factor is taken from simulation with an NLO cor-

rection applied. To assign an uncertainty to the value, the factor is evaluated without

the NLO corrections, with the jet energy scale correction applied and with the electron

momentum scale correction applied in turn. The di�erence between these values and

the central value are added in quadrature to give the systematic uncertainty. Using this

method, the resolution factor is found to be 1.20 ± 0.02.

5.7 Cross-section Calculation

The top pair production cross-section is determined using Equation 5.7,

σtt =
(N −Nbkg) · Fres
L · εsel · εtag · εrec

, (5.7)

where N is the total number of candidates selected and Nbkg is the expected number of

background events as described in Section 5.4. The resolution factor is given by Fres

and the luminosity by L. The selection, tagging and reconstruction e�ciencies are given

by εsel, εtag and εrec respectively and are described in the previous sections. Values for

each variable are summarised in Table 5.19.
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Figure 5.31: The reduced χ2 distribution for a range of scale factors, showing the
agreement between Z → ee pT distributions in data and simulation (top) and the pT
distribution of electrons in Z → ee data compared to MC scaled by a sample of k factors

(bottom).

N 132±11
Nbkg 14.3±2.7
Fres 1.20±0.02
L 5.40±0.24
εsel 0.666±0.020
εtag 0.556±0.056
εrec 0.0605±0.039

Table 5.19: A summary of the values used to determine the cross-section, as outlined
in the previous sections..
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5.8 Systematic Uncertainties

A summary of the systematic uncertainties taken into account in this analysis are shown

in Table 5.20. The leading systematic on this measurement is seen to be the uncertainty

on the jet tagging e�ciency. It is expected that this uncertainty will be reduced in future

measurements due to the development of a new method for determining the jet tagging

e�ciency.

Source Uncertainty (%)
Trigger 1.2

Muon identi�cation 1.2
Muon tracking 2.1

Electron identi�cation 4.8
Electron tracking 2.8
Jet reconstruction 1.3

Jet tagging 10.0
Selection 3.0

Background 2.4
Resolution factor 1.9

Total 12.4

Table 5.20: A summary of the systematic uncertainties on the tt cross-section mea-
surement.

5.9 Results

The top quark pair production cross-section, σtt can be calculated from the inputs de-

scribed above using Equation 5.7. The cross-section is quoted for the �ducial region

(2.0 < η` < 4.5, 2.2 < ηb < 4.2, pT(`b) > 20 GeV), where ` refers to the �nal state

leptons and b refers to the b-jet. It is determined to be:

σtt = 117± 10(stat.)± 15(syst.)± 5(lumi.)pb (5.8)

where the �rst uncertainty is statistical, the second is systematic and the third is due to

the luminosity determination. As this is a �ducial measurement, the result does not rely

on the theoretical modelling of the tt process and so no signal modelling uncertainties are

included. There are two exceptions to this: the resolution factor and the shapes of the
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jet and lepton e�ciency distributions due to kinematic e�ects. In both cases, di�erences

between LO and NLO models are considered and found to be negligible.

The measured cross-section can be compared with two theoretical predictions made using

POWHEG and aMC@NLO using the NNPDF3.0 PDF set. Three sources of uncertainty

are considered for each prediction: the uncertainty due to the description of the PDFs

(δPDF ), the uncertainty due to missing higher order corrections (δscale), and the un-

certainty on the strong coupling constant, αs used in the calculations (δαs). All of the

uncertainties are evaluated using standard methods. The uncertainty on the PDFs is

calculated by taking the variance of the cross-section predictions when each of 100 di�er-

ent replicas of the PDF set is used in turn. The uncertainty due to missing higher order

corrections is assessed by varying the renormalisation and factorisation scales by a factor

of two around the nominal choice and measuring the resulting di�erence with respect to

the nominal scale. The uncertainty due to the strong coupling constant is included by

varying αs by its uncertainty and recalculating the cross-section.

It is important to note that the scale choices di�er slightly between the generators used to

calculate the predictions. For POWHEG, the scale choice is taken to be the transverse

mass of the �nal state top quarks. For aMC@NLO, it is taken to be half the sum of the

transverse mass of all of the �nal state particles. These two de�nitions di�er in cases

where additional partons are produced in addition to the top quark. No uncertainty is

considered from the mass of the top quark.

The uncertainties on the theoretical predictions are combined using Equation 5.9 as

recommended by the Higgs cross-section working group [101],

δtheory =
√
δ2PDF + δ2αs

+ δscale, (5.9)

to give an overall prediction of σtt = 83+18
−17 pb from POWHEG and σtt = 75+13

−14 pb from

aMC@NLO. A comparison of the measured �ducial cross-section and the predictions is

shown in Figure 5.32. A good agreement between the measured value and the predictions

is observed.
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Figure 5.32: The measured �ducial cross-section compared with NLO theoretical
predications from POWHEG and aMC@NLO. For the data, the inner band represents
the statistical uncertainty and the outer band represents the total. For the theoreti-
cal predictions, the inner bands represent the scale uncertainty and the outer bands

represent the total.





Chapter 6

Feasibility of a WW production

cross-section measurement

In this chapter, a feasibility study for the measurement of the WW production cross-

section at LHCb with 5.4 fb−1 of data is presented. The motivation for the measurement

is outlined, followed by a summary of the selection criteria chosen to reduce contamina-

tion from various backgrounds and the expected contributions from those backgrounds

in the selected sample. A prediction is then made for when the measurement is expected

to be feasible.

6.1 Motivation

The measurement of the production rate ofW -boson pairs through pp collisions is an im-

portant test of the theoretical predictions made by the Standard Model. WW production

could also contibute a background to new physics searches.

A LO Feynman diagram of WW production can be seen in Figure 6.1.

The �rst measurements ofWW production were conducted at LEP [102] and then by the

CDF [103] and D0 [104] experiments at the Tevatron. At the LHC, the WW production

cross-section has been measured by ATLAS and CMS at
√
s = 7, 8 and 13 TeV [105�

111]. The most recent LHC measurements show consistency with NNLO predictions. A

summary of the CMS results can be seen in Figure 6.2.

105
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Figure 6.1: Feynman diagram of WW production decaying to leptons (l) and neutri-
nos (ν).

Figure 6.2: Summary of WW results measured by CMS during Run-I and Run-II.
Adapted from [112].

WW production has not yet been observed by LHCb, due to the low acceptance in

Run-I. The principal di�culties in identifyingWW events at LHCb are due to the lack of

missing momentum information used to identifyWW events at the central detectors, and

the low jet acceptance for rejecting tt background events. However, with the increased

cross-section expected from the increase in centre of mass energy for Run-II, and the

increased data set expected for Run-II and Run-III, the possibility of making a WW

production measurement is now being investigated. The feasibility of measuring the

WW production cross-section is assessed below. This analysis focusses on the µe �nal

state, as the choice of di�erent �avour leptons supresses background contamination from

Z → µµ and Z → ee decays.
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6.2 Data and Simulation

As for the top quark pair production measurement, the full Run-II dataset is consid-

ered. Data corresponding to a total integrated luminosity of 5.4 fb−1 is investigated, as

discussed in Section 5.2.

Centrally produced samples of MC simulation are used to model the WW signal and

the expected background contributions and their interactions with the detector. These

MC samples are produced at LO using Pythia8 and the CT09MCS PDF set. Each

sample is scaled by a NLO correction factor determined using aMC@NLO. As for the

top quark study, the ttMC sample is a weighted combination of events produced through

qq annihilation and gg fusion.

6.3 Event Selection

As the µe �nal state is similar to the µeb �nal state chosen for the tt measurement,

the selection criteria for isolating the WW signal is similar to that outlined in Section

5.3, with the jet requirements removed. The muon in the event must have passed the

L0EWMuon, HLT1SingleMuonHighPT and HLT2EWSingleMuonVHighPt levels of the trigger.

Both leptons are again required to have pT greater than 20 GeV and to be within the

LHCb acceptance. The muon in the event is required to pass the isMuon requirement.

The electron is required to pass the high pT electron criteria described in Section 5.3.2.3.

Further requirements are placed on the isolation, impact parameter and vector sum of

the lepton pT, as well as a veto on events where high pT jets are present. These are

discussed below.

To illustrate the motivation for these requirements, plots comparing distributions of

distinguishing variables for signal and background are included. The events in these

distributions have been selected with minimal selection criteria: both leptons must have

pT greater than 20 GeV and 2.0 < η < 4.5, and the muon must pass all three stages of

the trigger.
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6.3.1 Isolation

The pConeT variable de�ned in Section 5.3.2.2 is used to select leptons with isolated tracks

to reduce the background contribution from lepton misidenti�cation due to hadronic jets.

Both leptons are required to have a pConeT less than 2 GeV. This value is chosen by in-

vestigating the relationship between signal e�ciency and purity when combining varying

requirements placed on pConeT and ip. The requirements placed on these variables are

chosen together to produce the selection with the highest value of e�ciency/purity, to

ensure the sample is as pure as possible without sacri�cing statistical signi�cance.

The pConeT distributions for the leptons can be seen in Figure 6.3, along with the distribu-

tions from the same-sign data sample which is used to model the lepton misidenti�cation

background as in Section 6.4. Here, the requirement placed at 2 GeV reduces the pre-

dicted background contribution from ∼70% to ∼20%.

6.3.2 Impact Parameter

A requirement is placed on the impact parameter to reduce the signi�cant background

contribution expected from Z → ττ events, similar to that discussed in Section 5.3.2.1.

The requirement is slightly tighter than for the tt analysis, at 0.035 mm. Impact param-

eter distributions ofWW and Z → ττ simulation are compared in Figure 6.4, where 65%

of the Z → ττ events are removed by the ip requirement and 90% of the WW events are

retained.

6.3.3 Jet Multiplicity

A requirement on jet multiplicity is used to remove background contribution from tt

events. Top pair production events contain b-jets and WW events are less likely to

include jets, so the jet multiplicity can be used as a distinguishing variable. Events are

required to have no jets with pT greater than 20 GeV. Plots showing the number of jets

present in simulated WW and tt events can be compared in Figure 6.5. The jet veto

removes ∼60% of the tt events and retains ∼90% of the WW events.
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requirement with the arrow indicating which events are

removed.

6.3.4 pT Vector Sum

At ATLAS and CMS, the presence of neutrinos can be inferred from missing momentum

and momentum in the reconstructed events. This is not possible at LHCb due to its

limited forward acceptance. Instead, the vector sum of the lepton transverse momentum,

ΣpT, can be used to distinguish between WW and Z → ττ events. As there are more

neutrinos in the Z → ττ �nal state than the WW , more pT will be carried away by

undetected particles and the ΣpT of the remaining leptons will be lower. Distributions

of the pT vector sum are compared for simulated WW and Z → ττ events in Figure 6.6.

The ΣpT must be greater than 60 GeV. The requirement placed on this variable is chosen
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Figure 6.4: Overlaid comparisons of WW and Z → ττ MC ip distributions, in blue
and green respectively, for the muon (top) and electron (bottom). The distributions are
normalised to 5.4 fb−1, with the red line showing the placement of the ip requirement

with the arrow indicating which events are rejected.

to remove ∼95% of the Z → ττ background contamination and retains ∼40% of theWW

signal. In future studies this requirement will be optimised to remove as many Z → ττ

events as possible while retaining a signi�cant signal contribution by comparing the signal

e�ciency and purity for a range of ΣpT thresholds.

6.3.5 Summary

The selection criteria used to isolate the WW signal is summarised in Table 6.1. A total

of 223 events are selected.
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Figure 6.5: The jet multiplicity in WW (top) and tt (bottom) MC distributions,
normalised to 5.4 fb−1. The red lines show the requirement used in the event selection

with the arrow indicating which events are rejected.

Trigger L0EWMuon

HLT1SingleMuonHighPT

HLT2EWSingleMuonVHighPt

Muon isMuon

pT > 20 GeV, 2.0 < η < 4.5
ip < 0.035 mm, pConeT < 2 GeV

Electron EPRS > 50 MeV, EHCAL/P < 0.05
EECAL/P > 0.1, !isMuonLoose
pT > 20 GeV, 2.0 < η < 4.5
ip < 0.035 mm, pConeT < 2 GeV

Leptons ΣpT > 60 GeV

Table 6.1: A summary of the selection criteria applied to isolate the WW signal.
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6.4 Signal Purity

Using the selection criteria outlined in Section 6.3, 223 events are selected. To deter-

mine the signal purity of the sample, contributions from a number of backgrounds are

considered using models taken from both MC and data.

The lepton misidenti�cation background is modelled with same-sign data as for the tt

measurement. The technique used to determine the expected number of lepton misiden-

ti�cation events in the sample is the same as that described in Section 5.4.1. Here, the

number of events expected in signal Region A is determined by applying a scaling factor

to the events selected in control Region B, where the fullWW selection criteria is applied

to events with same-sign leptons. The scaling factor is determined as the ratio of events

in Regions C and D, where the same selection but with reversed electron identi�cation

requirements is applied to opposite- and same-sign events respectively. For this analy-

sis, the scale factor is determined to be 2.93 and the expected contribution from lepton

misidenti�cation is 58.2±12.7 events, where the uncertainty is taken from the statistical

uncertainty in each control region added in quadrature.

The other backgrounds being considered are all modelled using simulation. Their conti-

butions are summarised in Table 6.2. The backgrounds are:

• Z → ττ events where the taus decay to a muon and electron �nal state,
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• Z → µµ events where one of the muons is misidenti�ed as an electron due to

deposits in the calorimeter system,

• Z → ee events where one of the electrons is misidenti�ed as a muon, having punched

through to the muon stations,

• tt decays to the µe channel,

• (W → µν) + jet production where the jet is misidenti�ed as an electron.

The uncertainty assigned to each of these backgrounds is the expected statistical uncer-

tainty on the number of predicted events and uncertainty due to the limited size of the

MC samples added in quadrature. For the latter, the largest uncertainties come from

the backgrounds with the smallest number of MC events available.

The potential contributions from other diboson backgrounds are not included as no full

simulation of such events is available. The contributions are expected to be signi�cantly

smaller than the expected WW signal, but may be considered further when more statis-

tics are available.

The expected contribution from each background is given in Table 6.2. From simulation,

the expected number of signal events is 61.3±0.6.

Source Method Events
Lepton mis-identi�cation Same-sign data 58.2±12.7

Z → ττ Simulation 11.4±6.9
tt Simulation 37.4±6.2

Z → ee Simulation 3.9±3.5
(W → µν) + jet Simulation 6.5±3.6

Z → µµ Simulation 6.3±3.2
Total 123.8±27.4

Table 6.2: A summary of the expected contributions from each background and the
methods used to evaluate them.

6.5 Results

Comparisons of the data and expected backgrounds can be seen in Figures 6.7, 6.8 and

6.9 for distributions of the µe invariant mass, lepton transverse momenta and lepton

pseudorapidities.
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6.6 Outlook

A typical method for assessing the feasibility of a measurement is to evaluate the signif-

icance, S. This is an estimate of the precision with which a measurement can be veri�ed

when compared to its associated uncertainty. Typically, in a counting measurement such

as this, the signi�cance can be determined from the number of expected signal events,

Nsignal, and the number of expected background events, Nbkg, using:

S =
Nsignal√

Nsignal +Nbkg

(6.1)

A standard evidence result is usually quoted with a signi�cance of 3σ. For an observation

or measurement the signi�cance is usually required to be 5σ. For this analysis, the value

of S is 4σ. However this does not take into account the precision of the model used to

estimate the signal and background contributions and is therefore an over-estimate of

the signi�cance of this result. Instead, an expanded de�nition of signi�cance, S′ is used:

S′ =
Nsignal√

Nsignal +Nbkg + σ2
MC + σ2

DD

(6.2)
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where σMC and σDD are the statistical uncertanties on the simulated and data-driven

portions of the background model respectively. The σMC values for the two leading MC

modelled backgrounds (tt and Z → ττ) also include an additional uncertainty to account

for the precision with which their contributions are calculated. For the tt, this is the

uncertainty on the aMC@NLO prediction discussed in Section 5.9 and for Z → ττ it is

taken from the total uncertainty on the �nal di-lepton measurement in Reference [113].

For this analysis, the value of S′ is 2.8σ.

Using S′, it is possible to estimate how much data would be necessary to make a mea-

surement of the WW cross-section by introducing a data scale factor and projecting the

increase in signi�cance as the available data set grows.
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As the data available for measuring the cross-section increases, so will the number of

events in the control regions used to calculate the data-driven background contribution

and its uncertainty. It is also reasonable to assume that the available centrally produced

MC will scale with the data. With all of this included, the estimated scale factor needed

to reach 5σ is 3.5. This means that an integrated luminosity of approximately 19 fb−1

would be needed to measure the WW production cross-section, which is expected to be

recorded during Run-III as can be seen in Figure 6.10.

It is possible to make an additional assumption regarding the modelling of the MC

background. As centrally produced MC samples must be suitable for use in a wide

range of physics analyses, the samples are not optimised for this particular measurement
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Figure 6.10: Luminosity projections for LHCb upgrades as a funtion of time. The
red points and left scale indicate the anticipated instantaneous luminosity during each
period while the blue line and right scale indicate the total integrated luminosity [86].

and so some have very low statistics which contribute to a large uncertainty on the

MC model. It would be possible to improve this uncertainty by producing dedicated

samples of Z → ττ , Z → µµ, Z → ee and (W → µν) + jet MC, where requirements are

introduced at the generator level. Using this method, it is generally possible to increase

the statistics in a simulated sample by around a factor of 10. If it is assumed that the

available simulation of all four of these samples can be increased by this factor, the data

scale factor needed to reach an S′ of 5σ is reduced slightly to 3. This is the equivalent

of a total integrated luminosity of ∼16 fb−1.

With an increased data set, it would also be possible to make further improvements

to the method used to isolate the WW signal. It is possible that certain requirements

in the selection criteria could be tightened to improve purity as the signal e�ciency

would not be as much of a priority with more events available. It is also possible that

the measurement could bene�t from the application of multi-variate analysis with more

available data and improved MC statistics. This would help to optimise the selection

criteria and result in a sample with a higher purity, again improving the signi�cance of

the measurement.





Chapter 7

Conclusion

This thesis presents methods for testing the theoretical predictions made by the Standard

Model by measuring the production cross-sections of particles produced at the Large

Hadron Collider.

A measurement of the top quark pair production cross-section in the µeb �nal state in

the forward region is evaluated using 5.4 fb−1 of data collected by the LHCb experiment

during LHC Run-II at
√
s=13 TeV. The muon, electron and b-jet in each event are subject

to selection criteria chosen to maximise the purity of the sample. Contributions from

a number of backgrounds are considered using Monte Carlo simulation and data-driven

techniques. The e�ciency with which events are reconstructed and selected is evaluated

and used to calculate a �ducial cross-section of:

σtt = 117± 10(stat.)± 15(syst.)± 5(lumi.)pb (7.1)

where the �rst uncertainty is statistical, the second is systematic and the third is due

to the luminosity determination. Comparisons are made with theoretical predictions

calculated from POWHEG and aMC@NLO and the measurement is seen to be in good

agreement.

The feasibility of a WW production cross-section measurement with the same data set

is also investigated. It is concluded that such a measurement is possible at LHCb, but

not with the currently available statistics. Using an estimate of the expected sensitivity,

a prediction of when the measurement will be possible can be made. It is estimated that

119
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it will be possible to make the necessary improvements to MC and collect su�cient data

to measure the WW production cross-section in the µe channel with a signi�cance of 5σ

within the next 3 years of data taking.
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