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#### Abstract

The aim of this paper is to provide some new criteria for the determinacy problem of the Stieltjes moment problem. We first give a Tauberian type criterion for moment indeterminacy that is expressed purely in terms of the asymptotic behavior of the moment sequence (and its extension to imaginary lines). Under an additional assumption this provides a converse to the classical Carleman's criterion, thus yielding an equivalent condition for moment determinacy. We also provide a criterion for moment determinacy that only involves the large asymptotic behavior of the distribution (or of the density if it exists), which can be thought of as an Abelian counterpart to the previous Tauberian type result. This latter criterion generalizes Hardy's condition for determinacy, and under some further assumptions yields a converse to the Pedersen's refinement of the celebrated Krein's theorem. The proofs utilize non-classical Tauberian results for moment sequences that are analogues to the ones developed in [8] and [3] for the bi-lateral Laplace transforms in the context of asymptotically parabolic functions. We illustrate our results by studying the time-dependent moment problem for the law of log-Lévy processes viewed as a generalization of the log-normal distribution. Along the way, we derive the large asymptotic behavior of the density of spectrally-negative Lévy processes having a Gaussian component, which may be of independent interest.


## 1. Introduction and Main Results

The determinacy problem for the Stieltjes moment problem asks under what conditions a positive measure $\nu$ supported on $[0, \infty)$ can be uniquely determined by its sequence of moments $\mathcal{M}_{\nu}=$ $\left(\mathcal{M}_{\nu}(n)\right)_{n \geqslant 0}$ where, for any $n \geqslant 0$,

$$
\mathcal{M}_{\nu}(n)=\int_{0}^{\infty} x^{n} \nu(d x)<\infty .
$$

When a positive measure is uniquely determined by its moments we say it is moment determinate, otherwise it is moment indeterminate. Note that we consider only measures with unbounded support since otherwise the problem is trivial. For references on the moment problem see the classic monographs [1] and [20], the comprehensive exposition [21], and the more recent monograph [19], where the interested reader will find a nice description of its connections and interplay with many branches of mathematics, as well as its broad range of applications.
1.1. A Tauberian type moment condition for indeterminacy, and a converse for Carleman's criterion. One of the most widely used criteria for determinacy is Carleman's criterion,

[^0]which states that if
\[

$$
\begin{equation*}
\sum^{\infty} \mathcal{M}_{\nu}^{-\frac{1}{2 n}}(n)=\infty \tag{1.1}
\end{equation*}
$$

\]

then $\nu$ is moment determinate, where for a sequence $\left(a_{n}\right)_{n \geqslant 0}$ of real numbers $\sum^{\infty} a_{n}=\infty$ denotes $\sum_{n_{0}}^{\infty} a_{n}=\infty$ for some index $n_{0} \geqslant 1$ whose choice does not impact the divergence property (the same notation holds for integrals of functions). However, it is well-known that the divergence of this series is not a necessary condition for moment determinacy, see e.g. Heyde [11] for an example. The main result in this section is a condition for indeterminacy that is entirely expressed in terms of the moment transform (and its extension to imaginary lines) of the measure, which under an additional assumption yields a converse to Carleman's criterion. In order to state this criterion we need to introduce some notation.

Let $\mathrm{C}_{+}^{2}(I)$ denote the set of twice differentiable functions on an interval $I \subseteq \mathbb{R}$ whose second derivative is continuous and strictly positive on $I$. We define the set of asymptotically parabolic functions, a notion which traces its origins to [2, 3], as

$$
\begin{equation*}
\mathcal{A}=\left\{G \in \mathrm{C}_{+}^{2}((a, \infty)), a \geqslant-\infty ; G^{\prime \prime}\left(u+w\left(G^{\prime \prime}(u)\right)^{-\frac{1}{2}}\right) \stackrel{\infty}{\sim} G^{\prime \prime}(u), \text { locally uniformly in } w \in \mathbb{R}\right\} \tag{1.2}
\end{equation*}
$$

where $f(u) \stackrel{\infty}{\sim} g(u)$ means that $\lim _{u \rightarrow \infty} \frac{f(u)}{g(u)}=1$. We are now ready to state our Tauberian type criterion for the Stieltjes moment problem.
Theorem 1.1. Let $\mathcal{M}_{\nu}$ be the Stieltjes moment sequence of a positive measure $\nu$ and assume that the following two conditions hold.
(a) There exists $G \in \mathcal{A}$ such that

$$
\begin{equation*}
\mathcal{M}_{\nu}(n) \stackrel{\infty}{\sim} e^{G(n)} \tag{1.3}
\end{equation*}
$$

(b) There exists $n_{0} \in[0, \infty)$ such that for $n \geqslant n_{0}$, writing $\eta^{2}(n)=\left(\log \mathcal{M}_{\nu}(n)\right)^{\prime \prime}$, the functions

$$
\begin{equation*}
y \mapsto\left|\frac{\mathcal{M}_{\nu}\left(n+i \frac{y}{\eta(n)}\right)}{\mathcal{M}_{\nu}(n)}\right| \tag{1.4}
\end{equation*}
$$

are uniformly (in $n$ ) dominated by a function in $\mathrm{L}^{1}(\mathbb{R})$.
(1) Then, the condition

$$
\begin{equation*}
\int^{\infty}\left(u G^{\prime}(u)-G(u)\right) G^{\prime \prime}(u) e^{-\frac{G^{\prime}(u)}{2}} d u<\infty \Longrightarrow \nu \text { is moment indeterminate } \tag{1.5}
\end{equation*}
$$

where here and below $\int^{\infty}$ stands for the integral $\int_{A}^{\infty}$ for some $A>0$.
(2) If in addition $\lim _{u \rightarrow \infty} u e^{-\frac{G^{\prime}(u)}{2}}<\infty$ then

$$
\begin{align*}
\nu \text { is moment determinate } & \Longleftrightarrow \int^{\infty}\left(u G^{\prime}(u)-G(u)\right) G^{\prime \prime}(u) e^{-\frac{G^{\prime}(u)}{2}} d u=\infty  \tag{1.6}\\
& \Longleftrightarrow \int^{\infty} e^{-\frac{G^{\prime}(u)}{2}} d u=\infty  \tag{1.7}\\
& \Longleftrightarrow \sum^{\infty} \mathcal{M}_{\nu}^{-\frac{1}{2 n}}(n)=\infty \tag{1.8}
\end{align*}
$$

This theorem is proved in Section 3.1. We call it a Tauberian type result since assumptions on the moment transform alone give sufficient information regarding the measure for concluding indeterminacy. In Section 2.1 below we shall provide an application of this criterion to the timedependent moment problem for the law of log-Lévy processes. Invoking now a useful result from Berg and Durán [6, Lemma 2.2 and Remark 2.3] regarding factorization of moment sequences in relation to the moment problem, we deduce the following corollary of Theorem $1.1 \mid(1)$,

Corollary 1.1. Let $\mathcal{M}_{\mathcal{V}}$ be the Stieltjes moment sequence of a positive measure $\mathcal{V}$ and suppose that, for $n \geqslant 0$,

$$
\mathcal{M}_{\mathcal{V}}(n)=\mathcal{M}_{\nu}(n) \mathfrak{m}(n),
$$

where $\mathcal{M}_{\nu}$ is a Stieltjes moment sequence that satisfies the assumptions of Theorem 1.1, and $(\mathfrak{m}(n))_{n \geqslant 0}$ is a non-vanishing (i.e. $\mathfrak{m}(n) \neq 0$ for all $n$ ) Stieltjes moment sequence. Then,

$$
\int^{\infty}\left(u G^{\prime}(u)-G(u)\right) G^{\prime \prime}(u) e^{-\frac{G^{\prime}(u)}{2}} d u<\infty \Longrightarrow \mathcal{V} \text { is moment indeterminate. }
$$

We proceed by offering a few remarks regarding our criterion in relation to the recent literature on the moment problem. In Theorem 1.1|(1)] we provide a checkable criterion for indeterminacy based solely on properties of the moment transform, which seems to be new in the context of the moment problem. For example, the assumption that $\mathcal{M}_{\nu}(n) \geqslant c n^{(2+\varepsilon) n}$ for some constants $c, \varepsilon>0$ and $n$ large enough, together with

$$
\begin{equation*}
\frac{x \nu^{\prime}(x)}{\nu(x)} \text { decreases to }-\infty \text { as } x \rightarrow \infty, \tag{1.9}
\end{equation*}
$$

where $\nu(d x)=\nu(x) d x$, allows one to conclude indeterminacy, see Theorem 5 in the nice survey [13]. The condition expressed by (1.9), which goes back to [12], is called Lin's condition in the literature, and involves the a priori assumption of the existence and differentiability of the density on a neighborhood of infinity.

In the same spirit, the integrability condition in Theorem 1.1|(b) can be replaced by (but is not equivalent to) the assumption that $\nu(d x)=\nu(x) d x$ is such that

$$
\begin{equation*}
x \mapsto-\log \nu\left(e^{x}\right) \text { is convex for } x \text { large enough. } \tag{1.10}
\end{equation*}
$$

Under the assumption in 1.10), Pakes proved in [15] that Carleman's criterion becomes an equivalent condition for moment determinacy. However, as with Lin's condition, this involves assumptions on both the moment sequence and the density, and is a rather strong geometric requirement on the density itself. We point out that, as by-product of Theorem 1.1, we have $\nu(d x)=\nu(x) d x, x>0$, and that $\nu\left(e^{x}\right)$ satisfies a less stringent asymptotic condition, which is in fact implied by (1.10), see [3, Theorem 2.2 and Equation (4.5)].

In Theorem 1.1|(2) we are able to show, under a further mild assumption on $G$, that Carleman's criterion becomes necessary and sufficient for determinacy. The additional assumption on $G$ is what allows us to connect the condition in (1.5) to the finiteness of the sum in (1.8), which is the harder of the two implications to prove. While both Lin's condition in (1.9) and Pakes' condition (1.10) yield converses to Carleman's criterion, we avoid having to make distinct assumptions on the moment transform and the density.

### 1.2. An Abelian type tail condition for determinacy, and a converse for Krein's crite-

 rion. The celebrated Krein's criterion, refined by Pedersen [17], states that if $\nu(d x)=\nu(x) d x$ and, for some $x_{0} \geqslant 0$,$$
\int_{x_{0}}^{\infty} \frac{-\log \nu\left(x^{2}\right)}{1+x^{2}} d x<\infty
$$

then $\nu$ is moment indeterminate (the case $x_{0}=0$ yields the original version of Krein's theorem). It is also well-known that this condition is not necessary for moment indeterminacy, see the counterexample in [17]. In this section we provide conditions for moment determinacy that are stated in terms of the measure directly, which under some additional assumptions yields a converse to the refined Krein's criterion.

To state our result we define the set of admissible asymptotically parabolic functions as

$$
\mathcal{A}_{\mathcal{D}}=\left\{G_{*} \in \mathcal{A} ; \lim _{x \rightarrow \infty} \frac{G_{*}(x)}{x}=\infty\right\}
$$

and note that not all asymptotically parabolic functions are admissible, see e.g. the last row of Table 1 in Section 2.2. The admissibility condition is equivalent to the condition that, for large enough $x$, the function $x \mapsto e^{G_{*}(\log x)}$ grows faster than any polynomial. Hence our reason for assuming admissibility is to avoid trivial situations in terms of the moment problem. We suggestively write $G_{*}$ as it will turn out that $G_{*}$ will be the Legendre transform of a function $G \in \mathcal{A}$, see the beginning of Section 3 and in particular Lemma 3.2 for further details.

Next, we write, for suitable functions $f$ and $g, f(x) \stackrel{\infty}{=} \mathrm{O}(g(x))$ if $\limsup _{x \rightarrow \infty}\left|\frac{f(x)}{g(x)}\right|<\infty$ and $f(x) \cong$ $g(x)$ if $f \stackrel{\infty}{=} \mathrm{O}(g(x))$ and $g(x) \stackrel{\infty}{=} \mathrm{O}(f(x))$. We also write $\bar{\nu}(x)=\int_{x}^{\infty} \nu(d x)$ for the tail of a probability measure $\nu$. The following result may be thought of as the Abelian counterpart to the Tauberian type result in Theorem 1.1.

Theorem 1.2. Let $\nu$ be a probability measure with all positive moments finite.
(1) Suppose that there exists $G_{*} \in \mathcal{A}_{\mathcal{D}}$ such that either

$$
\begin{equation*}
\bar{\nu}(x) \stackrel{\infty}{=} \mathrm{O}\left(e^{-G_{*}(\log x)}\right) \tag{1.11}
\end{equation*}
$$

or, if $\nu(d x)=\nu(x) d x$, that

$$
\nu(x) \stackrel{\infty}{=} \mathrm{O}\left(e^{-G_{*}(\log x)}\right)
$$

Then, writing $\overleftarrow{G_{*}^{\prime}}$ for the inverse of the continuous and increasing function $G_{*}^{\prime}$,

$$
\begin{equation*}
\sum^{\infty} e^{-\frac{\overleftarrow{G_{*}^{\prime}}(n)}{2}}=\infty \Longrightarrow \nu \text { is moment determinate } \tag{1.13}
\end{equation*}
$$

(2) If in addition

$$
\begin{equation*}
\nu(x) \asymp e^{-G_{*}(\log x)} \tag{1.14}
\end{equation*}
$$

and $\lim _{x \rightarrow \infty} G_{*}^{\prime}(x) e^{-\frac{x}{2}}<\infty$, then

$$
\begin{align*}
\nu \text { is moment indeterminate } & \Longleftrightarrow \sum^{\infty} e^{-\frac{\overleftarrow{G_{*}^{\prime}}(n)}{2}}<\infty  \tag{1.15}\\
& \Longleftrightarrow \int^{\infty} G_{*}(x) e^{-\frac{x}{2}} d x<\infty  \tag{1.16}\\
& \Longleftrightarrow \int^{\infty} \frac{-\log \nu\left(x^{2}\right)}{1+x^{2}} d x<\infty \tag{1.17}
\end{align*}
$$

This theorem is proved in Section 3.2. It leads to a generalization of Hardy's condition for moment determinacy, which was proved by Hardy in a series of papers [9, 10] and seemed to have gone unnoticed in the probabilistic/moment problem literature until the recent exposition by Stoyanov and Lin [22], see also [13]. The criterion states that if

$$
\begin{equation*}
\int_{0}^{\infty} e^{c \sqrt{x}} \nu(d x)<\infty \text { for some } c>0 \tag{1.18}
\end{equation*}
$$

then $\nu$ is determinate.
Corollary 1.2. Let $\nu$ be a probability measure with all positive moments finite.
(1) Hardy's condition is satisfied, i.e. (1.18) holds, if and only if

$$
\bar{\nu}(x) \stackrel{\infty}{=} \mathrm{O}\left(e^{-c \sqrt{x}}\right)
$$

Consequently Hardy's condition implies that (1.11) and (1.13) of Theorem 1.\$(1) are satisfied, with $x \mapsto G_{*}(x)=c e^{\frac{x}{2}} \in \mathcal{A}_{\mathcal{D}}$.

$$
\begin{equation*}
\nu(x) \cong e^{-\frac{\alpha \sqrt{x}}{\log x}} \tag{1.19}
\end{equation*}
$$

then $\nu$ does not satisfy Hardy's criterion, i.e.

$$
\int_{0}^{\infty} e^{c \sqrt{x}} \nu(x) d x=\infty \quad \forall c>0
$$

yet $\nu$ is moment determinate.
This corollary is proved in Section 3.3. Now, we proceed with some remarks on the two last results. The fact that Theorem 1.2 (1) leads to a generalization of Hardy's condition shows that the assumptions we make are rather weak yet still yield the moment determinacy of $\nu$. Note that the requirement in (1.11) or in (1.12) does not trivially imply moment determinacy since a function $G_{*} \in \mathcal{A}_{\mathcal{D}}$ may be sublinear at the $\log$-scale, e.g. $G_{*}(\log x)=x^{\alpha}$ for $\alpha>0$.

It was shown in Stoyanov and Lin [22] that Hardy's condition implies Carleman's criterion, so that the same argument that disproves the necessity of Carleman's criterion also shows that Hardy's condition is not necessary for moment determinacy. This argument, which goes back to Heyde [11, involves the subtle manipulation of point mass at the origin. In Corollary 1.2 (2) we are able to give explicit examples of densities, characterized only by their large asymptotic behavior, for which Hardy's condition fails yet, by Theorem 1.2(2), Carleman's criterion holds.

In Theorem 1.2(2) we give necessary and sufficient conditions on the density $\nu$ for moment indeterminacy, and also show that Krein's criterion becomes necessary and sufficient in our context. The existing criteria in the literature that give converses to Krein's theorem require either the differentiability of the density, such as Lin's condition in (1.9), or an exact representation for the density, e.g. [15, Theorem 4], neither of which we suppose.

Finally, we mention that, in [16], we apply Theorem 1.2 to study the log-Lévy moment problem for the so-called Berg-Urbanik semigroups.

## 2. Applications

2.1. The log-Lévy moment problem. One of the most famous indeterminate measures is the log-normal distribution, and the indeterminacy of this measure has the consequence that the random variable $e^{B_{t}}$ is moment indeterminate for all $t>0$, where $B=\left(B_{t}\right)_{t \geqslant 0}$ is a standard Brownian motion. In this section we apply Theorem 1.1 to study this time-dependent moment problem when $B$ is replaced by a Lévy process (admitting all exponential moments), which we call the log-Lévy moment problem.

We recall that a (one-dimensional) Lévy process $Y=\left(Y_{t}\right)_{t \geqslant 0}$ is a $\mathbb{R}$-valued stochastic process with stationary and independent increments, that is continuous in probability, and such that $Y_{0}=0$ almost surely (a.s.). Such processes are fully characterized by the law of $Y_{1}$, which is known to be infinitely divisible and whose characteristic exponent is given by

$$
\begin{equation*}
\Psi(u)=b u+\frac{1}{2} \sigma^{2} u^{2}+\int_{-\infty}^{\infty}\left(e^{u r}-1-u r \mathbb{I}_{\{|r| \leqslant 1\}}\right) \Pi(d r), \quad u \in i \mathbb{R}, \tag{2.1}
\end{equation*}
$$

with $b \in \mathbb{R}, \sigma \geqslant 0$, and $\Pi$ a $\sigma$-finite, positive measure satisfying $\Pi(\{0\})=0$ and the integrability condition $\int_{-\infty}^{\infty} \min \left(1, r^{2}\right) \Pi(d r)<\infty$. As we are interested in the log-Lévy moment problem we only consider Lévy processes admitting all positive exponential moments, i.e. $\mathbb{E}\left[e^{u Y_{t}}\right]<\infty$ for all $u, t \geqslant 0$. This condition is equivalent to $\Psi$ admitting an analytical extension to the right-half plane, still denoted by $\Psi$, which in terms of the Lévy measure can be expressed as

$$
\int_{1}^{\infty} e^{u r} \Pi(d r)<\infty, \quad u \geqslant 0
$$

see [18, Theorem 25.3 and Lemma 25.7]. In this case we have that

$$
\mathbb{E}\left[e^{u Y_{t}}\right]=e^{t \Psi(u)}, \quad u \geqslant 0 .
$$

Theorem 2.1. Let $Y=\left(Y_{t}\right)_{t \geqslant 0}$ be a Lévy process admitting all exponential moments.
(1) If in (2.1) $\sigma^{2}>0$, then the random variable $e^{Y_{t}}$ is moment indeterminate for any $t>0$.
(2) If $\Psi(u)=u \log (u+1), u \geqslant 0$, then the random variable $e^{Y_{t}}$ is moment determinate if and only if $t \leqslant 2$.

This Theorem is proved in Section 3.4 In Theorem 2.1|(2) we provide an example of a Lévy exponent such that the log-Lévy moment problem is determinate up to a threshold time, and then indeterminate afterwards. This phenomenon has been observed in the literature by Berg in [5] for the so-called Urbanik semigroup and in [16] we extend Berg's result to a large class of multiplicative convolution semigroups, which do not have a log-normal component. We also mention that we prove Theorem 2.1|(2) also via an application of Theorem 1.1 and interestingly, the additional condition in Item (2) of Theorem 1.1 is only fulfilled for $t \geqslant 2$.

We point out that, as a by-product of the proof of Theorem 2.1|(1), in the case of spectrallynegative Lévy processes, we get the following large asymptotic behavior of their densities, valid for all $t>0$, which seems to be new in the Lévy literature. Note that, from [18, Ex. 29.14, p. 194], we have, for $\sigma^{2}>0$ and any fixed $t>0, \mathbb{P}\left(Y_{t} \in d y\right)=f_{t}(y) d y, y \in \mathbb{R}$, where $y \mapsto f_{t}(y) \in \mathrm{C}^{\infty}(\mathbb{R})$, all derivatives of which tend to 0 as $|y| \rightarrow \infty$, and where $\mathrm{C}^{\infty}(\mathbb{R})$ stands for the space of infinitely differentiable functions on $\mathbb{R}$.

Corollary 2.1. Assume that, in (2.1), $\sigma^{2}>0$ and $\bar{\Pi}(0)=\Pi(0, \infty)=0$. Then, for any fixed $t>0$, we have the following large asymptotic behavior of the density

$$
\begin{equation*}
f_{t}\left(t \Psi^{\prime}(y)\right) \stackrel{\infty}{\sqrt{2 \pi \sigma^{2} t}} e^{-\frac{1}{2} t \sigma^{2} y^{2}+t y^{2} \int_{-\infty}^{0} e^{y r} r \Pi(-\infty, r) d r} \tag{2.2}
\end{equation*}
$$

The proof of this corollary is given in Section 3.5 . When $\Pi \equiv 0$ then one can easily invert $\Psi^{\prime}$ in (2.2) to reveal the classical asymptotic for the density of a Brownian motion with drift. We point out that if $\Pi(d r)=\alpha|r|^{-\alpha-1} d r, r<0,0<\alpha<2$, that is the Lévy measure of a spectrally-negative $\alpha$-stable Lévy process, then $\int_{-\infty}^{0} e^{y r} r \Pi(-\infty, r) d r=-\Gamma(2-\alpha) y^{\alpha-2}$. As an illustration, when $\alpha=\frac{3}{2}$ and we choose $\Psi(u)=\frac{1}{2} \sigma^{2} u^{2}+\frac{2}{3} u^{\frac{3}{2}}$, a straightforward computation allows one to get that, for $t>0$,

$$
f_{t}(y) \propto \frac{1}{\sqrt{2 \pi \sigma^{2} t}} e^{-\frac{y^{2}}{2 \sigma^{2} t}-H(y, t)}
$$

where $H$ is given by

$$
H(y, t)=\frac{\left(y+\frac{1}{2 \sigma^{2}}\right) \sqrt{y+\frac{1}{4 \sigma^{2}}}}{\sigma^{3} t}+\frac{\left(y+\frac{1}{\sigma^{2}}-\sqrt{\frac{y}{\sigma^{2}}+\frac{1}{4 \sigma^{2}}}\right)^{\frac{3}{2}}}{3 \sigma^{3} \sqrt{t}} .
$$

Note that, for fixed $t$,

$$
H(y, t) \stackrel{\infty}{\sim} \frac{y^{\frac{3}{2}}}{\sigma^{3} t}\left(1+\frac{\sqrt{t}}{3}\right)
$$

and that the two terms in the above asymptotic scale differently in $t$.
2.2. Some new and classical examples of asymptotic behavior for densities. In the following table we list some further examples of functions $G_{*} \in \mathcal{A}$, and state whether or not any probability density $\nu$ satisfying

$$
\begin{gathered}
\nu(x) \stackrel{\infty}{\asymp} e^{-G_{*}(\log x)}
\end{gathered}
$$

| $\nu(x) \propto e^{-G_{*}(\log x)}$ | $\mathcal{M}_{\nu}(n)<+\infty$ | parameter | moment (in)determinacy |
| :--- | :--- | :--- | :--- |
| $\exp \left(-\frac{\alpha \sqrt{x}}{\log x}\right)$ | $n \in \mathbb{N}$ | $\alpha>0$ | determinate $\forall \alpha>0$ |
| $\exp \left(-x^{\beta}\right)$ | $n \in \mathbb{N}$ | $\beta>0$ | determinate $\Longleftrightarrow \beta \geqslant \frac{1}{2}$ |
| $\exp \left(-(\log x)^{\delta}\right)$ | $n \in \mathbb{N}$ | $\delta>1$ | indeterminate $\forall \delta>1$ |
| $\exp (-\kappa(\log x) \log (\log x))$ | $n \in \mathbb{N}$ | $\kappa>0$ | indeterminate $\forall \kappa>0$ |
| $\exp \left(-(\log x)^{\lambda}+\log x\right)$ | $n \leqslant 1$ | $\lambda \in(0,1)$ |  |

Table 1. Examples of asymptotically parabolic functions and moment (in)determinacy of $\nu$.
admits all moments, and if so, whether it is moment determinate, possibly as a function of some parameter.

The first row corresponds to 1.19 of Corollary 1.2. The example from the second row of Table 1 is well-known in the literature. The authors in [22] use it to illustrate that the exponent $1 / 2$ (i.e. square root) in Hardy's condition cannot be improved, and in this sense Hardy's condition is the optimal version of Cramer's condition for moment determinacy. As can be readily checked, the function $x \mapsto e^{\beta x} \in \mathcal{A}_{\mathcal{D}}$, for all $\beta>0$, and the condition in (1.13) of Theorem 1.2) organically reveals the threshold value of $\beta=\frac{1}{2}$.

This example also illustrates how a natural transformation of functions $G_{*} \in \mathcal{A}$ influences the moment determinacy of $\nu(x) \stackrel{\infty}{\asymp} e^{-G_{*}(\log x)}$. For $c>0$ let $\mathrm{d}_{c}$ denote the dilation operator, acting on functions $f: \mathbb{R}_{+} \rightarrow \mathbb{R}$ via

$$
\mathrm{d}_{c} f(x)=f(c x) .
$$

From the fact that $\mathcal{A}$ is a convex cone, we get that, for any $c>0$ and $G_{*} \in \mathcal{A}, c G_{*} \in \mathcal{A}$. However, we also have, for any $c>0$ and $G_{*} \in \mathcal{A}$, that $\mathrm{d}_{c} G_{*} \in \mathcal{A}$ since

$$
\left(\mathrm{d}_{c} G_{*}\right)^{\prime \prime}(x)=c^{2} G_{*}^{\prime \prime}(c x)
$$

and hence the defining properties of $G_{*}$ in (1.2) carry over to $\mathrm{d}_{c} G_{*}$. Now let $G_{*}(x)=e^{\beta x}$ and consider $\nu(x) \xlongequal[\sim]{\infty} \exp \left(-x^{\beta}\right)$. Then taking $c G_{*}$ leads to $\nu(x) \cong \exp \left(-c x^{\beta}\right)$, which is moment determinate if and only if $\beta \geqslant \frac{1}{2}$, independently of $c>0$, while taking $\mathrm{d}_{c} G_{*}$ leads to $\nu(x) \xlongequal{\infty} \exp \left(-x^{c \beta}\right)$, which is moment determinate if and only if $c \beta \geqslant \frac{1}{2}$.

## 3. Proofs

Before we begin with the proof of the main results we introduce some notation and state and prove some preliminary lemmas that will be useful below. For $a \geqslant-\infty$, we say that a function $s:(a, \infty) \rightarrow(0, \infty)$ is self-neglecting if

$$
\lim _{u \rightarrow \infty} \frac{s(u+w s(u))}{s(u)}=1 \quad \text { locally uniformly in } w \in \mathbb{R} .
$$

Hence a function $G \in \mathcal{A}$ if and only if $G \in \mathrm{C}_{+}^{2}((a, \infty))$ and its scale function $s_{G}(u)=\left(G^{\prime \prime}(u)\right)^{-\frac{1}{2}}$ is self-neglecting. Note that the self-neglecting property is closed under asymptotic equivalence, that is if $s(u) \stackrel{\infty}{\sim} p(u)$ and $s$ is self-neglecting then $p$ is self-neglecting. We refer to [7, Section 2.11] for further information regarding self-neglecting functions. Next, a function $b$ is said to be flat with
respect to $G \in \mathcal{A}$ if

$$
\lim _{u \rightarrow \infty} \frac{b\left(u+w s_{G}(u)\right)}{b(u)}=1 \quad \text { locally uniformly in } w \in \mathbb{R}
$$

where $s_{G}$ is the scale function of $G$. It is immediate from the definition that both $s_{G}$ and $1 / s_{G}$ are flat with respect to $G$. In the following lemma we collect some results regarding self-neglecting and flat functions. They are essentially known in the literature, however, for sake of completeness, we provide their proofs. For two functions $f$ and $g$ we write $f(u) \stackrel{\infty}{=} \mathrm{o}(g(u))$ if $\lim _{u \rightarrow \infty}\left|\frac{f(u)}{g(u)}\right|=0$.

## Lemma 3.1.

(1) Let $s:(a, \infty) \rightarrow(0, \infty), a \geqslant-\infty$, be self-neglecting. Then $s(u) \stackrel{\infty}{=} \mathrm{o}(u)$.
(2) Let $b$ be flat with respect to $G \in \mathcal{A}$. Then,

$$
\lim _{u \rightarrow \infty} \frac{\log b(u)}{G(u)}=0
$$

Proof. The representation theorem for self-neglecting functions, see [7] Theorem 2.11.3], states that

$$
\begin{equation*}
s(u)=c(u) \int_{0}^{u} g(y) d y \tag{3.1}
\end{equation*}
$$

where $c$ is measurable with $\lim _{u \rightarrow \infty} c(u)=\gamma \in(0, \infty)$ and $g \in \mathrm{C}^{\infty}(\mathbb{R})$ with $\lim _{y \rightarrow \infty} g(y)=0$. Now let $K>0$ be fixed. From (3.1) we get

$$
\frac{s(u)}{u c(u)}=\frac{1}{u} \int_{0}^{u} g(y) d y \leqslant \frac{K}{u} \sup _{y \in[0, K]}|g(y)|+\frac{u-K}{u} \sup _{y \in[K, u]}|g(y)|
$$

and thus we deduce that

$$
\lim _{u \rightarrow \infty} \frac{s(u)}{u} \leqslant \gamma \sup _{y \geqslant K}|g(y)|
$$

Since $K>0$ was arbitrary, $s$ is positive and $\lim _{y \rightarrow \infty} g(y)=0$, the conclusion of Lemma 3.1(1) then follows. For the next claim, we invoke [2, Proposition 3.2] to get that, on the one hand, there exists a $\mathrm{C}^{\infty}(\mathbb{R})$-function $\beta$ such that $b(u) \stackrel{\infty}{\sim} \beta(u)$ and

$$
\lim _{u \rightarrow \infty} \frac{s_{G}(u) \beta^{\prime}(u)}{\beta(u)}=0
$$

On the other hand, Proposition 5.8 from the aforementioned paper yields

$$
\lim _{u \rightarrow \infty} \frac{1}{s_{G}(u) G^{\prime}(u)}=0
$$

Then, by L'Hospital's rule,

$$
\lim _{u \rightarrow \infty} \frac{\log \beta(u)}{G(u)}=\lim _{u \rightarrow \infty} \frac{\beta^{\prime}(u)}{\beta(u) G^{\prime}(u)}=\lim _{u \rightarrow \infty} \frac{s_{G}(u) \beta^{\prime}(u)}{\beta(u)} \frac{1}{s_{G}(u) G^{\prime}(u)}=0
$$

and the claim follows from $b(u) \stackrel{\infty}{\sim} \beta(u)$ together with $\lim _{u \rightarrow \infty} G(u)=\infty$, see [2, Theorem 5.4].
For the next lemma we recall that the Legendre transform $G_{*}$ of a convex function $G$ is defined by

$$
G_{*}(x)=\sup _{u \in \mathbb{R}}\{x u-G(u)\}
$$

for all $x \in \mathbb{R}$ such that the right-hand side is finite. When $G$ is differentiable and strictly convex, which is the case when $G \in \mathcal{A}$, the supremum is attained at the unique point $u=\overleftarrow{G^{\prime}}(x)$, where $\overleftarrow{G^{\prime}}$
stands for the inverse of the continuous and increasing function $G^{\prime}$, so that the Legendre transform is given by

$$
\begin{equation*}
G_{*}(x)=x \overleftarrow{G^{\prime}}(x)-G\left(\overleftarrow{G^{\prime}}(x)\right) \tag{3.2}
\end{equation*}
$$

The function $G_{*}$ is always convex. The Legendre transform is an involution on the space of convex functions, i.e. for $G$ convex one has $\left(G_{*}\right)_{*}=G$. In the next lemma we prove another closure property regarding the Legendre transform, pertaining to the set $\mathcal{A}_{\mathcal{D}}$.
Lemma 3.2. The set of admissible asymptotically parabolic functions is closed under Legendre transform, that is if $G_{*} \in \mathcal{A}_{\mathcal{D}}$ then $\left(G_{*}\right)_{*}=G \in \mathcal{A}_{\mathcal{D}}$. Consequently if $G_{*} \in \mathcal{A}_{\mathcal{D}}$ then $\lim _{x \rightarrow \infty} G_{*}^{\prime}(x)=$ $\lim _{u \rightarrow \infty} G^{\prime}(u)=\infty$.
Proof. Let $G_{*} \in \mathcal{A}_{\mathcal{D}}$. Since $G_{*}:(a, \infty) \rightarrow \mathbb{R}$ for some $a \in[-\infty, \infty)$ and $G_{*}$ is convex, we have, for all $x, y \in(a, \infty)$, the standard inequality

$$
G_{*}(x)-G_{*}(y) \leqslant G_{*}^{\prime}(x)(x-y) .
$$

Fixing $y$ and letting $x \rightarrow \infty$ we see that the admissibility property implies that $\lim _{x \rightarrow \infty} G_{*}^{\prime}(x)=\infty$. In [2] it was shown that the set of asymptotically parabolic functions is closed under Legendre transform, in the sense that the restriction of $\left(G_{*}\right)_{*}=G$ to the image of $(a, \infty)$ under $G_{*}^{\prime}$ is asymptotically parabolic. Since, the image of $(a, \infty)$ under $G_{*}^{\prime}$ is $(b, \infty)$ for some $b \in[-\infty, \infty)$, it follows that $G$ restricted to $(b, \infty)$ is asymptotically parabolic. Hence it remains to show that $G$ is admissible. To this end, we consider the function

$$
f(x)=e^{-G_{*}(x)} \mathbb{I}_{\{x>a\}} .
$$

The admissibility of $G_{*}$ implies that, for any $n \geqslant 1$,

$$
\lim _{x \rightarrow \infty} f(x) e^{n x}=\lim _{x \rightarrow \infty} e^{n x-G_{*}(x)} \mathbb{I}_{\{x>0\}}=0
$$

i.e. that $f$ has a Gaussian tail in the sense of [3]. This in turn yields that, for any $n \geqslant 1$,

$$
\lim _{u \rightarrow \infty} e^{n u}(1-F(u))=\lim _{u \rightarrow \infty} e^{n u} \int_{u}^{\infty} f(x) d x=0
$$

which is equivalent to

$$
\begin{equation*}
\lim _{u \rightarrow \infty} e^{-n u} \int_{-\infty}^{\infty} e^{u x} f(x) d x=\infty \tag{3.3}
\end{equation*}
$$

see e.g. the discussion after [3, Theorem C]. However, the Gaussian tail property of $f$ allows us to invoke the same result to conclude that

$$
\int_{-\infty}^{\infty} e^{u x} f(x) d x \stackrel{\infty}{\sim} \frac{\sqrt{2 \pi}}{s_{G}(u)} e^{G(u)}
$$

This asymptotic, combined with $\log s_{G}(u) \stackrel{\infty}{=} \mathrm{o}(G(u))$ from Lemma 3.1)(2) and (3.3), allows us to conclude that $G$ is admissible, from which $\lim _{u \rightarrow \infty} G^{\prime}(u)=\infty$ follows as before.

In the following we provide a Tauberian result on the moment transform which is an analogue to the one obtained for the bi-lateral Laplace transform by Feigin and Yaschin, see [8, Theorem 3].
Proposition 3.1. Let $\mathcal{M}_{\nu}$ be the Stieltjes moment sequence of a positive measure $\nu$, and suppose that the conditions in Theorem 1.1 are satisfied. Then, $\nu$ is absolutely continuous with respect to the Lebesgue measure and its density $\nu(d x)=\nu(x) d x, x>0$, satisfies

$$
\nu(x) \stackrel{\infty}{\sim} \frac{1}{\sqrt{2 \pi}} \frac{e^{-G_{*}(\log x)}}{x s_{G_{*}}(\log x)},
$$

where $G_{*}$ is the Legendre transform of $G$ and $s_{G_{*}}$ is its scale function. Furthermore, $G_{*} \in \mathcal{A}_{\mathcal{D}}$.

Proof. Let $\mu$ be the pushforward of the measure $\nu$ under the map $x \mapsto \log x$, meaning that $\mu(d y)=$ $\nu\left(e^{y}\right) e^{y} d y, y \in \mathbb{R}$, when $\nu$ is absolutely continuous with a density denoted again by $\nu$. It is immediate that $\mu$ is a probability measure with $\operatorname{supp}(\mu)=\mathbb{R}$, and for $u \geqslant 0$,

$$
\mathcal{F}_{\mu}(u)=\int_{-\infty}^{\infty} e^{u y} \mu(d y)=\int_{0}^{\infty} x^{u} \nu(d x)=\mathcal{M}_{\nu}(u),
$$

where the left-hand equality sets a notation. Since $\nu$ admits all positive moments we get that $\mathcal{F}_{\mu}(u)<\infty$ for all $u \geqslant 0$. Let $k \geqslant 1$ be fixed and choose $M$ large enough such that $\log M>k$. Then,

$$
\mathcal{M}_{\nu}(n)=\int_{0}^{\infty} x^{n} \nu(d x) \geqslant \int_{M}^{\infty} x^{n} \nu(d x) \geqslant \bar{\nu}(M) M^{n}
$$

and $\bar{\nu}(M)>0$ by assumption on the support of $\nu$. By the choice of $M$,

$$
\lim _{n \rightarrow \infty} \mathcal{M}_{\nu}(n) e^{-k n} \geqslant \lim _{n \rightarrow \infty} \bar{\nu}(M) e^{n(\log M-k)}=\infty
$$

from which we conclude that $\lim _{u \rightarrow \infty} \mathcal{F}_{\mu}(u) e^{-k u}=\infty$. Let us write $F$ for the cumulative distribution function of $\mu$. Then the properties $\mathcal{F}_{\mu}(u)<\infty$, for all $u \geqslant 0$, and $\lim _{u \rightarrow \infty} \mathcal{F}_{\mu}(u) e^{-k u}=\infty$ for any $k \geqslant 1$, are equivalent to $F$ having a very thin tail in the sense of [3]. Note that, since $\mathcal{M}_{\nu}(n) \stackrel{\infty}{\sim} e^{G(n)}$, the property of $F$ having a very thin tail which by Lemma 3.2 and its proof implies that both $G, G_{*} \in \mathcal{A}_{\mathcal{D}}$. Next, for $n \geqslant 0$, we recall that the Esscher transform of $\mu$ is the probability measure whose cumulative distribution function is given by $\int_{-\infty}^{t} e^{n x} \mu(d x) / \int_{-\infty}^{\infty} e^{n x} \mu(d x)$, which is well-defined thanks to the fact that $F$, its distribution, has a very thin tail. Write $\mathcal{E}_{\mu}(n)$ for the normalized Esscher transform of $\mu$, which means that its bi-lateral Laplace transform takes the form

$$
\begin{equation*}
\mathcal{F}_{\mathcal{E}_{\mu}(n)}(u)=\frac{\mathcal{M}_{\nu}\left(n+\frac{u}{\eta(n)}\right)}{\mathcal{M}_{\nu}(n)} \exp \left(-\frac{\mathcal{M}_{\nu}^{\prime}(n)}{\mathcal{M}_{\nu}(n)} u\right) . \tag{3.4}
\end{equation*}
$$

By applying Taylor's theorem with the Lagrange form of the remainder to the right-hand side we get

$$
\begin{equation*}
\mathcal{F}_{\mathcal{E}_{\mu}(n)}(u)=\exp \left(\frac{\eta^{2}\left(n+\frac{\Theta(u, n) u}{\eta(n)}\right)}{\eta^{2}(n)} \frac{u^{2}}{2}\right), \tag{3.5}
\end{equation*}
$$

where $\eta^{2}(n)=\left(\log \mathcal{M}_{\nu}(n)\right)^{\prime \prime}$ and the mapping $\Theta$ is such that $|\Theta(u, n)| \leqslant 1$ for all $u \geqslant 0$ and $n \in \mathbb{N}$. Now, the fact that $\lim _{n \rightarrow \infty}\left(\log \mathcal{M}_{\nu}(n)-G(n)\right)=0$ allows us to use [3, Theorem A] to conclude that $\frac{1}{\eta(n)} \stackrel{\infty}{\sim} s_{G}(n)$, where $s_{G}$ is the scale-function of $G$. By assumption $s_{G}$ is self-neglecting, and the self-neglecting property is closed under asymptotic equivalence, so we get that $1 / \eta$ is self-neglecting. From (3.5) it then follows that $\lim _{n \rightarrow \infty} \mathcal{F}_{\mathcal{E}_{\mu}(n)}(u)=e^{u^{2} / 2}$, where the convergence is uniform on bounded $u$-intervals. Since the convergence of the bi-lateral Laplace transform yields the convergence in distribution, we then also get that $\lim _{n \rightarrow \infty} \mathcal{F}_{\mathcal{E}_{\mu}(n)}(i y)=e^{-y^{2} / 2}$ uniformly on bounded $y$-intervals. However, note that substituting $i y$ for $u$ in (3.4) gives

$$
\left|\mathcal{F}_{\mathcal{E}_{\mu}(n)}(i y)\right|=\left|\frac{\mathcal{M}_{\nu}\left(n+i \frac{y}{\eta(n)}\right)}{\mathcal{M}_{\nu}(n)}\right| .
$$

Therefore, the assumption in (1.4) of Theorem 1.1 is that, for all $n \geqslant n_{0}$, we have $\left|\mathcal{F}_{\mathcal{E}_{\mu}(n)}(i y)\right| \leqslant h(y)$, for some $h \in \mathrm{~L}^{1}(\mathbb{R})$ and uniformly in $n$. By the dominated convergence theorem, we get the stronger convergence property $\lim _{n \rightarrow \infty}\left\|\mathcal{F}_{\mathcal{E}_{\mu}(n)}(i y)-e^{-y^{2} / 2}\right\|_{\mathrm{L}^{1}(\mathbb{R})}=0$. This allows us to invoke [3, Theorem 5.1], from which we conclude that $\mu(d y)=\mu(y) d y, y \in \mathbb{R}$, and that the continuous density $\mu$ has a

Gaussian tail. Then, Theorem 4.4 in the aforementioned paper allows us to identify the asymptotic behavior of $\mu$ as

$$
\mu(y) \stackrel{\infty}{\sqrt{2 \pi}} \frac{e^{-G_{*}(y)}}{s_{G_{*}}(y)},
$$

where $G_{*}$ is the Legendre transform of $G$ and $s_{G_{*}}$ is its scale function. By changing variables it follows that $\nu(d x)=\nu(x) d x, x>0$, and

$$
\nu(x) \stackrel{\infty}{\sim} \frac{1}{\sqrt{2 \pi}} \frac{e^{-G_{*}(\log x)}}{x s_{G_{*}}(\log x)}
$$

which completes the proof.
3.1. Proof of Theorem 1.1. First we use Proposition 3.1 to get that $\nu(d x)=\nu(x) d x, x>0$, with

$$
\begin{equation*}
\nu(x) \stackrel{\infty}{\sim} \frac{1}{\sqrt{2 \pi}} \frac{e^{-G_{*}(\log x)}}{x s_{G_{*}}(\log x)}, \tag{3.6}
\end{equation*}
$$

where $G_{*} \in \mathcal{A}_{\mathcal{D}}$ is the Legendre transform of $G$ and $s_{G_{*}}$ is its scale function. To prove the indeterminacy of $\nu$ we aim to apply a refinement of Krein's theorem due to Pedersen [17], which amounts to showing that there exists $x_{0} \geqslant 0$ such that

$$
\int_{x_{0}}^{\infty} \frac{-\log \nu\left(x^{2}\right)}{1+x^{2}} d x<\infty
$$

To this end, we recall that, by definition, $G_{*} \in \mathcal{A}_{\mathcal{D}}$ implies that $\lim _{x \rightarrow \infty} G_{*}(x)=\infty$ and also that $\log B(x) \stackrel{\infty}{=} \mathrm{o}(G(x))$, which follows from Lemma 3.11(2). These two facts mean that the asymptotic relation in (3.6) holds upon taking logarithms, so that one gets

$$
\log \nu(x) \stackrel{\infty}{\sim}-G_{*}(\log x)-\log s_{G_{*}}(\log x)-\log x-\log \sqrt{2 \pi} .
$$

Hence it suffices to show that

$$
\begin{equation*}
\int_{x_{0}}^{\infty}\left(\frac{2 \log x}{1+x^{2}}+\frac{\log s_{G_{*}}(\log x)}{1+x^{2}}+\frac{G_{*}(2 \log x)}{1+x^{2}}\right) d x<\infty \tag{3.7}
\end{equation*}
$$

for $x_{0}$ chosen such that $G_{*}$ (and thus $s_{G_{*}}$ ) are well defined on $\left(x_{0}, \infty\right)$. Without loss of generality, we also suppose that $x_{0}$ is chosen large enough such that $G_{*}(\log x)>0$ for all $x \geqslant x_{0}$, which is possible since $\lim _{x \rightarrow \infty} G_{*}(\log x)=\infty$. Now, the integral of the first term in (3.7) is plainly finite for any $x_{0} \geqslant 0$. From Lemma 3.1)( 1 ) we have that $s_{G_{*}}(x) \stackrel{\infty}{=} \mathrm{o}(x)$ and therefore the integral of the second term in (3.7) is also finite. Consequently it remains to bound the integral of the last term, for which, after performing a change of variables, we obtain

$$
\frac{1}{2} \int_{y_{0}}^{\infty} G_{*}(y) e^{-\frac{y}{2}} \frac{e^{y}}{1+e^{y}} d y \leqslant \int_{y_{0}}^{\infty} G_{*}(y) e^{-\frac{y}{2}} d y
$$

where $y_{0}=2 \log x_{0}$. Then, using (3.2) and making another change of variables gives that

$$
\begin{equation*}
\int_{y_{0}}^{\infty} G_{*}(y) e^{-\frac{y}{2}} d y=\int_{u_{0}}^{\infty}\left(u G^{\prime}(u)-G(u)\right) G^{\prime \prime}(u) e^{-\frac{G^{\prime}(u)}{2}} d u, \tag{3.8}
\end{equation*}
$$

where $u_{0}=\overleftarrow{G^{\prime}}\left(y_{0}\right)$. The assumption in Theorem 1.1 (1) is that the integral on the right is finite for some $x_{0}$ (and thus $u_{0}$ ) large enough, and thus we conclude that $\nu$ is moment indeterminate, which completes the proof of Item (1). For the proof of the next claim, we suppose that $G$ is
defined on $(a, \infty)$ for some $a \geqslant-\infty$. Then, from the assumption in Item (a) and the fact that $\frac{f^{-1 / x}(x)}{g^{-1 / x}(x)}=\left(\frac{f(x)}{g(x)}\right)^{-1 / x}$ we get, for $A>a$ large enough, that

$$
\sum_{\max (1,\lceil A\rceil)}^{\infty} \mathcal{M}_{\nu}^{-\frac{1}{2 n}}(n) \geqslant C_{1} \sum_{\max (1,\lceil A\rceil)}^{\infty} e^{-\frac{G(n)}{2 n}}
$$

for some constant $C_{1}>0$. Since $G$ is convex and differentiable it satisfies, for all $n, r \in(A, \infty)$, the inequality

$$
G(n)-G(r) \leqslant G^{\prime}(n)(n-r) .
$$

Let $r>0$ be fixed such that $G(r)>0$, noting that it is possible to find such an $r$ by the fact that $G=\left(G_{*}\right)_{*} \in \mathcal{A}_{\mathcal{D}}$ and hence $\lim _{u \rightarrow \infty} G(u)=\infty$, see Lemma 3.2 . Using this fact and that $G \in \mathrm{C}_{+}^{2}((a, \infty))$, we get, from the above inequality, that

$$
\sum_{\max (1,\lceil A\rceil)}^{\infty} e^{-\frac{G(n)}{2 n}} \geqslant \sum_{\max (1,\lceil A\rceil)}^{\infty} e^{\frac{G^{\prime}(n) r-G(r)}{2 n}} e^{-\frac{G^{\prime}(n)}{2}} \geqslant C_{2} \sum_{\max (1,\lceil A\rceil)}^{\infty} e^{-\frac{G(r)}{2 n}} e^{-\frac{G^{\prime}(n)}{2}} \geqslant C_{3} \sum_{\max (1,\lceil A\rceil)}^{\infty} e^{-\frac{G^{\prime}(n)}{2}},
$$

where $C_{2}, C_{3}>0$ are constants. Putting all of these observations together gives that

$$
\begin{equation*}
\sum_{\max (1,\lceil A\rceil)}^{\infty} \mathcal{M}_{\nu}^{-\frac{1}{2 n}}(n) \geqslant C \sum_{\max (1,\lceil A\rceil)}^{\infty} e^{-\frac{G^{\prime}(n)}{2}} \tag{3.9}
\end{equation*}
$$

for some constant $C>0$. We wish to compare the sum in the right-hand side of (3.9) with the integral in (3.8). To this end we integrate the right-hand side of (3.8) by parts to obtain

$$
\begin{equation*}
\int_{u_{0}}^{\infty}\left(u G^{\prime}(u)-G(u)\right) G^{\prime \prime}(u) e^{-\frac{G^{\prime}(u)}{2}} d u=-\left.2\left(u G^{\prime}(u)-G(u)\right) e^{-\frac{G^{\prime}(u)}{2}}\right|_{u_{0}} ^{\infty}+2 \int_{u_{0}}^{\infty} u G^{\prime \prime}(u) e^{-\frac{G^{\prime}(u)}{2}} d u . \tag{3.10}
\end{equation*}
$$

From the assumption that $\lim _{u \rightarrow \infty} u e^{-\frac{G^{\prime}(u)}{2}}<\infty$ an application of L'Hôpital's rule allows us to conclude that

$$
\lim _{u \rightarrow \infty} \frac{u G^{\prime}(u)-G(u)}{e^{\frac{G^{\prime}(u)}{2}}}=2 \lim _{u \rightarrow \infty} \frac{u}{e^{\frac{G^{\prime}(u)}{2}}}<\infty
$$

and hence the boundary term in (3.10) is a finite constant, say $b_{1}$. Integrating by parts again the right-hand integral in (3.10) we obtain

$$
\begin{equation*}
b_{1}+2 \int_{u_{0}}^{\infty} u G^{\prime \prime}(u) e^{-\frac{G^{\prime}(u)}{2}} d u=b_{1}-\left.4 u e^{-\frac{G^{\prime}(u)}{2}}\right|_{u_{0}} ^{\infty}+4 \int_{u_{0}}^{\infty} e^{-\frac{G^{\prime}(u)}{2}} d u . \tag{3.11}
\end{equation*}
$$

The limit at infinity for the boundary term in (3.11) above can be controlled by the assumption that $\lim _{u \rightarrow \infty} u e^{-\frac{G^{\prime}(u)}{2}}<\infty$ and hence this boundary term, say $b_{2}$, is also finite. Thus, we get

$$
\int_{u_{0}}^{\infty}\left(u G^{\prime}(u)-G(u)\right) G^{\prime \prime}(u) e^{-\frac{G^{\prime}(u)}{2}} d u=b_{1}+b_{2}+4 \int_{u_{0}}^{\infty} e^{-\frac{G^{\prime}(u)}{2}} d u .
$$

Now, since $G^{\prime}$ is non-decreasing we have, taking $u_{0} \geqslant \max (1,\lceil A\rceil)$,

$$
\int_{u_{0}}^{\infty} e^{-\frac{G^{\prime}(u)}{2}} d u \leqslant \sum_{n=\left\lfloor u_{0}\right\rfloor}^{\infty} e^{-\frac{G^{\prime}(n)}{2}},
$$

so that finally we establish the inequalities

$$
\begin{equation*}
\int^{\infty}\left(u G^{\prime}(u)-G(u)\right) G^{\prime \prime}(u) e^{-\frac{G^{\prime}(u)}{2}} d u=b_{1}+b_{2}+4 \int^{\infty} e^{-\frac{G^{\prime}(u)}{2}} d u \leqslant b_{1}+b_{2}+\frac{4}{C} \sum^{\infty} \mathcal{M}_{\nu}^{-\frac{1}{2 n}}(n) \tag{3.12}
\end{equation*}
$$

where $b_{1}, b_{2} \in \mathbb{R}$ and $C>0$ are finite constants. Hence, if the Carleman's sum on the righthand side of $(3.12)$ is finite we conclude that $\int^{\infty} e^{-\frac{G^{\prime}(u)}{2}} d u<\infty$, which implies that $\int^{\infty}\left(u G^{\prime}(u)-\right.$ $G(u)) G^{\prime \prime}(u) e^{-\frac{G^{\prime}(u)}{2}} d u<\infty$, which in turn yields the moment indeterminacy of $\nu$. Conversely, if the integral on the left-hand side of (3.12) is infinite then $\int^{\infty} e^{-\frac{G^{\prime}(u)}{2}} d u=\infty$, which forces Carleman's sum to be infinite, thus yielding the moment determinacy of $\nu$. This completes the proof of Item (2) and hence of the theorem.
3.2. Proof of Theorem 1.2, We first note that it suffices to prove Theorem 1.2(1) under the assumption that $\nu(d x)=\nu(x) d x$ such that

$$
\nu(x) \stackrel{\infty}{=} \mathrm{O}\left(e^{-G_{*}(\log x)}\right)
$$

This is because establishing the result in this case allows us to apply it to the probability density

$$
x \mapsto \frac{\bar{\nu}(x)}{\mathcal{M}_{\nu}(1)},
$$

which is the density of the so-called stationary-excess distribution of $\nu$ (of order 1 ), and whose moment determinacy implies the moment determinacy of $\nu$, see [4, Section 2]. Hence, we suppose that there exist constants $A^{\prime}, C^{\prime}>0$ such that, for all $x \geqslant A^{\prime}$,

$$
\nu(x) \leqslant C^{\prime} e^{-G_{*}(\log x)} .
$$

Without loss of generality we can replace $G_{*}(x)$ by $G_{*}(x)-x$, since the addition of linear functions does not affect the asymptotically parabolic property or the other conditions of the theorem. Hence we may assume that there exist constants $A, C>0$ such that, for all $x \geqslant A$,

$$
\begin{equation*}
\nu(x) \leqslant C e^{-G_{*}(\log x)-\log x} \tag{3.13}
\end{equation*}
$$

Set, for $n \geqslant 0$,

$$
\mathfrak{s}(n)=\int_{A}^{\infty} x^{n} e^{-G_{*}(\log x)-\log x} d x
$$

By a change of variables

$$
\begin{equation*}
\mathfrak{s}(n)=\int_{\log A}^{\infty} e^{n y-G_{*}(y)} d y \tag{3.14}
\end{equation*}
$$

and since $G_{*} \in \mathcal{A}_{\mathcal{D}}$ the right-hand side is finite for all $n \geqslant 0$. This combined with (3.13) allows us to obtain the bound, for $n \geqslant 0$,

$$
\mathcal{M}_{\nu}(n)=\int_{0}^{\infty} x^{n} \nu(x) d x \leqslant \int_{0}^{A} x^{n} \nu(x) d x+C \int_{A}^{\infty} x^{n} e^{-G_{*}(\log x)-\log x} d x \leqslant A^{n}+C \mathfrak{s}(n)
$$

Since $\operatorname{supp}(\nu)=[0, \infty)$ it is straightforward that $A^{n} \stackrel{\infty}{=}\left(\mathcal{M}_{\nu}(n)\right)$ and hence, for $n$ large enough,

$$
C \mathfrak{s}(n) \geqslant \mathcal{M}_{\nu}(n)-A^{n}=\mathcal{M}_{\nu}(n)\left(1-\frac{A^{n}}{\mathcal{M}_{\nu}(n)}\right) \geqslant c \mathcal{M}_{\nu}(n)
$$

where $c \in(0,1)$ is a constant. Therefore to prove moment determinacy it suffices to show the divergence of the sum $\sum^{\infty} \mathfrak{s}^{-\frac{1}{2 n}}(n)$ for a suitable lower index, since this would imply the divergence of Carleman's sum $\sum^{\infty} \mathcal{M}_{\nu}^{-\frac{1}{2 n}}(n)$. To this end, we note that $G_{*} \in \mathcal{A}_{\mathcal{D}}$ implies that the function

$$
f(y)=e^{-G_{*}(y)} \mathbb{I}_{\{y>\log A\}}
$$

satisfies the conditions of [3, Theorem B], see e.g. the proof of Proposition 3.1. The expression for $\mathfrak{s}$ given in (3.14) allows us to invoke this quoted result to conclude that

$$
\mathfrak{s}(n) \stackrel{\infty}{\sim} \frac{\sqrt{2 \pi}}{s_{G}(n)} e^{G(n)},
$$

where $\left(G_{*}\right)_{*}=G$ is the Legendre transform of $G_{*}$ and $s_{G}$ is its scale function. Hence, choosing $a$ large enough with $G$ well-defined on $(a, \infty)$ and say $\sqrt{2 \pi} \leqslant e^{2\lceil a\rceil}$, we have

$$
\sum_{\max (\lceil a\rceil, 1)}^{\infty} \mathfrak{s}^{-\frac{1}{2 n}}(n) \geqslant C_{1} \sum_{\max (\lceil a\rceil, 1)}^{\infty} s_{G}(n)^{\frac{1}{2 n}} e^{-\frac{G(n)}{2 n}}
$$

for some constant $C_{1}>0$. Now, from (3.2) we have the relation $G\left(G_{*}^{\prime}(n)\right)=n G_{*}^{\prime}(n)-G_{*}(n)$ and differentiating this relation twice gives that $s_{G}\left(G_{*}^{\prime}(n)\right)=1 / s_{G_{*}}(n)$. Using these facts and recalling that $\overleftarrow{G_{*}^{\prime}}$ denotes the inverse of $G_{*}^{\prime}$, we deduce that

$$
\sum_{\max (\lceil a\rceil, 1)}^{\infty} s_{G}(n)^{\frac{1}{2 n}} e^{-\frac{G(n)}{2 n}}=\sum_{\max (\lceil a\rceil, 1)}^{\infty} s_{G_{*}}\left(\overleftarrow{G_{*}^{\prime}}(n)\right)^{-\frac{1}{2 n}} e^{\frac{G_{*}\left(\overleftarrow{G_{\psi}^{\prime}}(n)\right)}{2 n}} e^{-\frac{\overleftarrow{G_{*}^{\prime}}(n)}{2}}
$$

Next, we recall from Lemma $3.1 \mid(2)$ that $\log s_{G_{*}}(n) \stackrel{\infty}{=} \mathrm{o}\left(G_{*}(n)\right)$ and note that $\overleftarrow{G_{*}^{\prime}}$ is an increasing function satisfying $\lim _{n \rightarrow \infty} \overleftarrow{G_{*}^{\prime}}(n)=\infty$. Thus, given a constant $C_{2} \in(0,1)$ it follows that there exists $N \in \mathbb{N}$ such that, for $n \geqslant N$,

$$
G_{*}\left(\overleftarrow{G_{*}^{\prime}}(n)\right)\left(1-\frac{\log s_{G_{*}}\left(\overleftarrow{G_{*}^{\prime}}(n)\right)}{G_{*}\left(\overleftarrow{G_{*}^{\prime}}(n)\right)}\right) \geqslant C_{2} G_{*}\left(\overleftarrow{G_{*}^{\prime}}(n)\right)
$$

As $G_{*} \in \mathcal{A}_{\mathcal{D}}$, we get that, for some constant $C_{3}>0$,

$$
\sum_{\max (\lceil a\rceil, 1)}^{\infty} s_{G_{*}}\left(\overleftarrow{G_{*}^{\prime}}(n)\right)^{-\frac{1}{2 n}} e^{\frac{G_{*}\left(\overleftarrow{G_{*}^{*}}(n)\right)}{2 n}} e^{-\frac{\overleftarrow{G_{*}^{*}}(n)}{2}} \geqslant C_{3} \sum_{\max (\lceil a\rceil, 1)}^{\infty} e^{-\frac{\overleftarrow{G_{*}^{\prime}}(n)}{2}}
$$

Putting all of these observations together gives us the inequality

$$
\sum_{\max (\lceil a\rceil, 1)}^{\infty} \mathfrak{s}(n)^{-\frac{1}{2 n}} \geqslant \widetilde{C} \sum_{\max (\lceil a\rceil, 1)}^{\infty} e^{-\frac{\overleftarrow{G_{x}^{\prime}}(n)}{2}}
$$

for some constant $\widetilde{C}>0$ depending only on $A$. If the sum on the right-hand side diverges, which is the condition of Item (1), it follows that $\nu$ is moment determinate, which concludes the proof in this case. Next, for the proof of Item (2), we again assume, without loss of generality, that, for $x \geqslant A$,

$$
\frac{1}{C} e^{-G_{*}(\log x)-\log x} \leqslant \nu(x) \leqslant C e^{-G_{*}(\log x)-\log x}
$$

for some constants $C, A>0$ (which may be different from the ones above). Then, for another constant $K>0$,

$$
\begin{aligned}
\int_{A}^{\infty} \frac{-\log \nu\left(x^{2}\right)}{1+x^{2}} d x & \leqslant \int_{A}^{\infty} \frac{G_{*}(2 \log x)+\log \left(C x^{2}\right)}{1+x^{2}} d x \\
& \leqslant \int_{A}^{\infty} \frac{G_{*}(2 \log x)}{1+x^{2}} d x+K=\int_{2 \log A}^{\infty} G_{*}(y) \frac{e^{\frac{y}{2}}}{2\left(1+e^{y}\right)} d y+K \\
& \leqslant \frac{1}{2\left(1+A^{-2}\right)} \int_{2 \log A}^{\infty} G_{*}(y) e^{-\frac{y}{2}} d y+K
\end{aligned}
$$

Thus it suffices to show that if the right-most integral is infinite then $\nu$ is moment determinate. To this end, we wish to perform a similar integration by parts calculation as in the proof of Theorem 1.1, which requires us to have

$$
\lim _{u \rightarrow \infty} u e^{-\frac{G^{\prime}(u)}{2}}<\infty
$$

As noted earlier, (3.2) yields $G\left(G_{*}^{\prime}(x)\right)=x G_{*}^{\prime}(x)-G_{*}(x)$ and by differentiating this relation one gets that $G_{*}^{\prime}$ and $G^{\prime}$ are inverses of each other. Hence,

$$
\lim _{u \rightarrow \infty} u e^{-\frac{G^{\prime}(u)}{2}}<\infty \Longleftrightarrow \lim _{x \rightarrow \infty} G_{*}^{\prime}(x) e^{-\frac{x}{2}}<\infty
$$

and the rest of the proof proceeds as in the proof of Theorem 1.1.
3.3. Proof of Corollary 1.2. By assumption we have that, for some $c>0, \int_{0}^{\infty} e^{c \sqrt{x}} \nu(d x)<\infty$. Write $\rho(x)=\int_{0}^{x} e^{c \sqrt{y}} \nu(d y), x \geqslant 0$, so that the assumption is equivalent to $\rho(\infty)=\lim _{x \rightarrow \infty} \rho(x)<\infty$. To obtain the desired estimate we adapt the arguments of the proof of [23, Theorem 2.2b, Chapter II] to our setting. From [23, Theorem 6b, Chapter I] we get that

$$
\bar{\nu}(x)=\int_{x}^{\infty} e^{-c \sqrt{y}} \rho(d y)
$$

and integrating the right-hand side of the above by parts gives
$\bar{\nu}(x)=\lim _{y \rightarrow \infty} e^{-c \sqrt{y}} \rho(y)-e^{-c \sqrt{x}} \rho(x)+\int_{x}^{\infty} \frac{c}{2 \sqrt{y}} e^{-c \sqrt{y}} \rho(y) d y=-e^{-c \sqrt{x}} \rho(x)+\int_{x}^{\infty} \frac{c}{2 \sqrt{y}} e^{-c \sqrt{y}} \rho(y) d y$,
where the second equality follows readily from $\rho(\infty)<\infty$. Consequently

$$
\begin{aligned}
\lim _{x \rightarrow \infty} e^{c \sqrt{x}} \bar{\nu}(x) & =-\rho(\infty)+\lim _{x \rightarrow \infty} e^{c \sqrt{x}} \int_{x}^{\infty} \frac{c}{2 \sqrt{y}} e^{-c \sqrt{y}} \rho(y) d y \\
& =-\lim _{x \rightarrow \infty} e^{c \sqrt{x}} \int_{x}^{\infty} \frac{c}{2 \sqrt{y}} e^{-c \sqrt{y}}(\rho(\infty)-\rho(y)) d y \\
& =-\lim _{x \rightarrow \infty} \int_{x}^{\infty} \frac{c}{2 \sqrt{y}} e^{-c(\sqrt{y}-\sqrt{x})}(\rho(\infty)-\rho(y)) d y
\end{aligned}
$$

To evaluate the limit on the right we make the change of variables $y \mapsto(y+\sqrt{x})^{2}$, which gives that

$$
\int_{x}^{\infty} \frac{c}{2 \sqrt{y}} e^{-c(\sqrt{y}-\sqrt{x})}(\rho(\infty)-\rho(y)) d y=\int_{0}^{\infty} c e^{-c y}\left(\rho(\infty)-\rho\left((y+\sqrt{x})^{2}\right)\right) d y
$$

As $\rho$ is positive and increases monotonically to $\rho(\infty)$ it follows that the integrand is uniformly (in $x$ ) dominated by the integrable function $y \mapsto c(\rho(\infty)-\nu(\{0\})) e^{-c y}$ so by the dominated convergence theorem we get that

$$
\lim _{x \rightarrow \infty} e^{c \sqrt{x}} \bar{\nu}(x)=-\lim _{x \rightarrow \infty} \int_{0}^{\infty} c e^{-c y}\left(\rho(\infty)-\rho\left((y+\sqrt{x})^{2}\right)\right) d y=0
$$

which, in particular, implies that $\bar{\nu}(x) \stackrel{\infty}{=} \mathrm{O}\left(e^{-c \sqrt{x}}\right)$. Conversely suppose that, for $x \geqslant A, \bar{\nu}(x) \leqslant$ $K e^{-c \sqrt{x}}$ for some $K, c, A>0$. Then, for $0<c^{\prime}<c$,

$$
\int_{0}^{\infty} e^{c^{\prime} \sqrt{x}} \nu(d x) \leqslant e^{c^{\prime} \sqrt{A}}+\int_{A}^{\infty} e^{c^{\prime} \sqrt{x}} \nu(d x)
$$

An integration by parts yields

$$
\begin{aligned}
\int_{A}^{\infty} e^{c^{\prime} \sqrt{x}} \nu(d x) & =e^{c^{\prime} \sqrt{A}} \bar{\nu}(A)-\lim _{x \rightarrow \infty} e^{c^{\prime} \sqrt{x}} \overline{\bar{\nu}}(x)+\int_{A}^{\infty} \frac{c^{\prime}}{2 \sqrt{x}} e^{c^{\prime} \sqrt{x}} \bar{\nu}(x) d x \\
& \leqslant e^{c^{\prime} \sqrt{A}} \bar{\nu}(A)+K \int_{A}^{\infty} \frac{c^{\prime}}{2 \sqrt{x}} e^{\left(c^{\prime}-c\right) \sqrt{x}} d x<\infty
\end{aligned}
$$

and thus Hardy's condition is satisfied for any $c^{\prime} \in(0, c)$. The fact that $x \mapsto c e^{\frac{x}{2}} \in \mathcal{A}_{\mathcal{D}}$ is readily checked, which completes the proof of the first item. Next, from (1.19), there exist $M, \underline{x}>0$ such that, for $x \geqslant \underline{x}$,

$$
\nu(x) \geqslant M e^{-\frac{\alpha \sqrt{x}}{\log x}}
$$

Consequently, for $c>0$,

$$
\int_{0}^{\infty} e^{c \sqrt{x}} \nu(x) d x \geqslant M \int_{\underline{x}}^{\infty} e^{\sqrt{x}\left(c-\frac{\alpha}{\log x}\right)} d x
$$

and clearly the right-hand side is infinite for any $c>0$, meaning that the Hardy's condition is not satisfied by $\nu$. Next, write $G_{*}(x)=\alpha x^{-1} e^{\frac{x}{2}}$ and note that, by 1.19), we have

$$
\nu(x) \cong e^{-G_{*}(\log x)} .
$$

To show moment determinacy of $\nu$, we will show that $G_{*}$ satisfies the assumptions of Theorem 1.2|(2). A straightforward computation gives

$$
s_{G_{*}}(x)=\frac{2 e^{-\frac{x}{4}}}{\sqrt{\alpha f(x)}}, \text { where } f(x)=\left(\frac{1}{x}-\frac{1}{x^{2}}+\frac{8}{x^{3}}\right)
$$

which is plainly positive for $x>0$. Since $\mathcal{A}$ is a convex cone, $f(x) \stackrel{\infty}{\sim} x^{-1}$, and self-neglecting functions are closed under asymptotic equivalence, it suffices to show that the function

$$
s(x)=\sqrt{x} e^{-\frac{x}{4}}
$$

is self-neglecting. However, this is immediate, as $\lim _{x \rightarrow \infty} s(x)=0$ and

$$
\frac{s(x+w s(x))}{s(x)}=e^{-w s(x)} \sqrt{1+\frac{w s(x)}{x}} .
$$

Next, since $G_{*}^{\prime}(x)=\alpha x^{-1} e^{\frac{x}{2}}\left(\frac{1}{2}-\frac{1}{x}\right)$ it follows that $\lim _{x \rightarrow \infty} G_{*}^{\prime}(x) e^{-\frac{x}{2}}=0$. Finally, for any $x_{0} \geqslant 0$,

$$
\int_{x_{0}}^{\infty} G_{*}(x) e^{-\frac{x}{2}} d x=\alpha \int_{x_{0}}^{\infty} \frac{1}{x} d x=\infty,
$$

so that by Theorem $1.2[(2) \nu$ is moment determinate for all $\alpha>0$.

### 3.4. Proof of Theorem 2.1,

3.4.1. Proof of Theorem 2.1|(1). First we shall prove the claim in the case $\bar{\Pi}(0)=\int_{0}^{\infty} \Pi(d r)=0$ and $\sigma^{2}>0$. Since $Y=\left(Y_{t}\right)_{t \geqslant 0}$ admits all exponential moments its characteristic exponent $\Psi$ admits an analytical extension to the right-half plane, which we still denote by $\Psi$, and takes the form (2.1) for $u \geqslant 0$. Let $t>0$ be fixed. Differentiating $\Psi$ in 2.1), see e.g. [18, p. 347], one gets

$$
\begin{equation*}
\Psi^{\prime}(u)=b+\sigma^{2} u+\int_{-\infty}^{0}\left(e^{u r}-\mathbb{I}_{\{|r| \leqslant 1\}}\right) r \Pi(d r) \quad \text { and } \quad \Psi^{\prime \prime}(u)=\sigma^{2}+\int_{-\infty}^{0} r^{2} e^{u r} \Pi(d r)>0, \tag{3.15}
\end{equation*}
$$

where the integrability conditions on $\Pi$ also ensure that $\Psi^{\prime \prime}$ is well-defined on $\mathbb{R}_{+}$. Next, invoking the dominated convergence theorem, we have $\lim _{u \rightarrow \infty} \int_{-\infty}^{0} r^{2} e^{u r} \Pi(d r)=0$ and hence $\frac{1}{\sqrt{\Psi^{\prime \prime}(u)}} \stackrel{\infty}{\sim} \frac{1}{\sigma}$. Since constants are trivially self-neglecting and self-neglecting functions are closed under asymptotic equivalence, it follows that $\Psi \in \mathcal{A}$. Furthermore, since $\mathcal{A}$ is a convex cone we get that $t \Psi \in \mathcal{A}$, and thus the condition in Theorem 1.1|(a) is fulfilled. Let us now write $\nu_{t}(d x)=\mathbb{P}\left(e^{Y_{t}} \in d x\right), x>0$, and, for all $n \geqslant 1$,

$$
\begin{equation*}
\eta^{2}(n)=\left(\log \mathcal{M}_{\nu_{t}}(n)\right)^{\prime \prime}=t \Psi^{\prime \prime}(n) . \tag{3.16}
\end{equation*}
$$

Then, for all $n \geqslant 1$ and $y \in \mathbb{R}$, we have

$$
\begin{aligned}
\log \left|\frac{\mathcal{M}_{\nu_{t}}\left(n+i \frac{y}{\eta(n)}\right)}{\mathcal{M}_{\nu_{t}}(n)}\right| & =t \operatorname{Re}\left(\Psi\left(n+i \frac{y}{\eta(n)}\right)-\Psi(n)\right) \\
& =-\frac{t \sigma^{2}}{2 \eta^{2}(n)} y^{2}+t \int_{-\infty}^{0} e^{n r}\left(\cos \left(\frac{y r}{\eta(n)}\right)-1\right) \Pi(d r) \\
& \leqslant-\frac{t \sigma^{2}}{2 \eta^{2}(n)} y^{2}
\end{aligned}
$$

where we simply use the trivial bound for the integral term. By combining (3.16) with (3.15), one easily gets that, for any $n \geqslant 1, \eta^{2}(n) \geqslant t \sigma^{2}$ and thus

$$
\left|\frac{\mathcal{M}_{\nu_{t}}\left(n+\frac{i y}{\eta(n)}\right)}{\mathcal{M}_{\nu_{t}}(n)}\right| \leqslant e^{-\frac{y^{2}}{2}}
$$

which shows that the condition of Theorem 1.1)(b) is satisfied. From (3.15), one observes, since $\sigma^{2}>0$, that

$$
\begin{equation*}
\Psi^{\prime \prime}(u) \stackrel{\infty}{\sim} \sigma^{2} \tag{3.17}
\end{equation*}
$$

and thus by integration, see [14, Section 1.4], $\Psi^{\prime}(u) \stackrel{\infty}{\sim} \sigma^{2} u$. Therefore

$$
\lim _{u \rightarrow \infty} u e^{-\frac{t \Psi^{\prime}(u)}{2}}<\infty
$$

Finally, note that $\Psi(n)=\frac{\sigma^{2}}{2} n^{2}+\Psi_{0}(n)$ where $\Psi_{0}$ is the Laplace exponent of another spectrally negative Lévy process (possibly the negative of a subordinator). By convexity of $\Psi_{0}$ and the fact that $\lim _{n \rightarrow \infty} \Psi_{0}(n)=\infty$, we have $\Psi_{0}(n)>0$ for $n$ large enough and thus we obtain the following upper bound

$$
\sum^{\infty} \mathcal{M}_{\nu_{t}}^{-\frac{1}{2 n}}(n) \leqslant \sum^{\infty} e^{-\frac{t \sigma^{2}}{4} n}<\infty
$$

By Theorem 1.1|(2) it follows that $\nu_{t}$, the law of $e^{Y_{t}}$, is moment indeterminate for all $t>0$. In the general case when $\bar{\Pi}(0)>0$ we may separate the terms and write

$$
\begin{aligned}
\Psi(u) & =b u+\frac{1}{2} \sigma^{2} u^{2}+\int_{-\infty}^{0}\left(e^{u r}-1-u r \mathbb{I}_{\{|r| \leqslant 1\}}\right) \Pi(d r)+\int_{0}^{\infty}\left(e^{u r}-1-u r \mathbb{I}_{\{|r| \leqslant 1\}}\right) \Pi(d r) \\
& =\Psi_{-}(u)+\int_{0}^{\infty}\left(e^{u r}-1-u r \mathbb{I}_{\{|r| \leqslant 1\}}\right) \Pi(d r) \\
& =\Psi_{-}(u)+\Psi_{+}(u)
\end{aligned}
$$

where $\Psi_{-}$and $\Psi_{+}$are the characteristic exponents of a Lévy process and the Lévy measure associated to $\Psi_{-}$, say $\Pi_{-}$, satisfies $\bar{\Pi}_{-}(0)=0$. Thus, for any $n \geqslant 0$,

$$
\mathcal{M}_{\nu_{t}}(n)=\int_{0}^{\infty} x^{n} \mathbb{P}\left(X_{t} \in d x\right)=\int_{-\infty}^{\infty} e^{n y} \mathbb{P}\left(Y_{t} \in d y\right)=e^{t\left(\Psi_{-}(n)+\Psi_{+}(n)\right)}
$$

and from the earlier observations $\left(e^{t \Psi_{-}(n)}\right)_{n \geqslant 0}$ is an indeterminate moment sequence. Since $e^{t \Psi_{+}(n)}>$ 0 for all $n, t \geqslant 0$, Corollary 1.1 gives that the random variable $e^{Y_{t}}$ is moment indeterminate for all $t>0$.
3.4.2. Proof of Theorem 2.1(2). First, for any $n, t \geqslant 0$, writing again $\nu_{t}(d x)=\mathbb{P}\left(e^{Y_{t}} \in d x\right), x>0$, we have

$$
\mathcal{M}_{\nu_{t}}(n)=e^{t n \log (n+1)}
$$

and hence

$$
\sum^{\infty} \mathcal{M}_{\nu_{t}}^{-\frac{1}{2 n}}(n)=\sum^{\infty}(n+1)^{-\frac{t}{2}}
$$

The latter series diverges if and only if $t \leqslant 2$, which by Carleman's criterion yields the moment determinacy of $\nu_{t}$ for $t \leqslant 2$. For the proof of indeterminacy we resort to an application of Theorem1.1. To this end, we first check that the function $\Psi(u)=u \log (u+1)$ is asymptotically parabolic on $\mathbb{R}^{+}$. Plainly, $\Psi$ is twice differentiable and taking derivatives we have, for any $u \geqslant 0$,

$$
\begin{equation*}
\Psi^{\prime \prime}(u)=\frac{u+2}{(u+1)^{2}}>0 \tag{3.18}
\end{equation*}
$$

and thus $\Psi \in \mathrm{C}_{+}^{2}\left(\mathbb{R}_{+}\right)$. Clearly $\frac{1}{\sqrt{\Psi^{\prime \prime}(u)}} \stackrel{\infty}{\sim} \sqrt{u}$ and it is readily checked that $u \mapsto \sqrt{u}$ is selfneglecting. Since self-neglecting functions are closed under asymptotic equivalence it follows that $\Psi \in \mathcal{A}$ and since $\mathcal{A}$ is a convex cone we get that $t \Psi \in \mathcal{A}$, for any $t>0$. We proceed by verifying that the condition in Theorem $1.1(\mathrm{~b})$ is fulfilled for all $t>0$. Write $\log : \mathbb{C} \rightarrow \mathbb{C}$ for the holomorphic branch of the complex logarithm such that $\log (1)=0$ and let $\eta$ be defined by

$$
\eta^{2}(n)=\left(\log \mathcal{M}_{\nu_{t}}(n)\right)^{\prime \prime}=t \frac{n+2}{(n+1)^{2}}
$$

Then, for all $n \in \mathbb{N}$ and $y \in \mathbb{R}$,

$$
\left|\frac{\mathcal{M}_{\nu_{t}}\left(n+\frac{i y}{\eta(n)}\right)}{\mathcal{M}_{\nu_{t}}(n)}\right|=e^{t \operatorname{Re}\left(\left(n+\frac{i y}{\eta(n)}\right) \log \left(n+1+\frac{i y}{\eta(n)}\right)-n \log (n+1)\right)}
$$

Focusing on the term inside the exponential, we have

$$
\begin{aligned}
& \operatorname{Re}\left(\left(n+\frac{i y}{\eta(n)}\right) \log \left(n+1+\frac{i y}{\eta(n)}\right)-n \log (n+1)\right)= \\
& n \log \left(\frac{\sqrt{(n+1)^{2}+\frac{y^{2}}{\eta^{2}(n)}}}{(n+1)}\right)-\frac{y}{\eta(n)} \arctan \left(\frac{y}{\eta(n)(n+1)}\right)
\end{aligned}
$$

Simplifying within the logarithm and substituting for the definition of $\eta$ then yields

$$
\begin{aligned}
& \operatorname{Re}\left(\left(n+\frac{i y}{\eta(n)}\right) \log \left(n+1+\frac{i y}{\eta(n)}\right)-n \log (n+1)\right)= \\
& \frac{n}{2} \log \left(1+\frac{y^{2}}{t(n+2)}\right)-\frac{y(n+1)}{\sqrt{t(n+2)}} \arctan \left(\frac{y}{\sqrt{t(n+2)}}\right)
\end{aligned}
$$

Since $\log \left(1+x^{-1}\right) \stackrel{\infty}{=} x^{-1}+\mathrm{o}\left(x^{-1}\right)\left(\right.$ resp. $\left.\arctan \left(x^{-1}\right) \stackrel{\infty}{=} x^{-1}+\mathrm{o}\left(x^{-1}\right)\right)$, we have that

$$
\lim _{n \rightarrow \infty} \frac{n}{2} \log \left(1+\frac{y^{2}}{t(n+2)}\right)=\frac{y^{2}}{2 t} \quad\left(\text { resp. } \lim _{n \rightarrow \infty} \frac{y(n+1)}{\sqrt{t(n+2)}} \arctan \left(\frac{y}{\sqrt{t(n+2)}}\right)=\frac{y^{2}}{t}\right)
$$

It follows that there exists $n_{0}>0$ such that for all $n \geqslant n_{0}$,

$$
\left|\frac{\mathcal{M}_{\nu_{t}}\left(n+\frac{i y}{\eta(n)}\right)}{\mathcal{M}_{\nu_{t}}(n)}\right| \leqslant e^{-C y^{2}}
$$

where $0<C<\frac{1}{2}$ is a constant depending only on $n_{0}$. Hence the integrability condition in Theorem $1.1 \mid(b)$ is satisfied for any $t>0$. The proof will be completed if we can show that the additional condition in Theorem 1.1|(2) holds, namely that

$$
\lim _{u \rightarrow \infty} u e^{-\frac{t \Psi^{\prime}(u)}{2}}<\infty \text { for } t \geqslant 2
$$

However, simple algebra yields that for $t \geqslant 2$

$$
\lim _{u \rightarrow \infty} u e^{-\frac{t \Psi^{\prime}(u)}{2}}=\lim _{u \rightarrow \infty} u e^{-\frac{t}{2}\left(\frac{u}{u+1}+\log (u+1)\right)}=\lim _{u \rightarrow \infty} u(u+1)^{-\frac{t}{2}} e^{-\frac{t u}{2(u+1)}}<\infty .
$$

3.5. Proof of Corollary 2.1. In this case, we write $\nu_{t}(x) d x=\mathbb{P}\left(e^{Y_{t}} \in d x\right), x>0$, see the comments before the statement. In the proof of Theorem 2.1|(1)] it was shown that, for any $t>0$, $\mathcal{M}_{\nu_{t}}$ fulfills the assumptions of Proposition 3.1 when $\sigma^{2}>0$ and $\bar{\Pi}(0)=0$. Invoking this result, noting that $(t \Psi)_{*}(y)=t \Psi_{*}\left(\frac{y}{t}\right)$, and changing variables, we get for $f_{t}(y) d y=\mathbb{P}\left(Y_{t} \in d y\right), y \in \mathbb{R}$, and any $t>0$,

$$
f_{t}(y) \stackrel{\infty}{\sim} \frac{1}{\sqrt{2 \pi t}} \sqrt{\Psi_{*}^{\prime \prime}\left(\frac{y}{t}\right)} e^{-t \Psi_{*}\left(\frac{y}{t}\right)} .
$$

Next, we have, for $y>0$,

$$
\begin{aligned}
\Psi_{*}\left(\Psi^{\prime}(y)\right) & =y \Psi^{\prime}(y)-\Psi(y) \\
& =\frac{1}{2} \sigma^{2} y^{2}+y \int_{-\infty}^{0}\left(e^{y r}-\mathbb{I}_{\{|r| \leqslant 1\}}\right) r \Pi(d r)-\int_{-\infty}^{0}\left(e^{y r}-1-y r \mathbb{I}_{\{|r| \leqslant 1\}}\right) \Pi(d r) \\
& =\frac{\sigma^{2} y^{2}}{2}+H(y)
\end{aligned}
$$

where the first equality follows from (3.2), the second follows from (3.15) and some straightforward algebra, and the third equality serves as a definition for the function $H$. Observe that an integration by parts yields

$$
\begin{aligned}
H(y) & =\int_{-\infty}^{0}\left(1-e^{y r}(1-y r)\right) \Pi(d r) \\
& =-y^{2} \int_{-\infty}^{0} e^{y r} r \Pi(-\infty, r) d r+\left.\left(1-e^{y r}(1-y r)\right) \Pi(-\infty, r)\right|_{-\infty} ^{0} \\
& =-y^{2} \int_{-\infty}^{0} e^{y r} r \Pi(-\infty, r) d r
\end{aligned}
$$

where we used that $\lim _{r \rightarrow-\infty} \Pi(-\infty, r)=0$ and $\lim _{r \rightarrow 0} r^{2} \Pi(-\infty, r)=0$. Finally, since

$$
\Psi_{*}^{\prime \prime}\left(\Psi^{\prime}(y)\right)=\frac{1}{\Psi^{\prime \prime}(y)} \quad \text { and } \quad \Psi^{\prime \prime}(y) \stackrel{\infty}{\sim} \sigma^{2},
$$

we conclude that

$$
f_{t}\left(t \Psi^{\prime}(y)\right) \stackrel{\infty}{\sqrt{2 \pi t}} \sqrt{\Psi_{*}^{\prime \prime}\left(\Psi^{\prime}(y)\right)} e^{\left.-t \Psi_{*}\left(\Psi^{\prime}(y)\right)\right) \propto} \sim \frac{1}{\sqrt{2 \pi \sigma^{2} t}} e^{-\frac{1}{2} t \sigma^{2} y^{2}+t y^{2} \int_{-\infty}^{0} e^{y r} r \Pi(-\infty, r) d r} .
$$
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