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Abstract. We propose a new approach to construct the eigenvalue expansion in a weighted
Hilbert space of the solution to the Cauchy problem associated to Gauss-Laguerre invariant
Markov semigroups that we introduce. Their generators turn out to be natural non-self-adjoint
and non-local generalizations of the Laguerre differential operator. Our methods rely on inter-
twining relations that we establish between these semigroups and the classical Laguerre semi-
group and combine with techniques based on non-harmonic analysis. As a by-product we also
provide regularity properties for the semigroups as well as for their heat kernels. The biorthog-
onal sequences that appear in their eigenvalue expansion can be expressed in terms of sequences
of polynomials, and they generalize the Laguerre polynomials. By means of a delicate saddle
point method, we derive uniform asymptotic bounds that allow us to get an upper bound for
their norms in weighted Hilbert spaces. We believe that this work opens a way to construct
spectral expansions for more general non-self-adjoint Markov semigroups.

1. Introduction and main results

For any α ∈ (0, 1) and β ∈ [1 − 1
α ,∞), we define the Gauss-Laguerre operator as the linear

integro-differential operator which takes the form, for a smooth function f on x > 0,

Lα,β f(x) = (dα,β − x) f ′(x) +
sin(απ)

π
x

∫ 1

0
f ′′(xy)gα,β(y)dy,(1.1)

where dα,β = Γ(αβ+α+1)
Γ(αβ+1) and

(1.2) gα,β(y) =
Γ(α)

β + 1
α + 1

yβ+ 1
α

+1
2F1(α(β + 1) + 1, α+ 1;α(β + 1) + 2; y

1
α ),

with 2F1 the Gauss hypergeometric function. The terminology is motivated by the limit case
α = 1 which will be proved to yield

Lβf(x) = L1,βf(x) = xf ′′(x) + (β + 1− x) f ′(x),

that is the Laguerre differential operator of order β. It is well known to be the generator

of a self-adjoint contraction semigroup (Q
(β)
t )t≥0 in the weighted Hilbert space L2(eβ), where

eβ = e1,β is the density of the unique invariant measure and the later is defined in (1.3) below.
This semigroup as well as its eigenfunctions, the Laguerre polynomials, have been and are
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still intensively studied as they play a central role in probability theory, functional analysis,
representation theory, quantum mechanics and mathematical physics, see e.g. [2], [22], [42] and
the references therein. The Gauss-Laguerre semigroup, whose infinitesimal generator shares
some similarities with the classical Caputo fractional derivative of order α, also appear in some
recent applications in biology, see e.g. [13] and [41] and the references therein. Similarly to
the classical Laguerre semigroup, we shall now prove the following fact where A stands for the
algebra of polynomials.

Theorem 1.1. For any α ∈ (0, 1) and β ∈ [1 − 1
α ,∞), Lα,β is the generator with core A

of a non-self-adjoint contraction Markov semigroup P = (Pt)t≥0 in the Hilbert space L2(eα,β)
endowed with the norm ||f ||eα,β =

∫∞
0 f2(x)eα,β(x)dx where

(1.3) eα,β(x)dx =
xβ+ 1

α
−1e−x

1
α

Γ(αβ + 1)
dx, x > 0,

is the unique invariant measure of P .

The aims of this paper are to provide (a) a spectral representation in the weighted Hilbert
space L2(eα,β) of the semigroup (Pt)t≥0, (b) regularity properties of Ptf for f in various spaces,
(c) an explicit representation and smoothness properties of the heat kernel (or the (density of)
transition probabilities of the underlying Feller process). Note that this study allows to obtain
an explicit representation and smoothness properties of the solution to the following Cauchy
problem

(1.4)

{
d
dtut(x) = Lα,β ut(x)

u0(x) = f(x) ∈ D,

where D stands for the domain of Lα,β. There are several motivations underlying this work.
On the one hand, although the spectral theory for linear self-adjoint, or more generally normal,
operators is well established, see e.g. [15], the spectral properties of non-self-adjoint operators are
fragmentally understood. We refer for instance to the survey papers of Davies [10] and Sjöstrand
[35] for a nice account of recent developments in this area. There are very few instances in the
literature where the spectral expansion of non-self adjoint linear operators is available. Among
the notable exceptions are the integral operators characterizing the formal inverses of Wilson
divided difference operators, studied by Ismail and Zhang [21], and, the harmonic oscillator,
arising in quantum mechanics, and acting on L2(R+), whose study has been initiated by Davies in
[9] and further developed by Davies and Kuijlaars [11]. In the framework of Markov semigroups,
the spectral expansion of one dimensional self-adjoint diffusion was developed by McKean [25],
and extended by Getoor [19], to some non local self-adjoint operators. Although non-self-adjoint
operators seem to be generic in the class of Markov semigroups, we are not aware of any results
concerning the spectral representation in Hilbert space of a non-self-adjoint positive contraction
semigroup. On the other hand, the Gauss-Laguerre semigroup turns out to play an essential
role in the recent work by the authors [29] concerning the spectral expansion of a large class of
non-self-adjoint invariant Markov semigroups. This class can be either characterized in terms of
the generator which takes the form of a linear combination (with non negative coefficients) of Lβ
and Lα,β, where for the later the function gα,β can be any positive convex functions satisfying a
mild integrability condition. Another characterization could be made through a bijection that
we established between this class of semigroups and the set of Bernstein functions, which appears
in the action of the generator on monomials, as in (4.1) below, with the Bernstein function Φα,β.
In the aforementioned paper, the Gauss-Laguerre semigroup serves as a reference semigroup, via
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an intertwining relation, with the class of semigroups associated to regularly varying Bernstein
functions. This concept of reference semigroups allows for instance to obtain estimates for the
norms of the co-eigenfunctions of seemingly intractable operators.

Coming back to the present work, it aims at presenting a new methodology, which contains some
comprehensive idea, for developing the spectral expansion of the Markov semigroup (Pt)t≥0 thus
opening the possibility to understand better the spectral expansions of more general Markov
semigroups. Our first main idea is to derive an intertwining relation, via a Markov operator,
between the class of non-self-adjoint Gauss-Laguerre semigroups and the classical Laguerre semi-
group of order 0. We say that a linear operator Λλ is a Markov operator if, for any f ∈ Bb(R+),
the set of bounded Borel functions on R+,

(1.5) Λλ f(x) =

∫ ∞
0

f(xy)λ(y)dy,

where λ is the density of a probability measure, i.e. λ ≥ 0 and
∫∞

0 λ(y)dy = 1. More specifically,
defining the entire function λα,β by

λα,β(z) =
Γ(αβ + 1− α)

π

∞∑
k=0

Γ(αk + α(1− β)) sin (α(k + 1− β)π)
zk

k!
, z ∈ C,(1.6)

we have the following result, with the notation Λα,β = Λλα,β , e = e1,0 and where (Qt)t≥0 =

(Q
(0)
t )t≥0 stands for the Laguerre semigroup of order 0.

Theorem 1.2. Λα,β : L2(e) 7→ L2(eα,β) is a one-to-one bounded Markov operator with a dense

range, i.e. Ran(Λα,β) = L2(eα,β). Moreover, for any t ≥ 0, the intertwining relation

(1.7) Pt Λα,β = Λα,β Qt

holds on L2(e).

Remark 1.3. (1) Although, by means of the Marcinkiewicz multiplier theorem for Mellin
transform, see [31], it is an easy exercise to show, from the asymptotic behavior of its
Mellin multiplier, see (3.8) below, that a Markov operator is bounded from L2(ϑµ),
ϑµ(x) = x−α, x > 0, into itself, the continuity property on a weighted Hilbert spaces
is in general a difficult problem. One classical approach is to consider weights which
belong to the so-called class of Muchkenboupt, conditions which are not satisfied by
e. Instead, we identify a factorization of Markov operators which allows to derive by a
simple application of Jensen inequality the contraction property.

(2) With the aim of developing the spectral expansion of the semigroup P , we mention that
the intertwining relation (1.7) goes beyond perturbation theory. Indeed, clearly Lα,β is
by no means a perturbation of a self-adjoint operator whereas the relation (1.7) relates
it to a self-adjoint operator.

We shall exploit the intertwining relation to develop the spectral representation of (Pt)t≥0. Al-
though the literature on intertwining relations between Markov semigroups and its applications
is very rich, see for instance Dynkin [16], Pitman and Rogers [30] and Carmona et al. [4], it
does not seem that it has served for this purpose. On the other hand, this type of commutation
relation between linear operators have been also intensively studied in the context of differen-
tial operators. This approach culminated in the work of Delsarte and Lions [12] who showed
the existence of a transmutation operator between differential operators of the same order and
acting on the space of entire functions. The transmutation operator, which plays the role of
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the intertwining operator, is in fact an isomorphism on this space. This property is very useful
for the spectral reduction of these operators since it allows to transfer the spectral objects. We
mention that Delsarte and Lions’s development has been intensively used in scattering theory
and in the theory of special functions, see e.g. Carroll and Gilbert [5]. We shall prove that our
intertwining operator is not bounded from below, a property which makes the analysis of the
spectral expansion more delicate than in the framework of transmutation operators. To over-
come this difficulty, we resort to the concept of frames, a generalization of orthogonal sequences
that has been introduced by Duffin and Schaeffer [14] to study some deep problems in non-
harmonic Fourier series. Next, we recall that, by means of the spectral theory for self-adjoint
operators, one obtains, for any f ∈ L2(eβ) and t > 0, the classical spectral expansion

(1.8) Q
(β)
t f(x) =

∞∑
n=0

e−nt〈f,L(β)
n 〉eβ β

−2
n L(β)

n (x) in L2(eβ),

where β
2
n = Γ(n+1)Γ(β+1)

Γ(n+β+1) , L(β)
n is the Laguerre polynomial of order β defined as

(1.9) β
2
n L(β)

n (x) =

n∑
k=0

(−1)k
(
n
k

)(
k+β
β

) xk
k!

= Γ(β + 1)

n∑
k=0

(−1)k
(
n
k

)
Γ(k + β + 1)

xk,

and, the sequence (βnL
(β)
n )n≥0 is an orthonormal sequence in L2(eβ). Before stating the next

result, we proceed with some further notation. For any x ≥ 0, we set P0(x) = 1 and for any
n ≥ 1, we introduce the polynomials

(1.10) Pn(x) = Γ(αβ + 1)

n∑
k=0

(−1)k
(
n
k

)
Γ(αk + αβ + 1)

xk.

Note that for α = 1, Pn(x) = β
2
nL

(β)
n (x) = Γ(β + 1)

∑n
k=0(−1)k

(nk)
Γ(k+β+1)x

k is the classical

Laguerre polynomial of order β ≥ 0. Moreover, for any x ≥ 0 and n ∈ N, we write

(1.11) Rn(x) = R
(n)
eα,βeα,β(x) =

(−1)n

n!eα,β(x)
(xneα,β(x))(n),

where R
(n)
eα,β is the weighted Rodrigues operator and f (n) = dn

dxn f . From the Rodrigues repre-

sentation of the Laguerre polynomials, we also get that for α = 1, Rn(x) = L(β)
n (x). Finally, we

define, for any 0 < γ < α and ηα > 0 fixed,

(1.12) eγ,β,α(x) = xβ+ 1
α
−1eηαx

1
γ
, x > 0,

where we recall that α ∈ (0, 1) and β ∈ [1− 1
α ,∞), and set

Tα = − ln (2α − 1) .

We are now ready to state the main result of the paper.

Theorem 1.4. (a) For any f ∈ L2(eα,β) (resp. f ∈ Ran(Λα,β) ∪ L2(eγ,β,α)) we have

(1.13) Ptf(x) =

∞∑
n=0

e−nt 〈f,Rn〉eα,β Pn(x),

where, for any t > Tα (resp. t > 0), the identity holds in L2(eα,β). Pt is holomorphic in t
on C(Tα,∞) = {z ∈ C; <(z) > Tα}.
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(b) For any f ∈ L2(eα,β) (resp. f ∈ Ran(Λα,β)∪L2(eγ,β,α)), (t, x) 7→ Ptf(x) ∈ C∞ ((Tα,∞)× R+)
(resp. ∈ C∞(R2

+)), and for any integers k, p,

dk

dtk
(Ptf)(p)(x) =

∞∑
n=p

(−n)ke−nt〈f,Rn〉eα,β P
(p)
n (x)

where, for any t > Tα (resp. t > 0), the series converges locally uniformly on R+.

(c) The heat kernel is absolutely continuous with a density (t, x, y) 7→ Pt(x, y) ∈ C∞(R3
+), given

for any t, y > 0, x ≥ 0, and for any integers k, p, q, by

dk

dtk
P

(p,q)
t (x, y) =

∞∑
n=p

(−n)ke−ntW(q)
n (y) P(p)

n (x),(1.14)

where the series is locally uniformly convergent on R3
+, and, for n ≥ 0,Wn(y) = Rn(y)eα,β(y).

(d) (Pt)t≥0 is a strong Feller semigroup, i.e. for any t > 0 and f ∈ Bb(R+), Ptf ∈ Cb(R+),
where Cb(R+) is the space of bounded continuous functions on R+.

Remark 1.5. 1) The phenomenon that the expansion in the full Hilbert space holds only for t
bigger than a constant has been observed in the framework of Schrödinger operator, see [9]
and is natural for operators non similar to normal ones. Indeed, in such a case, the spectral
projections Pnf = 〈f,Rn〉eα,β Pn are not uniformly bounded as a sequence of operators. The
projections are not orthogonal anymore and the sequence of eigenfunctions does not form
a basis of the Hilbert space. These two facts illustrate a fundamental difference with self-
adjoint Markov semigroups, for which the spectral projections are orthogonal and uniformly
bounded.

2) In order to provide the convergence of the expansion (1.13) in the Hilbert space topology, we
rely on the so-called synthesis operator as defined in (2.3) below which requires to characterize
those f and t for which the sequence (e−nt〈f,Rn〉eα,β ) ∈ `2(N). This is a difficult problem
in general. A natural approach to verify this property is to resort to the Cauchy-Schwarz
inequality which yields, thanks to the first bound stated in Proposition 2.3, to the description
of Tα, the smallest t for which the expansion holds. From this perspective, we also manage
to identify the Hilbert space L2(eγ,β,α) for which the expansion is valid for all t > 0, an
approach which seems to be original in this context.

3) Moreover, it is worth pointing out that the intertwining approach enables to identify Ran(Λα,β)
as another linear space for which the corresponding sequence is in `2(N) for all t > 0, a prop-
erty which follows directly without using any bounds. In fact, we shall have the stronger
statement that for any f ∈ Ran(Λα,β), f =

∑∞
n=0 〈f,Rn〉eα,β Pn. Finally, as we shall prove

that A ⊂ Ran(Λα,β) whereas for any n ≥ 0, Pn /∈ L2(eγ,β,α), we are lead to think that either
our optimal Hilbert space may be improved or the Cauchy-Schwarz inequality provides a
weak estimate in our scenario. However, from the biorthogonality property (2.1), we believe
that the latter explanation is in force in this context.

4) Finally, we shall prove in Lemma 4.1 that there exists (Kt)t≥0 a 1-selfsimilar Feller semigroup
on R+, i.e. for any c > 0, Kctf(cx) = Ktf◦dc(x) with dcf(x) = f(cx), such that, for any t ≥ 0,
Ptf(x) = Ket−1f ◦ de−t(x). Note that (Kt)t≥0 belongs to the class of semigroups introduced
by Lamperti [24] which play a central role in limit theorems of stochastic processes, see
[23]. In particular, one obtains from (1.14) that (Kt)t≥0 has an absolutely continuous kernel,

5



Kt(x, y) given, for any t, y > 0, x ≥ 0, by

Kt(x, y) =

∞∑
n=0

(1 + t)−n−1Wn

(
y

1 + t

)
Pn(x).

The remaining part of the paper is organized as follows. In the next Section, we state several
substantial results regarding properties of the sequence of (co)-eigenfunctions which some of
them may have independent interest. Section 3 gathered some useful preliminaries results and
sections 4 to 7 contain the proof of the main results. Note that Section 6 which includes the
proof of Proposition 2.3 below presents several uniform asymptotic estimates of |Wn(x)| which
might also be of independent interests.

2. Substantial auxiliary results

We start by stating several interesting properties that the sequences (Pn) and (Rn) satisfy.
For this purpose, we introduce some concepts borrowed from non-harmonic analysis which are
nicely exposed in the monographs [40] and [7]. Two sequences (Pn) and (Rn) are said to be
biorthogonal in L2(eα,β) if for any n,m ∈ N,

(2.1) 〈Pn,Rm〉eα,β = δnm.

Moreover, a sequence that admits a biorthogonal sequence will be called minimal and a sequence
that is both minimal and complete, in the sense that its linear span is dense in L2(eα,β), will
be called exact. It is easy to show that a sequence (Pn) is minimal if and only if none of its
elements can be approximated by linear combinations of the others. If this is the case, then a
biorthogonal sequence will be uniquely determined if and only if (Pn) is complete. We also say
that (Pn) is a Riesz basis in L2(eα,β) if there exists an isomorphism Λ from L2(e) onto L2(eα,β)
such that ΛLn = Pn for all n.

Proposition 2.1. 1) For any n ∈ N, Pn ∈ L2(eα,β) and Rn ∈ L2(eα,β).

2) The sequences (Pn) and (Rn) are biorthogonal and exact in L2(eα,β).

3) Finally the sequence (Pn) is not a Riesz basis but it satisfies the following Bessel inequality

(2.2)

∞∑
n=0

| 〈f,Pn〉eα,β |
2 ≤ ||f ||eα,β , ∀f ∈ L2(eα,β).

An interesting consequence of the item 3) is the fact that the synthesis operator S defined by

(2.3) S(ln) =
∑
n≥0

lnPn

is bounded from `2(N) into L2(eα,β) with ||S(ln)||2eα,β ≤
∑

n≥0 l
2
n, and, for such a sequence,

the series converges unconditionally. Although this information is very helpful for our purpose,
one still needs estimates for large n of ||Rn||eα,β , |Rn(x)| and |Pn(x)| in order to derive the
convergence properties of the eigenvalue expansions in the appropriate topology. We state the
following bounds for the two latter quantities.

Proposition 2.2. (1) Writing tα = (α + 1)α−
α
α+1 , we have for any x ∈ R, any integer p,

and, n large

(2.4) |P(p)
n (x)| = O

(
np+

1
2 etα(n|x|)

1
1+α

)
.
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(2) Writing t̄α = tα
(
α+1
α + ε

) 1
α+1 , for some small ε > 0, we have, for any 0 < x <

e−2α
(

α
α+1

)α
nα, any integer q, and large n∣∣∣W(q)

n (x)
∣∣∣ = O

(
xβ+ 1

α
−qn|β+ 1

α
−1−q|+2et̄α(nx)

1
α+1

)
.(2.5)

Next, we recall that when α = 1, i.e.Rn is simply the sequence of classical Laguerre polynomials,
one uses the following simple observation to compute their norms, see e.g. [37],

||L(β)
n ||2eβ =

1

Γ(β + 1)

∫ ∞
0

(L(β)
n (x))2xβe−xdx =

(−1)n

n!

∫ ∞
0
L(β)
n (x)(xneβ(x))(n)dx

=
1

n!

∫ ∞
0

xneβ(x)dx =
Γ(n+ β + 1)

n!Γ(β + 1)
.

Unfortunately, it is easy to check that for α ∈ (0, 1), this integration by parts device does not
apply. Instead, we must develop a two-steps optimization analysis to derive the estimates of
the norms. First, we carry out delicate saddle point approximations to obtain several uniform
bounds for |Rn(x)| depending on the range of xn−α, and, refer to Proposition 6.1 for their
statements. In this vein, we mention that the study of uniform asymptotic expansions of the
Laguerre polynomials has quite a long history, see e.g. [18], [27] and also [37] and [38] for a
complete description of this study. Then, combining these bounds with additional estimates, we
must implement a suboptimal procedure in order to get an explicit representation of the bound
of their L2(eα,β)-norm. Moreover, although for most of the ranges one may obtain bounds of
the form O (eεn) for any ε > 0, for larger Hilbert spaces than L2(eγ,β,α), it turns out that on

the range x ∈ (εnα, Cαn
α) for some constant Cα defined in Proposition 6.1, L2(eγ,β,α) is the

optimal Hilbert space. From our analysis, we obtain the following estimates.

Proposition 2.3. We have for large n,

(2.6) ||Rn||eα,β = O
(
eTαn

)
,

and

(2.7)

∣∣∣∣∣∣∣∣Rn eα,β
eγ,β,α

∣∣∣∣∣∣∣∣
eγ,β,α

= O

(
n1+β+ 1

α
+αet̄αn

1
α+1

)
.

3. Some preliminary results

3.1. Some useful facts around the gamma function. Let us write, for any α ∈ (0, 1] and
β ≥ 1− 1

α , and <(s) > −β − 1
α ,

(3.1) Φα,β(s) =
Γ(αs+ αβ + 1)

Γ(αs+ αβ + 1− α)
.

In the following we collect some basic results which will be useful throughout the rest of the
paper.

Lemma 3.1. (1) For any α ∈ (0, 1] and β ≥ 1− 1
α , and k ≥ 1, we have

(3.2)
sin(απ)

π
k(k − 1)

∫ 1

0
yk−2gα,β(y)dy = kΦα,β(k)− k dα,β.
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(2) For any <(s) > −β − 1
α , the functional equation

Γ(αs+ αβ + 1)

Γ(αβ + 1)
= Φα,β(s)

Γ(αs+ αβ + 1− α)

Γ(αβ + 1)

holds.

(3) Finally, we have, for large |b| and | arg(a + ib)| < π, the following well-known classical
asymptotic estimates

|Γ(a+ ib)| = Ce−aea ln |a+ib|e−b arg(a+ib)|a+ ib|−
1
2 (1 + o(1)),(3.3)

|Γ(a+ ib)| ∼ Ca|b|a−
1
2 e−

π
2
|b|,(3.4)

where C,Ca > 0.

Proof. First, observe, from the binomial formula, that, for any 0 < y < 1,∫ y

0

rβ+ 1
α

(1− r
1
α )α+1

dr =

∞∑
k=0

Γ(k + α+ 1)

Γ(α+ 1)k!

∫ y

0
rβ+ 1

α
+ k
αdr

= αyβ+ 1
α

+1
∞∑
k=0

Γ(k + α+ 1)

(k + α(β + 1) + 1)Γ(α+ 1)

y
k
α

k!

= αyβ+ 1
α

+1
∞∑
k=0

Γ(k + α(β + 1) + 1)Γ(k + α+ 1)

Γ(k + α(β + 1) + 2)Γ(α+ 1)

y
k
α

k!

=
yβ+ 1

α
+1

β + 1
α + 1

2F1

(
α(β + 1) + 1, α+ 1;α(β + 1) + 2; y

1
α

)
.(3.5)

Then, by integration by parts and using the reflection formula of the gamma function, we get

sin(απ)

π
(k − 1)

∫ 1

0
yk−2gα,β(y)dy =

1

Γ(1− α)

∫ 1

0
(1− yk−1)

yβ+ 1
α

(1− y
1
α )α+1

dy.(3.6)

Next, from the integral representation of the Beta function, we get, for any α ∈ (0, 1) and u ≥ 0,

Γ(αu+ α)

Γ(αu)
=

1

Γ(1− α)

∫ 1

0
(1− yu)(1− y1/α)−α−1dy.

By shifting u to u+ β + 1
α , we get, after some easy algebra, that

Γ(αu+ α(β + 1) + 1)

Γ(αu+ αβ + 1)
− Γ(α(β + 1) + 1)

Γ(αβ + 1)
=

1

Γ(1− α)

∫ 1

0
(1− yu)

yβ+ 1
α

(1− y1/α)α+1
dy.

Thus choosing u = k − 1, with k ≥ 1, in this latter identity, from (3.6), we deduce that

k − 1

Γ(1− α)

∫ 1

0
yk−2gα,β(y)dy =

Γ(αk + αβ + 1)

Γ(αk + αβ + 1− α)
− Γ(α(β + 1) + 1)

Γ(αβ + 1)

which completes the proof of the first statement. The second one is obvious from (3.1). The
last estimates are readily deduced from the Stirling’s formula, see e.g. [28, (2.1.8)],

|Γ(z)| = C|e−z||zz||z|−
1
2 (1 + o(1))

which is valid for large |z| and | arg(z)| < π. �
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3.2. The Markov operator Λα,β. We recall, from (1.5), that a linear operator Λ is a Markov
operator if it admits the representation, for any f ∈ Bb(R+), Λf(x) =

∫∞
0 f(xy)λ(y)dy, x > 0,

with λ the density of a probability measure. We say that MΛ =Mλ is a Markov multiplier if
for <(s) = 0,

Mλ(s) =

∫ ∞
0

ysλ(y)dy,

that is, the shifted Mellin transform of the density λ.

Proposition 3.2. Let α ∈ (0, 1) and β ∈ [1− 1
α ,∞) and define for any <(s) = 0,

(3.7) logMλα,β (s) = −γφ(1− α)s+

∫ 0

−∞
(esy − 1− sy)

(e−y − 1)−1 − e(β+ 1
α

)y(e−
y
α − 1)−1

|y|
dy.

Then the following holds.

(1) Mλα,β is a Markov multiplier which is analytical on C(−1,∞). λα,β ∈ L2(R+) and extends
to an entire function which admits the representation (1.6).

(2) eyλα,β(ey) is the density of a real-valued infinitely divisible random variable.

(3) Λα,β is a contraction from L2(e) into L2(eα,β) with Ran(Λα,β) = L2(eα,β).

Proof. Writing h(y) =
(

(e−y − 1)−1 − e(β+ 1
α

)y(e−
y
α − 1)−1

)
I{y<0}, one easily checks that h(y) ≥

0 on R− with
∫ 0
−∞(1∧ y2)h(y)

y dy <∞, that is h(y)
y dy is a Lévy measure and the right-hand side

of (3.7) is the Lévy-Khintchine exponent of an infinitely divisible random variable on the real
line, see e.g. [32]. After performing a change of variables and with the absolute continuity of
its distribution which will be proved below, the second statement follows. Next, since from [17,
1.9(1) p.21], we have, for any <(s) > 0,

log Γ(s+ 1) = −γφs+

∫ 0

−∞
(esy − 1− sy)

(e−y − 1)−1

|y|
dy

we get, after some easy manipulations, that

log
Γ(α(s+ β + 1

α))

Γ(αβ + 1)
= −αγφs+

∫ 0

−∞
(esy − 1− sy)

e(β+ 1
α

)y(e−
y
α − 1)−1

|y|
dy.

The last two expressions easily lead to

(3.8) Mλα,β (s) =
Γ(s+ 1)Γ(αβ + 1)

Γ(α(s+ β + 1
α))

.

Hence since by assumption β + 1
α ≥ 1, we have that s 7→ Mλα,β (s) is analytical on C(−1,∞).

Moreover, for any ε > 0 and |b| large and a > −1, we deduce from (3.4), that

|Mλα,β (a+ ib)| ≤ Cae−(1−α−ε)π
2
|b|,

with Ca > 0. Thus, on the one hand, since |Mλα,β (−1
2 + ib)| ∈ L2(R+), we deduce from the

discussion above combined with the Parseval identity for Mellin transform that Mλα,β (s − 1)
is the Mellin transform of a positive random variable whose law is absolutely continuous with

9



a density in L2(R+). On the other hand, by Mellin inversion, we get that, for any | arg(z)| <
(1− α)π2 ,

λα,β(z) =
1

2πi

∫ a+i∞

a−i∞
z−s

Γ(s)Γ(αβ + 1)

Γ(αs+ α(β − 1) + 1)
ds

= Γ(α(β − 1) + 1)
∞∑
k=0

1

Γ(−αk + α(β − 1) + 1)

zk

k!
,

where the last line follows from a classical application of the Cauchy residue theorem and we
refer to [28] for more details on Mellin-Barnes integrals. An application of the reflection formula
provides the expression of λα,β, i.e. (1.6), whereas the Stirling approximation gives that the
series is absolutely convergent on C. Next, observe that for any <(z) > 0, we have

Mλα,β (s)Meα,β (s) =
Γ(s+ 1)Γ(αβ + 1)

Γ(αs+ αβ + 1)

Γ(αs+ αβ + 1)

Γ(αβ + 1)
=Me(s),(3.9)

which, by Mellin inversion, translates into the following factorization of Markov operators

Λα,β Λeα,β = Λe.

This together with an application of the Jensen inequality yields, for any f ∈ L2(e), that

||Λα,β f ||2eα,β =

∫ ∞
0

Λ2
α,βf(x)eα,β(x)dx

≤
∫ ∞

0
Λα,β f

2(x)eα,β(x)dx =

∫ ∞
0

f2(x)e(x)dx = ||f ||2e,

which proves the contraction property. Finally, with pn(x) = xn, n ∈ N, observing that

(3.10) Λα,β pn(x) =Mλα,β (n)pn(x) =
Γ(n+ 1)Γ(αβ + 1)

Γ(αn+ αβ + 1)
pn(x),

the completeness of the range of Λα,β follows from Lemma 3.5 since the polynomials are dense
in L2(eα,β). �

3.3. Several analytical extensions of Rn. Our next result provides several representations
of the functions Rn, which we recall to be defined, for any n ∈ N, and x > 0, by

(3.11) Rn(x) =
(−1)n

n!eα,β(x)
(xneα,β(x))(n).

Proposition 3.3. For any n ∈ N, the following analytical extensions of the co-eigenfunctions
Rn holds.

(1) For any z ∈ Cπ = {z ∈ C; | arg(z)| < π},

Rn(z) =
n∑
k=0

(
n

k

)
Γ(k + 1)Γ(n+ β + 1

α)

Γ(k + β + 1
α)

b(k)z
k
α ,(3.12)

where b(k) =
∑k

j=1Bk,j

(
Γ(1− 1

α
)

Γ(− 1
α

)
,

Γ(2− 1
α

)

Γ(− 1
α

)
, . . . ,

Γ(k−j+1− 1
α

)

Γ(− 1
α

)

)
and the B′k,js are the Bell

polynomials.
10



(2) For any z ∈ Cπ,

Rn(z) =
(−1)n

n!
ez

1
α

1Ψ1

(( 1
α , n+ β + 1

α − 1
1
α , β + 1

α − 1

)
; eiπz

1
α

)
(3.13)

where 1Ψ1

(( 1
α
,n+β+ 1

α
−1

1
α
,β+ 1

α
−1

)
; z

)
=
∑∞

k=0
Γ(k/α+n+β+ 1

α
)

Γ(k/α+β+ 1
α

)
zk

k! is the Wright hypergeometric

function.

(3) For any z ∈ Cπ,

Rn(z) =
(−1)n

n!
ez

1
α

∫ ∞
0

e−rIα,β(eiπ(rz)
1
α )rn+β+ 1

α
−1dr,(3.14)

where Iα,β(z) =
∑∞

k=0
1

Γ(k/α+β+ 1
α

)
zk

k! is an entire function.

(4) Finally, for any z ∈ Cαπ
2

, and, any a > 1− β − 1
α ,

(3.15) Rn(z) =
1

eα,β(z)

(−1)n

2πin!

∫ a+i∞

a−i∞
z−s

Γ(s)

Γ(s− n)
Γ (αs− α+ αβ + 1) ds.

Remark 3.4. (1) It is worth mentioning that each of the representation above plays a sub-
stantial role in the proof of the results. Indeed, for instance, the polynomial type rep-
resentation (3.12) allows to derive easily that for each n ∈ N, Rn ∈ L2(eα,β) as well as
the completeness property of this sequence. The other representations are used to derive
different uniform asymptotic bounds of the norm ||Rn||eα,β .

(2) It is also interesting to note that the several representations of Rn(zα) lead to a poly-
nomial.

Proof. Let us denote, for any n ∈ N and x ≥ 0,

(3.16) Wn(x) = Rn(x)eα,β(x) =
(−1)n

n!Γ(αβ + 1)
(xn+βαe−x

1
α )(n),

where we have set βα = β + 1
α − 1. On the one hand, we have

(xn+βαe−x
1
α )(n) = xβα

n∑
k=0

(
n

k

)
Γ(n+ βα + 1)

Γ(k + βα + 1)
xk(e−x

1
α )(k).

Next, we recall that the Bell polynomials Bk,j are defined by

Bk,j(a1, a2, . . . , ak−j+1) =
∑

l̃k=k;l̄k=l

k!

j1!j2! . . . jk−j+1!

(a1

1!

)j1 (a2

2!

)j2
. . .

(
ak−j+1

(k − j + 1)!

)jk−j+1

,

where l̃k =
∑k−j+1

i=1 iji and l̄k =
∑k−j+1

i=1 ji. Then an application of Faà di Bruno’s formula
yields

(e−x
1
α )(k) = e−x

1
α

k∑
j=1

(−1)kBk,j

(
x

1
α
−1

α
, (α− 1)

x
1
α
−2

α
, . . . , (−1)k−j+1 Γ(k − j + 1− 1

α)x
1
α

+j−k−1

Γ(− 1
α)

)

= x
k
α
−ke−x

1
α

k∑
j=1

(−1)kBk,j

(
−

Γ(1− 1
α)

Γ(− 1
α)

,
Γ(2− 1

α)

Γ(− 1
α)

, . . . , (−1)k−j+1 Γ(k − j + 1− 1
α)

Γ(− 1
α)

)
,
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which provides the first representation as the analytical extension is obvious in this case. On the
other hand, by expanding the exponential function in (3.16) and differentiating term by term,
which is allowed as the series defines an analytical function on the right-half plane, we obtain

Wn(x) =
(−1)n

n!Γ(αβ + 1)
(xn+βαe−x

1
α )(n)

=
(−1)n

n!Γ(αβ + 1)

∞∑
k=0

(−1)k
Γ(k/α+ n+ βα + 1)

Γ(k/α+ βα + 1)

x
k
α

+βα

k!
(3.17)

from where we easily get the third representation. From the latter expression we get, by an
application of Fubini’s theorem for analytical function, see [39, p.44],

Wn(x) =
(−1)nxβα

n!Γ(αβ + 1)

∫ ∞
0

e−rIα,β(eiπ(rx)
1
α )rn+βαdr.(3.18)

Finally, the Mellin-Barnes integral representation (3.15) is obtained from the expression (4.7),
by the Mellin inversion theorem which is justified, together with the analytical domain, from the

estimates |MWn(a + ib − 1)| ≤ Cn|b|a−n−
1
2 e−α

π
2
|b|, valid for any n ∈ N, a > −βα, and b large,

see [28] for more details. �

We end this part with the useful lemma.

Lemma 3.5. The set of polynomials is dense in L1(eα,β), L2(eα,β) and L2(e).

Proof. Since for any α ∈ (0, 1], β ≥ 1 − 1
α and 0 < a < 1,

∫∞
0 eaxeα,β(x)dx < ∞, we deduce

that eα,β is moment determinate and hence by the Hahn-Banach theorem, one gets the first
assertion. The last ones follow also by the moment determinacy of the measures combined with
the so-called Nevanlinna parametrization, see [1].

�

4. Proof of Theorems 1.1, 1.2 and Proposition 2.1

The proof of these theorems will be split into several intermediate results. We start with the
following, where C0(R+), the space of continuous function on R+ vanishing at infinity is en-
dowed with the uniform topology ||.||∞ and C2

c(R+) stands for the space of twice continuously
differentiable functions on R+ with compact supports.

Lemma 4.1. There exists D0 a dense subset of C0(R+) such that C2
c(R+) ⊂ D0 and (Lα,β,D0)

is the generator of a Feller semigroup which is also denoted by (Pt)t≥0.

Proof. First, note, from (3.5), that for any f ∈ C2
c (R+), we have

Lα,β f(x) = (dα,β − x) f ′(x) +
sin(απ)x

π

∫ 1

0
f ′′(xy)gα,β(y)dy

=

(
Γ(αβ + α+ 1)

Γ(αβ + 1)
− x
)
f ′(x) +

x

Γ(1− α)

∫ 1

0
f ′′(xy)

∫ y

0

rβ+ 1
α

(1− r
1
α )α+1

drdy

12



Then, since the mapping r 7→ gα,β(r) = rβ+ 1
α

(1−r
1
α )α+1

is positive and non-increasing on (0, 1) and

satisfies
∫ 1

0 (1 ∧ | log r|)gα,β(r)dr <∞ as(
1− (1− y)

1
α

)−α−1 0∼ α−α−1y−α−1 and log (1− y)
0∼ −y,

according to [3], there exists (Kt)t≥0 a 1-selfsimilar Feller semigroup on R+, i.e. for any c > 0,

Kctf(cx) = Ktf ◦dc(x) with dcf(x) = f(cx), such that (Lα,βf,D0), with Lα,βf(x) = Lα,β f(x)+
xf ′(x), is its infinitesimal generator. Next, let us define, for any t ≥ 0, Ptf(x) = Ket−1f ◦de−t(x),
then for each t ≥ 0, Pt is plainly linear, with PtC0(R+) ⊆ C0(R+). Moreover, since by self-
similarity Ket−1f ◦ de−t(x) = K1−e−tf(etx), we get that ||Ptf ||∞ ≤ ||f ||∞ and limt↓0 Ptf = f .
Next, for any t, s > 0,

PtPsf(x) = K1−e−tKes−1f ◦ de−s(xet) = Kes−e−tf ◦ de−s(xet)
= Ket+s−1f ◦ de−(t+s)(x) = Pt+sf(x).

Thus (Pt)t≥0 is also a Feller semigroup. Next, for f a smooth function, we have

lim
t→0

Ptf(x)− f(x)

t
= lim

t→0

K1−e−tf(x)− f(x) +K1−e−tf(e−tx)−K1−e−tf(x)

1− e−t
= Lα,βf(x)− xf ′(x) = Lα,β f(x),

which completes the proof. �

Denoting by Pn the set of polynomials of order n, we have the following.

Lemma 4.2. For any n ∈ N, Lα,β : Pn → Pn. Moreover, eα,β(x)dx, x > 0, is an invariant mea-
sure for the Feller semigroup (Pt)t≥0. Consequently, (Pt)t≥0 extends to a contraction semigroup
in Lp(eα,β), 1 ≤ p ≤ ∞.

Proof. First, observe that for any k ≥ 1 (the case k = 0 is obvious), writing pk(x) = xk, we
have

Lα,β pk(x) = (dα,β − x) k pk−1(x) +
sin(απ)

π
k(k − 1)pk−1(x)

∫ 1

0
yk−2gα,β(y)dy

= kΦα,β(k)pk−1(x)− kpk(x),(4.1)

where we used the relation (3.2). By linearity, this proves the first claim. As, for all n ≥ 0,
Pn ⊆ L1(eα,β), we get, from Lemma 3.5, that Lα,β may be extended to a linear operator acting
on Span(Pn), a dense subset of L1(eα,β). Next, for any k ≥ 1 (the case k = 0 is again obvious),
we deduce, from (4.1), the following∫ ∞

0
Lα,β pk(x)eα,β(x)dx = kΦα,β(k)

∫ ∞
0

pk−1(x)eα,β(x)dx− k
∫ ∞

0
pk(x)eα,β(x)dx

= kΦα,β(k)
Γ(α(k − 1) + αβ + 1)

Γ(αβ + 1)
− kΓ(αk + αβ + 1)

Γ(αβ + 1)

= k
Γ(αk + αβ + 1)

Γ(αβ + 1)
− kΓ(αk + αβ + 1)

Γ(αβ + 1)

= 0.

Then, by linearity and the discussion above, we get that
∫∞

0 Lα,β f(x)eα,β(x)dx = 0, for any

f ∈ Span(Pn) a dense subset of L1(eα,β), which completes the statement about the existence
of an invariant measure. A classical argument shows that the Feller semigroup (Pt)t≥0 extends
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to a contraction semigroup in L1(eα,β) and L∞(eα,β), and, by Marcinkiewickz’s interpolation
Theorem to Lp(eα,β), 1 ≤ p ≤ ∞, see [36]. �

Lemma 4.3. Let n ∈ N. Then, Pn ∈ L2(eα,β) and for any x ≥ 0 we have

(4.2) Lα,β Pn(x) = −nPn(x).

Consequently, for any n ∈ N and x ≥ 0, we have

(4.3) Λα,β Ln(x) = Pn(x),

and, the intertwining relation (1.7) holds.

Remark 4.4. We note that when α = 1, then Pn(x) = L(β)
n (x) yielding easily to the characteri-

zation of Lβ = L1,β as the Laguerre differential operator.

Proof. The first statement is obvious. Next observe, from (4.1), that for any n ∈ N, writing
Γ(αβ + 1)Pn(x) = Pn(x), with Pn defined in (1.10),

Lα,β Pn(x) =
n∑
k=0

(−1)k
(
n
k

)
Γ(αk + αβ + 1)

Lα,β pk(x)

=

(
−
n−1∑
k=0

(−1)k
(
n
k+1

)
(k + 1)Φα,β(k + 1)

Γ(α(k + 1) + αβ + 1)
xk −

n∑
k=1

(−1)k
(
n
k

)
k

Γ(αk + αβ + 1)
xk

)

=
−n

Γ(αβ + 1)
+

(
−
n−1∑
k=1

(−1)k
(
n
k+1

)
(k + 1) +

(
n
k

)
k

Γ(αk + αβ + 1)
xk − (−1)nn

Γ(αn+ αβ + 1)
xn

)
= −nPn(x),

where we used (3.1) for the third equality, and, for the last one the identity
(
n
k+1

)
(k+1)+

(
n
k

)
k =

n
(
n
k

)
. This proves (4.2). The identity (4.3) follows easily from the definition of the polynomials

and the relation (3.10). We deduce from (4.2) and the Cauchy problem (1.4), that, for all t ≥ 0,

(4.4) PtPn(x) = e−ntPn(x).

Then, for any n ∈ N and t ≥ 0, we get, from (4.4), that

Λα,β QtLn(x) = e−ntΛα,β Ln(x) = PtΛα,β Ln(x).

Since the operators are linear, we get that Λα,β Qtf(x) = PtΛα,β f(x), for all f ∈ Span(Ln). By
continuity of the involved operators in the appropriate Hilbert spaces, we get that the identity
holds on Span(Ln) and hence from Lemma 3.5 on L2(e). �

As a consequence of the intertwining relation, we derive the following.

Lemma 4.5. eα,β(x)dx, x > 0, is the unique invariant measure of the Feller semigroup (Pt)t≥0.

Proof. Since C0(R+) ⊂ L2(e), (1.7) holds also on C0(R+). Next assume that there exists a
measure ν(dx) 6= eα,β(x)dx such that for all f ∈ C0(R+), νPtf = νf :=

∫∞
0 f(x)ν(dx). Since

by dominated convergence, one has for any f ∈ C0(R+), Λα,βf ∈ C0(R+), we get from the
intertwining relation, that

νΛα,βQtf = νΛα,βf,

that is ν̄(x)dx =
∫∞

0 λα,β(x/y)ν(dy)
y dx is an invariant measure for (Qt)t≥0, and, thus by unique-

ness of its invariant measure, we must have ν̄(x) = e−x, ∀x > 0. This completes the proof by
14



an appeal to a contradiction argument since from (3.9) and the multiplier Mλα,β in (3.8) being
zero free on C(−1,∞), we get Meα,β =Mν and thus ν(dx) = eα,β(x)dx. �

We say now that, for n ∈ N, Rn is a co-eigenfunction for Pt associated to the eigenvalues e−nt

if Rn ∈ L2(eα,β) and for any f ∈ L2(eα,β),

〈Ptf,Rn〉eα,β = e−nt 〈f,Rn〉eα,β .

We denote by Λ∗α,β the adjoint of Λα,β in L2(eα,β), i.e. for any f ∈ L2(eα,β) and g ∈ L2(e),〈
Λ∗α,β f, g

〉
e

= 〈f,Λα,β g〉eα,β .

Lemma 4.6. For any f ∈ L2(eα,β), we have for a.e. x > 0,

e(x)Λ∗α,β f(x) =

∫ ∞
0

f(xy)eα,β(xy)λα,β (1/y)
dy

y
.

Moreover, Ker(Λ∗α,β) = {∅} and for any n ∈ N, the equation

(4.5) Λ∗α,β fn(x) = Ln(x)

has an unique solution in L2(eα,β) given by Rn(x) = (−1)n

n!eα,β(x)(xneα,β(x))(n). Moreover, for

all n, t ≥ 0, Rn is a co-eigenfunction of Pt associated to the eigenvalue e−nt and (Pt)t≥0 is
non-self-adjoint. Finally, Ran(Λ∗α,β) = L2(e).

Proof. Note that, for any f, g ∈ L2(eα,β), f, g ≥ 0, we have that

〈Λα,β g, f〉eα,β =

∫ ∞
0

∫ ∞
0

g(xy)λα,β(y)f(x)eα,β(x)dx

=

∫ ∞
0

g(r)

e(r)

∫ ∞
0

λα,β(r/x)f(x)eα,β(x)
dx

x
e(r)dr

=

∫ ∞
0

g(r)

e(r)

∫ ∞
0

f(ry)eα,β(ry)λα,β(1/y)
dy

y
e(r)dr

=
〈
Λ∗α,β f, g

〉
e
.

Since if f ∈ L2(eα,β), |f | ∈ L2(eα,β), the first statement follows. Next, as, from Proposition 3.2,
Λα,β has a dense range in L2(eα,β), from a classical result on linear operators, Ker(Λ∗α,β) = {∅}
from where we deduce that there exists at most one solution of the equation (4.5) in L2(eα,β).

Then, with the notation R(n)e(x) = (−1)n

n! (xne(x))(n) = e(x)Ln(x) and writing Λ̂α,βf(x) =∫∞
0 f(xy)λα,β (1/y)dy/y =

∫∞
0 f(x/y)λα,β (y)dy/y, we see that if, for any n ≥ 0, f̂n is solution

to the equation

(4.6) e(x)Λ∗α,βfn(x) = Λ̂α,β f̂n(x) = R(n)e(x)

and fn = f̂n
eα,β
∈ L2(eα,β) then, for a.e. x > 0, fn(x) is solution to (4.5). Invoking the theory

of Mellin convolution in the distributional sense, as described in [26, Chap. 11], since from the
Proposition 3.2, we have that λα,β defines clearly a distribution, then the equation (4.6) can be
written, with the notation of [26, Chap. 11.11], as

f̂n
√
λα,β(x) = R(n)e(x).
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Taking the Mellin transform on both sides of this latter equation, one gets

Mf̂n
(s− 1)Mλα,β (s− 1) =

(−1)n

n!

Γ(s)

Γ(s− n)
Γ(s),

where we have used for the Mellin transform of R(n)e(x) the formula 11.7.7 in [26]. That is,
from (3.8),

(4.7) Mf̂n
(s− 1) =

(−1)n

n!

Γ(s)

Γ(s− n)
Γ (αs+ αβ + 1− α)

with the mapping s 7→ Mf̂n
(s − 1) analytical in C(1−β− 1

α
,∞). By means of (3.4), we have that

for any ε > 0, |Mf̂n
(ib − 1)| ≤ Cne

−(α−ε)π
2
|b| with Cn = C(n) > 0. Thus, we deduce, from [26,

Theorem 11.10.1] that the Mellin convolution (4.6) admits an unique solution in the sense of
distribution, given, using the formula aforementioned, by

f̂n(x) = R(n)eα,β(x) =
(−1)n

n!
(xneα,β(x))(n).

Since the function eα,β ∈ C∞(R+), we have f̂n ∈ C∞(R+). Moreover,

fn(x) =
f̂n(x)

eα,β(x)
=

(−1)n

n!eα,β(x)
(xneα,β(x))(n) = R

(n)
eα,βeα,β(x) = Rn(x),

and, by (3.12), fn(xα) = f̂n(xα)
eα,β(xα) is a polynomial and hence fn ∈ L2(eα,β) ∩ C∞(R+). Thus,

for all x > 0, Rn(x) is the unique solution in L2(eα,β) of the equation (4.5), which completes
the proof of the statement. Next, we deduce from the previous identity and the fact that
Span(Ln) = L2(e), see Lemma 3.5, that Λ∗α,β has dense range in L2(eα,β). Then, to prove that
for each n ∈ N, Rn is a co-eigenfunction, as the bounded operator Λα,β has a dense range in
L2(eα,β), it is enough to show that, for all f ∈ L2(e),

〈PtΛα,β f,Rn〉eα,β = e−nt 〈Λα,β f,Rn〉eα,β .

Finally, by means of the intertwining relation (1.7) and the fact that Qt is self-adjoint in L2(eβ)
with the Laguerre polynomials (Ln)n≥0 as eigenfunctions, we get that

〈PtΛα,β f,Rn〉eα,β = 〈Λα,β Qtf,Rn〉eα,β =
〈
Qtf,Λ

∗
α,β Rn

〉
e

= e−nt 〈f,Ln〉e
= e−nt 〈Λα,β f,Rn〉eα,β ,

which completes the proof, since for all n ≥ 0, Rn 6= Pn. �

4.1. Proof of Proposition 2.1. The facts that Pn,Rn ∈ L2(eα,β) for all n ≥ 0 and Span(Pn) =
L2(eα,β) follow easily from lemmas 4.3, 4.6 and 3.5. Next, for any f ∈ L2(eα,β), a simple change
of variables yields that

||f ||2eα,β =
αΓ(αβα + α)

Γ(αβ + 1)
||f ◦ pα||2eβ̃α

with β̃α = αβα + α − 1 and f ◦ pα(x) = f(xα) ∈ L2(eβ̃α). Thus, the two Hilbert spaces are

isomorphic. Since the polynomials are dense in L2(eβ̃α) and Rn ◦pα(x) = Pαn (x) is a polynomial

of order n, we deduce from a standard result, see e.g. [20, Chap. 2.6], that Span(Rn) = L2(eα,β).
Next, using successively (4.3) and (4.5), observe that for any n,m ∈ N,

〈Pn,Rm〉eα,β = 〈ΛLn,Rm〉eα,β = 〈Ln,Λ∗Rm〉e = 〈Ln,Lm〉e = δnm,
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which shows that the sequences are both biorthogonal and minimal. Next, by means of (4.3)
and the Parseval identity of the Laguerre polynomials, we get, for any f ∈ L2(eα,β),

∞∑
n=0

| 〈f,Pn〉eα,β |
2 =

∞∑
n=0

|
〈
Λ∗α,βf,Ln

〉
e
|2 = ||Λ∗α,βf ||e ≤ ||f ||eα,β ,

which provides the Bessel property of (Pn). It remains to show that (Pn) is not a Riesz basis.
By the open mapping theorem and Λα,βLn = Pn, n ≥ 0, it is enough to show that Λα,β is not
bounded from below. Observing, from (3.10), that

||Λα,β pn||eα,β
||pn||e

=
Γ(n+ 1)Γ(αβ + 1)

Γ(αn+ αβ + 1)

||pn||eα,β
||pn||e

=
Γ(n+ 1)Γ

1
2 (2αn+ αβ + 1)

Γ(αn+ αβ + 1)Γ
1
2 (2n+ 1)

and, by Stirling approximation, Γ(n+1)Γ
1
2 (2αn+αβ+1)

Γ(αn+αβ+1)Γ
1
2 (2n+1)

∞∼ e−n(1−α) log 2, we get that

lim
n→∞

||Λα,β pn||eα,β
||pn||e

= 0

which completes the proof.

4.2. Proof of the Theorems 1.1 1.2. The proof of Theorem 1.1 (resp. 1.2) follows readily
from the lemmas 4.2, 4.3 and an application of the Hille-Yosida theorem, combined with the
lemmas 4.5 and 4.6 (resp. Proposition 3.2 and the lemmas 4.3 and 4.6).

5. Proof of Proposition 2.2

5.1. The bound (2.4). We start with the following observation.

Lemma 5.1. The sequence of polynomials (Pn) are the Jensen polynomials associated to the
generalized modified Bessel function Iα,β(x) = Γ(αβ+ 1)

∑∞
n=0

1
Γ(αn+αβ+1)

xn

n! , i.e. for any x, t ∈
R, we have

(5.1) etIα,β(xt) =

∞∑
n=0

Pn(−x)
tn

n!
.

In particular, the sequence (Pn) is not orthogonal in any weighted L2 space.

Proof. First, from [8, Proposition 2.1(ii)], easy algebra yields the identity (5.1). From an elegant
result of Chihara [6] stating that the Laguerre polynomials are the only sequence of orthogonal
polynomials generating the so-called Brenke type function of the form (5.1), we complete the
proof. �
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Then, on the one hand, since, for any p = 0, . . . , n−1, and x ∈ R, where we modify here slightly
the notation to emphasize the dependency on the parameter β in (1.10),

(Pβn (−x))(p) =
n∑
k=p

Γ(k + 1)

Γ(k − p+ 1)

(
n
k

)
Γ(αk + αβ + 1)

xk−p

=
Γ(n+ 1)

Γ(n− p+ 1)Γ(αp+ αβ + 1)

n−p∑
k=0

(
n−p
k

)
Γ(αk + α(β + p) + 1)

xk

=
Γ(n+ 1)

Γ(n− p+ 1)Γ(αp+ αβ + 1)
Pβ+p
n−p (−x).(5.2)

Next, from (5.1), we get, after performing a change of variables, that, for all n, x > 0,

Pn(−x) =
n!

2πi
xn
∮
nx
ez/xIα,β(z)

dz

zn+1
,(5.3)

where the contour is a circle centered at 0 with radius nx > 0. Since the series representation
of Iα,β defines an entire function, one obtains from the Stirling approximation, that, for any

β ≥ 1 − 1
α , its order is lim

k→∞
k ln k

ln(Γ(αk+γ+1)k!) = 1
α+1 and its type is tα = α+1

e lim
k→∞

k(Γ(αk + γ +

1)k!)−
p
k = (α + 1)α−

α
α+1 . Thus, a classical bound from its maximum modulus yields that for

all x > 0 and large n, max|z|=nx |Iα,β(z)| ≤ etα(nx)
1

α+1
. Since plainly, for all x > 0 and n ∈ N,

|Pn(x)| ≤ Pn(−x), see (1.10), we deduce, from (5.3), that

|Pn(x)| ≤ n!etα(nx)
1

α+1

2πi
xn
∮
nx
|e
z
x | dz

|z|n+1
= etα(nx)

1
α+1 n!e−n lnn

2π

∫ 2π

0
en cos θdθ ≤ Cn

1
2 etα(nx)

1
α+1

,

where for the last inequality we used the bound n! ≤ e1−nnn−
1
2 and

∫ 2π
0 en cos θdθ < 2πen.

Finally, from Γ(n+1)
Γ(n−p+1)

∞∼ np, we prove (2.4), for any non-negative integer p, from (5.2).

5.2. The bound (2.5). From (3.17), we get, by differentiating term by term, that, for any
q ∈ N,

W(q)
n (x) =

(−1)n

Γ(αβ + 1)

∞∑
k=0

(−1)k
Γ(k/α+ nq + βqα + 1)

Γ(k/α+ βqα + 1)

x
k
α

+βqα

n!k!
,

where we have denoted for brevity βqα = βα − q = β + 1
α − 1− q and nq = n− q. Note that for

any m ∈ N and 0 < r ≤ m with r̄ = [r] + 1, we have the immediate inequality

Γ(m+ r + 1)

Γ(m+ 1)
≤ (m+ r̄) . . . (m+ 1) ≤ (m+ r̄)r+1 .
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Let n > 2 max(q,−αβqα) = 2q and put Kq
α,n = α+1

α +
|βqα|+1

n . Then an application of the
inequality above with the choice of n gives

|W(q)
n (x)| ≤ 1

Γ(αβ + 1)

(
n∑
k=0

Γ(k/α+ nq + βqα + 1)

Γ(k/α+ βqα + 1)

x
k
α

+βqα

n!k!
+
∞∑
k=n

Γ(k/α+ nq + βqα + 1)

Γ(k/α+ βqα + 1)

x
k
α

+βqα

n!k!

)

≤ xβ
q
α+1(Kq

α,nn)|β
q
α|+2

Γ(αβ + 1)

n∑
k=0

(Kq
α,nnx)

k
α

Γ(k/α+ βqα + 1)k!
+
eαβα+o(1) (1 + γqnα)

n+1

αn+1Γ(αβ + 1)

∞∑
k=n

kn+1

n!

x
k
α

+βqα

k!

≤ xβ
q
α+1(Kq

α,nn)|β
q
α|+2

Γ(αβ + 1)

∞∑
k=0

(Kq
α,nnx)

k
α

Γ(k/α+ βqα + 1)k!
+
eαβ

q
α+o(1) (1 + γqnα)

n+1

αn+1Γ(αβ + 1)

∞∑
k=n

kn+1

n!

x
k
α

+βqα

k!
,(5.4)

where γqn = 1

1+
αβ
q
α
n

= 1 + O
(

1
n

)
. Next, since the first series in the last inequality defines an

entire function (at the argument zα), as in the proof of Lemma 5.1, we compute easily its order

to be α
α+1 and its type to be tα = (α+ 1)α−

α
α+1 , to obtain that for large n,

∞∑
k=0

(Kq
α,nnx)

k
α

Γ(k/α+ βqα + 1)k!
= O

(
etα(Kq

α,nnx)
1

α+1

)
.

For the second term on the right-hand side of (5.4), we have, from the Stirling approximation
and recalling that x ≤ (κn)α, with κ < α

α+1e
−2, that

n−αβ
q
α(1 + γqnα)n+1

αn+1

∞∑
k=n

kn+1

n!

x
k
α

+βqα

k!
≤

(
1 +

γqn
α

)n+1 ∞∑
k=n

kn+1nk

n!

κk

k!

≤
(

1 +
γqn
α

)n√
nen

∞∑
k=n

k
3
2 e−(k−n) ln( k

n
)(eκ)k

≤ n
5
2

(
1 +

γqn
α

)n+1
e2nκn

1− eκ
= O (1) ,

where we used the bound n! ≥ Cnn−
1
2 e−n and noted that e(n−k) ln( k

n
) ≤ 1, for k ≥ n. This

together with the fact that limn→∞K
q
α,n = Kα = 1+α

α completes the proof.

6. Uniform bounds for |Wn(x)| via saddle points methods and proof of
Proposition 2.3

In this section we consider uniform bounds in x and n for |Rn(x)|. We shall use two of its
representations as given in Proposition 3.3 in order to obtain the best asymptotic bound for
||Rn||eα,β . It will be more convenient to state our estimates in term of the function

Wn(x) = Rn(x)eα,β(x).

Note that according to our assumptions

β̄α = αβα = αβ − α+ 1 ≥ 0.

The next result collects all bounds we appeal to in our proofs.
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Proposition 6.1. We write, for any α ∈ (0, 1),

Cα = αα
cosα+1

(
π
2α
)

sinα
(
π
2α
) , Bα = αα

csc
(

π
2(1+α)

)
sinα

(
πα

2(1+α)

) and Aα = (1 + α)α+1 ,(6.1)

with Cα ≤ Bα ≤ Aα. Then, we have the following bounds.

(1) For any a > −βα and any fixed x > 0, we have, for any 0 < ε < α and n large,

(6.2) |Wn(x)| = O
(
n

3
2
−a csc

(
(α− ε)π

2

)n
x−a

)
.

(2) Let x = κ̄α(θ∗)n
α, θ∗ ∈

(
0, π2

)
, where

(6.3) θ∗ 7→ κ̄α(θ∗) = αα
(

sin ((1 + α)θ∗)

sin(θ∗)

)(
sin ((1 + α)θ∗)

sin (αθ∗)

)α
is a decreasing function for each α ∈ (0, 1] with κ̄α(0) = Aα, κ̄α

(
π

2(1+α)

)
= Bα, κ̄α

(
π
2

)
=

Cα. Then, for any 1 > ᾱ > 0 and θ̄ ∈
(
0, π2

)
uniformly on α > ᾱ and 0 < θ < θ̄ we have

with C (α, θ∗) = C
(
θ̄, ᾱ

)(
cos θ∗

(
sin θ∗

sin((1+α)θ∗)

) 1
α

)β̄α+ 1
2

, where C
(
θ̄, ᾱ

)
> 0, that

|Wn(x)| ≤ C (α, θ∗)x
βαe

n
(
−α sin((1+α)θ∗) cos θ∗

sin(αθ∗)
+ln

(
sin θ∗

sin(αθ∗)

))
.(6.4)

(3) For any 1 > ᾱ > 0 and 0 < ε < Bα − Cα there is n0 ∈ N+ such that for n ≥ n0

uniformly on 1 ≥ α ≥ ᾱ (resp. on α > 0) and x ∈
((
Cα + ε

)
nα, Aαn

α
)

(resp. on

x ∈
(
Bαn

α, Aαn
α
)
)

|Wn (x)| = O

(
xβαe−

1
2
x

1
α e

n

(
− ln(α)+ 1

2
(1+α)

1+α
α −1−α

))
.(6.5)

(4) Uniformly on x ≥ Aαnα, for any η < 1,

|Wn(x)| = O

(
α−

5
2 xβαe−ηx

1
α enHα,η

)
(6.6)

where, with
[

1
2 , 1
)
⊂ Eα =

[
(α+ 1)−

1
α , 1
)
, ∀α ∈ (0, 1),

Hα,η = max
{
η (1 + α)

α+1
α − (α+ 1)− ln(α); ln

(
η−α − 1

)}
=

(
η (1 + α)

α+1
α − (α+ 1)− ln(α)

)
I{η/∈Eα} − ln

(
η−α − 1

)
I{η∈Eα}(6.7)

and limα↑1 limη→ 1
2
Hα,η = 0.

To prove Proposition 6.1 we resort to different saddle point approximations of the Mellin-Barnes
representation (3.15) of Wn(x), that is for any n ∈ N, a > −βα and x > 0,

(6.8) Wn(x) =
(−1)n

2πiΓ(n+ 1)

∫ a+i∞

a−i∞
x−s

Γ(s)

Γ(s− n)
Γ
(
αs+ β̄α

)
ds.
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We discuss different scenarios: when x is fixed and n→∞ and when x belongs to different non-
overlapping regions in R+ which vary with n. The latter is required by the estimates obtained
via optimal application of a somewhat generalized saddle point method.

6.1. The bound (1). From (6.8), we get that for fixed x > 0 and a as in the statement,

|Wn(x)| ≤ Cx−a
∫ ∞
−∞

|Γ(a+ ib)|
Γ(n+ 1) |Γ(a+ ib− n)|

|Γ
(
αa+ β̄α + iαb

)
|db

where throughout C stands for a generic positive constant. The celebrated formula |Γ(a+ ib−
n)| |Γ(n+ 1− a+ ib)| = π

|sin(π(a−n−ib))| , and the uniform bound |sin(π(a+ ib))| ≤ Ceπ|b| yield

that

|Wn(x)| ≤ Cx−a
∫
R

∣∣∣∣Γ(a+ ib)Γ (n− a+ ib)

Γ(n+ 1)
Γ
(
α(a+ ib) + β̄α

)∣∣∣∣ eπ|b|db.(6.9)

Next using the bound (3.3), we get, for any 0 < ε < α,

|Wn(x)| ≤ Cx−a
∫ ∞
−∞

|Γ(n+ 1− a+ ib)|
Γ(n+ 1)

e(1−α+ε)π
2
|b|db.

Hence, using [28, Lemma 2.6], we obtain, for large n, that

|Wn(x)| ≤ Cx−an1−a e
n lnn−n

Γ(n+ 1)
sec
(

(1− α+ ε)
π

2

)n− 1
2
.

The Stirling approximation, e.g. (3.3), for Γ (n+ 1) shows that (6.2) holds.

6.2. The bounds (4) and (2) of Proposition 6.1. For sake of clarity, we present the proofs
of our estimates by stating several intermediate results which emphasize the different key steps
of the saddle point approach. We postpone the proofs of the ones requiring some technical
developments to the next subsections. Throughout, we shall recall, assume and use the following
relations

β̄α = αβα = αβ − α+ 1 and ς = 1− ς.
Note that according to our assumptions β̄α ≥ 0. We start with the following general upper
bound which follows as a result of using different estimates of the gamma function.

Lemma 6.2. For any n ∈ N and κ > 0 with n = ςa and x = (κα)α nα, we have that on
0 < ς < αn

h , or equivalently αa > h, for any h > 0, that

|Wn(x)| ≤ Cαβ̄α−
1
2nβ̄ας−β̄α−

1
2 enHκ(ς)

∫ ∞
0

eagς(τ)Rς(τ)dτ

= Cα−
1
2 (κς)−β̄α−

1
2κ

1
2xβαenHκ(ς)

∫ ∞
0

eagς(τ)Rς(τ)dτ,(6.10)

where C = C(h) > 0 is non-increasing in h > 0,

(6.11) Hκ(ς) = −
(
α ln(κ)

ς
+
α

ς
+ ln ς +

α

ς
ln ς +

ς

ς
ln |ς|

)
,

(6.12) gς(τ) =
1

2

(
(1 + α) ln(1 + τ2)− ς ln

(
1 +

τ2

ς2

))
− τ

(
(1 + α) arctan τ − arctan

(
τ

ς

))
,
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and

(6.13) Rς(τ) =
(
1 + τ2

) β̄α−1
2
(
ς2 + τ2

) 1
4 .

To optimize the upper bound of |Wn(x)| we first investigate the function gς(τ) defined in (6.12).
More precisely, we have that

(6.14) g′ς(τ) = −(1 + α) arctan(τ) + sgn(ς) arctan

(
τ

|ς|

)
+ πI{ς≥1},

and, the following result.

Lemma 6.3. For all ς ≥ 0, gς(0) = 0. Moreover, the equation

g′ς(τ) = 0

has a non-zero solution τ∗ = τ(ς) > 0 if and only if ς > α
α+1 . Finally, for all ς ≥ 0, the mapping

τ 7→ gς(τ) attains a unique global maximum at τ∗ = τ(ς), given by

(6.15) gς(τ∗) =
1

2

(
(1 + α) ln(1 + τ2

∗ )− ς ln

(
1 +

τ2
∗
ς2

))
I{ς> α

1+α
}.

Upon taking out eagς(τ∗) in (6.10) and using that n = aς, we obtain

|Wn(x)| ≤ Cαβ̄α−
1
2nβ̄ας−β̄α−

1
2 en(Hκ(ς)+ 1

ς
gς(τ∗))I(a, ς)

≤ Cα−
1
2 (κς)−β̄α−

1
2κ

1
2xβαen(Hκ(ς)+ 1

ς
gς(τ∗))I(a, ς)(6.16)

where the remainder integral expression is given by

(6.17) I(a, ς) =

∫ ∞
0

ea(gς(τ)−gς(τ∗))Rς(τ)dτ.

We note that the saddle point method is not immediately applicable as the integrand in I(a, ς)
depends on the parameter ς ∈ (0,∞). In order to be able to estimate I(a, ς), we need to deliver
some additional information on the mapping τ∗ = τ(ς). First we start though with a very useful
lemma that will be used in the sequel. Note that

(6.18) g′ς (τ∗) =

 −(1 + α) arctan(τ∗) + arctan
(
τ∗

1−ς

)
= 0, ς < 1

π − (1 + α) arctan(τ∗)− arctan
(
τ∗
ς−1

)
= 0, ς ≥ 1,

is simply (6.14) at the point of a unique global maximum τ∗ ≥ 0. We have the following claim.

Lemma 6.4. The solution of (6.18) in terms of θ∗ = arctan (τ∗) ∈
(
0, π2

)
is given by

(6.19) ς(θ∗) = 1− tan(θ∗)

tan ((1 + α) θ∗)
=

sin (αθ∗)

sin ((1 + α)θ∗) cos (θ∗)
.

Moreover, θ∗ 7→ ς(θ∗) is increasing on (0, π2 ) with range
(

α
α+1 ,∞

)
and the following holds.

(1) ς 7→ τ∗(ς) is non-decreasing on (0,∞) with τ∗(ς) = 0 on (0, α
α+1 ] and τ∗(1) = tan

(
π

2(1+α)

)
.

(2) ς 7→ h (ς) := τ∗(ς)
|ς| = tan ((1 + α) θ∗) is increasing on

(
α

1+α , 1
)

and decreasing on (1,∞),

with h
(

α
1+α

)
= 0, limς→1 h(ς) =∞ and limς→∞ h(ς) = tan

(
π
2 (1− α)

)
.
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We are now ready to provide bounds for the remainder integral I(a, ς) in (6.16).

Lemma 6.5. (1) For any K ≥ 1, there exists C = C(K) > 0 such that

sup
ς≤K

I(a, ς) ≤ C

α2
.(6.20)

(2) Fix ᾱ > 0. Then ∀α > ᾱ > 0 there exist uniform constants K0 > 2, C0 > 0 such that,
for ς > K0 > 2,

(6.21) I (a, ς) ≤ C0ς
β̄α+ 1

2 .

Lemma 6.5 shows that for any choice of ς ≤ K the upper bound in (6.16) can be reduced to

|Wn(x)| ≤ C(K, β̄α)α−
5
2

+β̄αnβ̄ας−β̄α−
1
2 enH

∗
κ(ς) = Cα−

5
2 (κς)−β̄α−

1
2κ

1
2xβαenH

∗
κ(ς)(6.22)

where

H∗κ(ς) = Hκ(ς) +
1

ς
gς(τ∗)I{ς> α

α+1
}.(6.23)

For given κ > 0, n ≥ 0 we wish to minimize H∗κ(ς). For this purpose, putting τ∗ = |ς|h, we
observe, differentiating (6.18) with respect to ς, that{

(1 + α) τ ′∗
1+τ2
∗

= h′

1+h2 , ς < 1,

− (1 + α) τ ′∗
1+τ2
∗

= h′

1+h2 , ς ≥ 1.

Thus, from (6.15) we are able to get that

∂

∂ς
gς(τ∗) =

1

2
ln

(
1 +

τ2
∗
ς2

)
,

and to conclude with the help of (6.11) that

∂

∂ς
H∗κ(ς) =

α ln(κς) + ln |ς|
ς2

+
I{ς> α

α+1
}

2ς2

(
ln

(
1 +

τ2
∗
ς2

)
− (1 + α) ln

(
1 + τ2

∗
))

.(6.24)

As a result we have the following claim.

Lemma 6.6. The equation ∂
∂ςH

∗
κ(ς) = 0, which is equivalent to

(6.25) − α ln(κ) = α ln(ς) + ln |ς|+ 1

2

(
ln

(
1 +

τ2
∗
ς2

)
− (1 + α) ln

(
1 + τ2

∗
))

I{ς> α
α+1
},

has a unique solution ς∗ = ς(κ) for all ακ > C
1
α
α . We have, with κ = κ∗ = κ(ς∗) and ς∗ = 1− ς∗,

(6.26) κ∗ =
1

ς∗

(
|ς∗|−

1
α I{ς∗≤ α

1+α
} +

(
1 + τ2

∗
) 1

2

(
1 + τ2

∗
ς2
∗ + τ2

∗

) 1
2α

I{ς∗> α
1+α
}

)
,

which when ς∗ >
α
α+1 , κ̄α(θ∗) = (ακ∗)

α is expressed by (6.3) in terms of θ∗ = arctan(τ∗), and,

for all θ∗ ∈ (0, π2 ),

(6.27) − ln ς∗ + ln (ς∗) +
1

2
ln

(
1 +

τ2
∗

(ς∗ − 1)2

)
= ln

(
sin (θ∗)

sin (αθ∗)

)
≤ − ln(α).

Finally, if ακ < C
1
α
α , we have that ∂

∂ςH
∗
κ(ς) < 0, for all ς > 0.
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Proof. The representation (6.26) of κ∗ is immediate from the equation (6.25), which in turn
is the solution to ∂

∂ςH
∗
κ(ς) = 0, see (6.24). If ς > α

α+1 , then (6.3) follows as a result of the

parametrization θ∗ = arctan(τ∗) in (6.26). Next from the fact that limκ→0 lnκ = −∞ we
conclude that ∂

∂ςH
∗
κ(ς) < 0, for all ς > 0 and ακ < Cα since (6.25) has no solution. �

6.2.1. Proof of (6.4) and (6.5). When ακ > C
1
α
α thanks to (6.25) of Lemma 6.6 and upon

substitution in (6.23) we have that

(6.28) H∗κ(ς∗) = −α
ς∗
− ln

ς∗
|ς∗|

+
1

2
ln

(
1 +

τ2
∗

(ς∗ − 1)2

)
I{ς∗> α

α+1
}.

Using (6.28) with the parametrization θ∗ = arctan (τ∗), from (6.22) and (6.27), we get (6.4),
since, in this setting, (ακ∗)

α = κ̄α (θ∗) ∈
(
Cα, Aα

)
is represented by (6.3) and from Lemma 6.6

ς∗ >
α
α+1 . Next from (6.22) taking out the term − α

ς∗
in (6.28), and using x = κ̄α(θ∗)n

α, we get

|Wn(x)| ≤ Cαβ̄α−
5
2

(
κ̄

1
α
α (θ∗)ς∗

)−β̄α− 1
2

κ̄
1

2α
α (θ∗)x

βαe−
1
2
x

1
α e−n ln(α)e

n

(
1
2
−ακ̄

− 1
α

α (θ∗)
ς∗

)
κ̄

1
α
α (θ∗)

.

The estimate (6.5) is obtained with the worst possible choices, that is, κ̄
1
α
α (0) = (1 + α)

1+α
α ,

ς∗(0) = α
α+1 in the last exponent, κ̄α (θ∗) ∈

(
Cα, Aα

)
and ς∗ ≥ α

1+α .

6.2.2. Proof of (6.6). When ς ≤ α
α+1 , from (6.26), we have κ∗ς∗ = ς

− 1
α
∗ and thus (6.22) with

K = 1 yields the following inequality, recalling that x
1
α = ακ∗n,

|Wn(x)| ≤ Cα−3ς
1
α(β̄α+ 1

2)
∗ enH

∗
α,η(ς∗)xβα+ 1

2α e−ηx
1
α ,

where we have set H∗α,η(ς∗) = − α
ς∗
− ln

(
ς∗
ς∗

)
+ ηα

ς∗(ς∗)
1
α

and note that ς
1
α(β̄α+ 1

2)
∗ ≤ 1, for 0 ≤ ς ≤

α
α+1 . Easy algebra gives then that

∂

∂ς∗
H∗α,η(ς∗) =

α− (1 + α)ς∗
ς2
∗ ς∗

(
1− η

ς
1
α
∗

)
.

Thus, H∗α,η(ς∗) has at most one local maximum on
(

0, α
α+1

)
either at α

α+1 or at ς
1
α
∗ = η, with

H∗α,η

(
α

1+α

)
= η (1 + α)

1
α

+1 − (α + 1) − ln(α) and H∗α,η (1− ηα) = ln
(

ηα

1−ηα
)

, which completes

the proof of (6.6).

6.3. Proofs of the lemmas.

6.3.1. Proof of Lemma 6.2. Recall that β̄α = αβα = 1+α (β − 1). First, from [28, (2.2.30), Ch.2,
p.50] since <(s) > 0 we have, when |αs| ≥ h, that∣∣∣∣Γ(αs+ β̄α)

Γ (αs)

∣∣∣∣ ≤ C |αs|β̄α
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for some constant C = C(h) > 0. Hence, using this in (6.8) with αa > h, we get with some
absolute constant C > 0 that

|Wn(x)| ≤ Cαβ̄αx−a

Γ(n+ 1)

∫ ∞
−∞
|a+ ib|β̄α

∣∣∣∣ Γ(a+ ib)

Γ(a− n+ ib)
Γ (aα+ iαb)

∣∣∣∣ db
=

2Cαβ̄αx−aaβ̄α+1

Γ(n+ 1)

∫ ∞
0
|1 + iτ |β̄α

∣∣∣∣Γ (a (1 + iτ)) Γ (aα (1 + iτ))

Γ (a (ς + iτ))

∣∣∣∣ dτ,(6.29)

where we have performed the change of variables τ = b
a and n = aς. We proceed with some

estimates of the gamma functions. First, from [28, (2.1.8), Ch.2, p.70], we get that for αa > h

|Γ (a (1 + iτ)) Γ (αa (1 + iτ))| ≤ C(h)e−a(1+α)+a ln(a)+aα ln(aα) e
a
(

(1+α)
2

ln(1+τ2)−(1+α)τ arctan(τ)
)

aα
1
2 (1 + τ2)

1
2

.

Next, from [28, (2.1.8), Ch.2, p.70] using that aς ln (a) = ln
(
n
ς

)n
with some absolute constant

C > 0, we have that

|Γ (a (ς + iτ))|−1 ≤ Ce−n+ae−(a−aς− 1
2) ln(a)e−(a−aς− 1

2) ln|ς+iτ |+aτ arctan τ
ς

= Ce−nnnς−na
1
2 ea−a ln(a)ea(−

ς
2

ln(ς2+τ2)+τ arctan τ
ς )
(
ς2 + τ2

) 1
4 .

Putting pieces together and using the Stirling formula for Γ(n+1) yield with some C = C(h) > 0,
the inequality

|1 + iτ |β̄α |Γ (a (1 + iτ)) Γ (αa (1 + iτ))|
Γ(n+ 1) |Γ (a (ς + iτ))|

≤ C(αa)−
1
2n−

1
2 ς−ne−aα+aα ln(aα)Ra,ς(τ)(6.30)

where with Rς(τ) =
(
1 + τ2

) β̄α−1
2
(
ς2 + τ2

) 1
4 , see (6.13),

Ra,ς(τ) = e
a
2 ((1+α) ln(1+τ2)−ς ln(ς2+τ2))e−aτ((1+α) arctan(τ)−arctan τ

ς )Rς(τ)

= eagς(τ)e−aς ln|ς|Rς(τ) = eagς(τ)e−n
ς
ς

ln|ς|Rς(τ).(6.31)

Plugging the upper bounds (6.30) and (6.31) in (6.29), we get that

|Wn(x)| ≤ Cαβ̄α−
1
2n−

1
2aβ̄α+ 1

2 e−a ln(x)−n ln ς−aα+aα ln(aα)−aς ln|ς|
∫ ∞

0
eagς(τ)Rς(τ)dτ,

which, after rearranging the terms by using the relations x = (ακn)α and n = ςa, completes the
proof of the form (6.10). The fact that ς ∈ (0, αnh ) follows from the fact that aα = n

ς α > h.

6.3.2. Proof of lemmas 6.3 and 6.4. First, for ς < 1, we note from (6.14) that g′′ς (τ) = − 1+α
1+τ2 +

ς
ς2+τ2 < 0, ∀τ > 0 if and only if τ2 > ς

α+ς (1− ς(1 + α)) , ∀τ > 0, which is equivalent to ς ≤ α
α+1 .

Therefore, the mapping τ 7→ g′ς(τ) is decreasing for ς ≤ α
α+1 and otherwise increasing on a finite

interval of the type (0, b) and then decreasing to limτ→∞ g
′
ς(τ) = −π

2α < 0. Since gς(0) = 0 we
conclude the claim in this case. For ς = 1 the claim is immediate, thus we assume in the sequel
that ς > 1. It is clear that τ 7→ g′ς(τ) is decreasing, g′ς(0) = π and limτ→∞ g

′
ς(τ) = −π

2α < 0,
which completes the proof of the Lemma 6.3. Next, the proof of (6.19) is immediate from

(6.18). The fact that ς = ς(θ∗) is increasing on
(

0, π
2(1+α)

)
follows from the fact that both

cos (θ∗) and sin((1 + α)θ∗)/ sin(αθ∗) are decreasing on this interval. The remaining portion

between
(

π
2(1+α) ,

π
2

)
is dealt with (6.19) since tan(θ∗) and − 1

tan((1+α)θ∗)
are increasing on the

interval. This completes the proof of the first part of Lemma 6.4. Let ς < 1. Then we know
25



from Lemma 6.3 that τ∗ = 0, for ς ≤ α
α+1 . The fact that τ∗ is increasing for ς ∈

(
α
α+1 ,∞

)
follows from the properties reflected in (6.19) of Lemma 6.4 which imply that θ∗ = arctan(τ∗)
and hence τ∗ is increasing with ς. The fact that h(ς) is increasing on (0, 1) and decreasing on
(1,∞) follows from (6.18) upon differentiation and using the fact that τ ′∗ ≥ 0. The values of
τ∗(1), limς↓1 h(ς), limς↑1 h(ς), limς→∞ h(ς) follow from substitutions and manipulations of (6.18).

6.3.3. Proof of Lemma 6.5. For ς ≤ 1 we have from (6.13) with ρα = β̄α
2 −

1
4 that

Rς(τ) ≤
(
1 + τ2

)ρα .
Next according to Proposition 6.3 for each ς, gς(τ) attains a unique global maximum at τ∗

and from Lemma 6.4(1) we have that supς≤1 τ∗(ς) = τ∗(1) = tan
(

π
2(1+α)

)
. Therefore, with

1
1+α < α̃ =

1+α
2

1+α < 1, we have tan
(

π
2(1+α)

)
< tan

(
π
2 α̃
)

and we get that

I1 (a, ς) =

∫ tan(π2 α̃)

0
ea
∫ τ
τ∗ g
′
ς(r)drRς(τ)dτ ≤

∫ tan(π2 α̃)

0

(
1 + τ2

)ρα dτ ≤ K1(α),

where we set K1(α) = tan
(
π
2 α̃
)( I{ρ̄α>0}

cos2ρα(π2 α̃)
+ I{ρ̄α≤0}

)
. However, we check that from (6.14)

with ς ≤ 1 that for τ > tan
(
π
2 α̃
)

we have that

g′ς(τ) ≤ π

2
− (1 + α) arctan

(
tan

(π
2
α̃
))
≤ −πα

4
.

Thus, for any 0 < α ≤ 1 and ς < 1 using a = n
ς > n and τ − τ∗(ς) ≥ τ − τ∗(1) ≥ τ − tan

(
π
2 α̃
)

we have that

I2 (a, ς) =

∫ ∞
tan(π2 α̃)

ea
∫ τ
τ∗ g
′
ς(r)drRς(τ)dτ ≤

∫ ∞
tan(π2 α̃)

e−n
πα
4

(τ−tan(π2 α̃))
(
1 + τ2

)ρα dτ ≤ K2 (α) ,

with K2 (α) =
∫∞

0 e−
πα
4
τ
(

1 +
(
τ + tan

(
π
2 α̃
))2 I{ρ̄α>0}

)ρα
dτ . Thus, we have that

I(a, ς) = I1 (a, ς) + I2 (a, ς) ≤ K1(α) +K2 (α) .

However, as limα↓0 ρα = −1
4 + limα↓0

αβα
2 = 1

4 then clearly α2K1(α) = o(1). Also immediately

α2K2(α) = o(1). Thus (6.20) follows for ς < 1. The proof of (6.20) follows a similar pattern for
K ≥ ς > 1 with some K > 1. To prove (6.21), choose, for any ς̃ = ς − 1 > 1, τ > ς̃ tan

(
π
2H
)
,

for some 0 < H < 1. Then from (6.14) we have that

g′ς(τ) ≤ π − π

2
H − (1 + ᾱ) arctan

(
ς̃ tan

(π
2
H
))

.

Therefore, for any ᾱ
2 > ε > 0 small enough and 1 > H0 > 1 − ᾱ

2 there exists, K0 = K0(ε) > 2

such that ∀α > ᾱ and ς > K0 we have that g′ς(τ) ≤ −ε, ∀τ > ς̃T0, with T0 = tan
(
π
2H0

)
, and,

thus we conclude that τ∗ < ς̃T0. Using again that at τ∗ the function gς(τ) attains a unique
global maximum, we get using the expression for Rς(τ) in (6.13) that

I1(a, ς) =

∫ ς̃T0

0
ea
∫ τ
τ∗ g
′
ς(r)dr Rς(τ)dτ

≤
∫ ς̃T0

0

(
1 + τ2

) β̄α−1
2
(
ς2 + τ2

) 1
4 dτ

≤ ς̃
3
2

∫ T0

0

(
1 + ς̃2τ2

) β̄α−1
2
(
1 + τ2

) 1
4 dτ.
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When β̄α ≥ 1 we then get by estimating at τ = T0 that I1(a, ς) ≤ Cς β̄α+ 1
2 . Otherwise, if

0 ≤ β̄α ≤ 1, we get by estimating only
(
1 + τ2

) 1
4 ≤

(
1 + T 2

0

) 1
4 in the last integral and changing

back variables that

I1(a, ς) ≤ ς̃
1
2

∫ ς̃T0

0

(
1 + τ2

) β̄α−1
2 dτ ≤ Cς̃ β̄α+ 1

2 ≤ Cς β̄α+ 1
2 .

Next, since g′ς(τ) ≤ −ε, ∀τ > ς̃T0, and τ∗ < ς̃T0, we have, recalling that n = aς,

I2 (a, ς) =

∫ ∞
ς̃T0

ea
∫ τ
τ∗ g
′
ς(r)dr Rς(τ)dτ

≤
∫ ∞
ς̃T0

e−aε(τ−ς̃T0)
(
1 + τ2

) β̄α−1
2
(
ς2 + τ2

) 1
4 dτ

=

∫ ∞
0

e−
n
ς
ετ
(

1 + (τ + ς̃T0)2
) β̄α−1

2
(
ς2 + (τ + ς̃T0)2

) 1
4
dτ.

Since ς > K0 > 2 we have that 1/ς < K−1
0 < 1/2, and, thus we get, by performing a change of

variables,

I2 (a, ς) ≤ ς̃
3
2

∫ ∞
0

e
−
(

1− 1
K0

)
ετ
(

1 + ς2 (τ + T0)2
) β̄α−1

2
(

1 + (τ + T0)2
) 1

4
dτ.

Again when β̄α ≥ 1 we get using that ς̃2 (τ + T0)2 ≥ T 2
0 > 0 that for some C̃ = C(K0, H0) > 0

we have that (
1 + ς̃2 (τ + T0)2

) β̄α−1
2 ≤ C̃ς̃ β̄α−1 (τ + T0)β̄α−1

and we conclude, with some C = C(K0, H0, ε) > 0, that

I2 (a, ς) ≤ Cς β̄α+ 1
2 .

Assume next that 0 ≤ β̄α < 1. Clearly,

sup
τ≥0

(
e
− 1

2

(
1− 1

K0

)
ετ
(

1 + (τ + T0)2
) 1

4

)
≤ C,

for some C = C(H0,K0, ε) > 0 and thus

I2 (a, ς) ≤ Cς̃
3
2

∫ ∞
0

e
− 1

2

(
1− 1

K0

)
ετ
(

1 + ς̃2 (τ + T0)2
) β̄α−1

2
dτ

≤ CT β̄α−1
0 ς̃ β̄α+ 1

2

∫ ∞
0

e
− 1

2

(
1− 1

K0

)
ετ
dτ.

Therefore, we again conclude that I2 (a, ς) ≤ Cς β̄α+ 1
2 . Since I (a, ς) = I1 (a, ς) + I2 (a, ς) we

deduce the inequality (6.21) and therefore conclude the proof of our lemma.

6.4. Proof of Proposition 2.3. We are now ready to derive our upper bound for the norms
of Rn in L2(eα,β) and L2(eγ,β,α).
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6.5. The estimate (2.6). Recall that β̄α = αβα = 1 + α (β − 1). Writing

Fn(x) = Γ(αβ + 1)W2
n(x)x−βαex

1
α ,

we split the norms squared into three pieces as follows

(6.32) ||Rn||2eα,β =

∫ Bαnα
0

Fn(x)dx+

∫ Aαnα

Bαnα
Fn(x)dx+

∫ ∞
Aαnα

Fn(x)dx,

where we have set Bα = 2α
(
A

1
α
α
2 −A

1
α+1
α

)α
= 2α

(
(α+1)1+ 1

α

2 − (α+ 1)

)α
. We have the following

useful fact recalling that Cα = αα
cosα+1(π2 α)

sinα(π2 α)
and Bα = αα

csc
(

π
2(1+α)

)
sinα

(
πα

2(1+α)

) .

Lemma 6.7. There exists ᾱ > 0 such that, for any 0 < α < ᾱ, Bα > Bα. Moreover, for any
α ∈ (0, 1), Bα > Cα.

Proof. The first claim follows from the inequality limα→0
B

1
α
α
2 = e−2

2 > 1
π = limα→0

B
1
α
α
2 . Next,

we write f1(α) = (α+ 1)
α+1
α and C

1
α
α = f2(α)f3(α), where f2(α) = α

sin(π2 α)
and f3(α) =

cos1+ 1
α

(
π
2α
)
. Note that Bα > Cα is equivalent to f1(α)− f2(α)f3(α) > 2 (α+ 1). We have that

f2 is non-decreasing convex on (0, 1) and since f ′1(α) = (α+1)
α+1
α

α2 (α− ln(α+ 1)) and f ′′1 (α) =
f1(α)
α4

(
ln2(α+ 1)− α2

α+1

)
, we deduce that f1 is concave on (0, 1) with limα→0 f1(α) − f2(α) =

e− 2
π > 2, and as f3(α) ≤ 1, we have that there exists α1 > 0 such that for any 0 < α < α1

f1(α)− f2(α)f3(α) ≥ f1(α)− f2(α) > 2 (α+ 1) .

Repeating this argument, one constructs an increasing sequence (αn), with n ≤ 10, where αn+1

is obtained from αn by using the bound for α ∈ [αn,
1
2 ], f3(α) = cos

α+1
α

(
π
2α
)
≤ cos3

(
π
2αn

)
< 1

yielding to the second claim in the case α ≤ 1
2 . Now assume that α > 1

2 . Since f3(α) ≤ f̄3(α) =

cos2(απ2 ) with f̄ ′′3 (α) = −1
2π

2 cos(πα) > 0 for α ∈ (1
2 , 1] and limα→1 f

′
1(α)−f ′3(α) = 4(1−ln(2)) ≈

1.23 < 2 and as above one may construct a sequence (αn) with α1 = 1 and α4 <
1
2 , such that

for any α ∈ (1
2 , αn), f2(α) ≤ αn

sin(αn
π
2

) which guarantees the existence of αn+1 < αn, such that

for any α ∈ [αn+1, αn],

(α+ 1)
α+1
α − αn

sin(αn
π
2 )
f̄3(α) > 2(α+ 1),

which completes the proof. �

Recall that βα = β + 1− 1
α . Then for each range we have the following estimates for large n.

1) On (0,Bαnα), we have from the estimate (6.2), with a = −βα
2 , x = κnα, κ < B

1
α
α and any

0 < ε < α, that, for large n,

Fn(x) ≤ Cnβα+αβα+3e
2n ln

(
csc
(

(α−ε)π
2

))
ex

1
α ≤ Cnβα+αβα+3e

2n

(
ln
(

csc
(

(α−ε)π
2

))
+
B

1
α
α
2

)

and hence∫ Bαnα
0

Fn(x)dx = O

(
nβα+αβα+3+αe

2n

(
− ln

(
sin
(

(α−ε)π
2

))
+ 1

2
(α+1)

α+1
α −(α+1)

))
.
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2) On (Bαnα, Aαnα). Since, from Lemma 6.7, Bα > Cα and for small α, Bα > Bα, we can use
the estimate (6.5) to get∫ Aαnα

Bαnα
Fn(x)dx = O

(
nα+αβαe

2n

(
− ln(α)+ 1

2
(α+1)

α+1
α −(α+1)

))
.

3) On (Aαn
α,∞). Let η = 1+ε

2 for any 0 < ε < 1
2 we have, from (6.6),

Fn(x) ≤ Cαe−2n ln(( 1
2

+ε)−α−1) xβα+ 1
α e−εx

1
α

and thus, we get, for any 0 < ε < ε, that∫ ∞
Aαnα

Fn(x)dx ≤ Cαe−2n ln(( 1
2

+ε)−α−1)e−εnA
1
α
α .

Hence, ∫ ∞
Aαnα

Fn(x)dx = O
(
e2nTα

)
.

To conclude the proof of the estimate (2.6), we note that, for all α ∈ (0, 1),

Tα = − ln (2α − 1) ≥ − ln(α) +
1

2
(α+ 1)

α+1
α − (α+ 1) ≥ − ln(sin

(απ
2

)
) +

1

2
(α+ 1)

α+1
α − (α+ 1),

where the first inequality follows from (6.7) with η = 1
2 and the second from sin

(
απ
2

)
≤ α,∀α ∈

(0, 1).

6.5.1. The estimate (2.7). We recall that for any 0 < γ < α and ηα > 0 fixed

eγ,β,α(x) = xβ+ 1
α
−1eηαx

1
γ
, x > 0,

and as above, writing,

F̄n(x) =W2
n(x)x−β−

1
α

+1e−ηαx
1
γ
,

we split the norms squared into four pieces as follows

||Rn||2eγ,β,α =

∫ 1

0
F̄n(x)dx+

∫ Kαnα

1
F̄n(x)dx+

∫ Aαnα

Kαnα
F̄n(x)dx+

∫ ∞
Aαnα

F̄n(x)dx,

where Kα = e−2α−ε
(

α
α+1

)α
.

1) On (0, 1) and (1,Kαn
α), we use the bound (2.5), which yields that

F̄n(x) ≤ Cn(nx)β+ 1
α e2̄tα(nx)

1
α+1−ηαx

1
γ
,

and thus, on the one hand,∫ 1

0
F̄n(x)dx ≤ Cn1+β+ 1

α

∫ 1

0
xβ+ 1

α e2̄tα(nx)
1

α+1−ηαx
1
γ
dx

≤ Cn1+β+ 1
α e2̄tαn

1
α+1

.
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On the other hand,∫ Kαnα

1
F̄n(x)dx ≤ Cαn

1+β+ 1
α

∫ Kαnα

1
xβ+ 1

α e2̄tα(nx)
1

α+1−ηαx
1
γ
dx

= Cαn
1+β+ 1

α
+αβ+α+1

∫ Kα

n−α
vβ+ 1

α e
n

(
2̄tαv

1
α+1−ηαn

α
γ −1

v
1
γ

)
dv.

Next with gn(v) = 2̄tαv
1

α+1 − ηαn
α
γ
−1
v

1
γ , we have g′n(v) = v

1
α+1
−1
(

2̄tα
α+1 −

ηα
γ n

α
γ
−1
v

1
γ
− 1
α+1

)
and simple computation yields that g′n(v) < 0 on (n−α,Kα) and thus∫ Kαnα

1
F̄n(x)dx ≤ Cαn

1+β+ 1
α

+αe2̄tαn
1

α+1
.

Putting pieces together, we get∫ Kαnα

0
F̄n(x)dx = O

(
n1+β+ 1

α
+αe2̄tαn

1
α+1

)
.(6.33)

2) On (Kαn
α, Aαn

α). First, note that since α 7→ Kα (resp. α 7→ Aα) is non-increasing (resp. non
decreasing) and limα→0Kα = e−ε < limα→0Aα = 1, we have, Kα < Aα for all α ∈ (0, 1).

Then, using the bound (6.2), with a = −βα
2 , and any 0 < ε < α, we get

Fn(x) ≤ Cnβα+3e
2n ln

(
csc
(

(α−ε)π
2

))
e−K

1
γ
α n

α
γ
,

and, hence ∫ Aαnα

Kαnα
F̄n(x)dx = O

(
nβα+3+αe

2n ln
(

csc
(

(α−ε)π
2

))
e−K

1
γ
α n

α
γ

)
.(6.34)

3) On (Aαn
α,∞), we use the bound (6.6), with η = 0, to get

F̄n(x) ≤ Cαx
βα+ 1

α e2n(− ln(α)−(α+1))e−ηαx
1
γ
,

and, hence for any 0 < ε < ηα, we have∫ ∞
Aαnα

F̄n(x)dx = O

(
e−2n ln(α)−εn

α
γ

)
.(6.35)

The proof is completed by combining (6.33), (6.34) and (6.35).

7. Proof of Theorem 1.4

We have now all the ingredients to complete the proof of Theorem 1.4. First, from the inter-
twining relation (1.7) and the expansion (1.8) of the Laguerre semigroup of order β = 0, we get,
in the L2(eα,β) topology, that for any f ∈ L2(e), t > 0,

PtΛα,β f(x) = Λα,β Qtf(x) = Λα,β

∞∑
n=0

e−nt〈f,Ln〉e Ln(x) =

∞∑
n=0

e−nt〈f,Ln〉e Pn(x),

where the last identity is justified by the Bessel property of the sequence (Pn) combined with
the fact that for any f ∈ L2(e), the sequence (〈f,Ln〉e) ∈ `2(N). Next since from Proposition
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3.2, Ran(Λα,β) = L2(eα,β) and Ker(Λα,β) = {∅}, we have that Λ−1
α,β is densely defined from

L2(eα,β) into L2(e) and thus, for any f ∈ Ran(Λα,β) and t > 0,

Ptf(x) =

∞∑
n=0

e−nt〈Λ−1
α,β f,Ln〉e Pn(x) in L2(eα,β).

Note that the two linear operators coincide on a dense subset of L2(eα,β). Using now (4.5), we
deduce that, for any f ∈ Ran(Λα,β) and t > 0,

Ptf = Stf in L2(eα,β)(7.1)

where we have set

(7.2) Stf =
∞∑
n=0

〈Ptf,Rn〉eα,β Pn =
∞∑
n=0

e−nt〈f,Rn〉eα,β Pn.

From again the Bessel property of the sequence (Pn), we have that the domain of St is D(St) =
{f ∈ L2(eα,β);

(
e−nt〈f,Rn〉eα,β

)
∈ `2(N)}. Next, an application of the Cauchy-Schwarz inequal-

ity yields, for any f ∈ L2(eα,β), some ε > 0 and n large,∣∣〈f,Rn〉eα,β ∣∣ ≤ ||f ||eα,β ||Rn||eα,β ≤ e
nTα ||f ||eα,β ,

where we have used the bounds (2.6). Thus, for any t > Tα, D(St) = L2(eα,β) and using the
synthesis operator as defined in (2.3), we get that St extends to a bounded linear operator
in L2(eα,β). Hence, from (7.1), since Ran(Λα,β) = L2(eα,β), we conclude, by an uniqueness
argument, that for all f ∈ L2(eα,β) and t > Tα, Pt = St. Next, by means of the bound (2.7), we
have for any f ∈ L2(eγ,β,α), n large and some ε > 0,∣∣∣〈f,Rn〉eα,β ∣∣∣ =

〈
f,Rn

eα,β
eγ,β,α

〉
eγ,β,α

≤ ||f ||eγ,β,α

∣∣∣∣∣∣∣∣Rn eα,β
eγ,β,α

∣∣∣∣∣∣∣∣
eγ,β,α

≤ e(̄tα+ε)n
1

α+1 ||f ||eγ,β,α .

Thus, plainly, for all t > 0, L2(eγ,β,α) ⊆ D(St). Then, as (Rn,Pn)n≥0 is a biorthogonal sequence,
see Proposition 2.1, we deduce from (7.2) that, for any f ∈ L2(eγ,β,α), t > 0 and m ≥ 0,

〈Stf,Rm〉ν = 〈Ptf,Rm〉ν ,

that is Stf − Ptf ∈ Span(Rn)⊥. However, since from Proposition 2.1, Span(Rn) = L2(eα,β),
we conclude that Stf = Ptf in L2(eα,β), as in a Hilbert space the notion of complete and total
sequence coincide. Next using the bound (2.4), we get that, for any p ∈ N and 0 ≤ x < K, for
any K > 0,∣∣∣∣∣

∞∑
n=p

e−nt〈f,Rn〉eα,β P
(p)
n (x)

∣∣∣∣∣ ≤
∞∑
n=p

e−nt|〈f,Rn〉eα,β | |P
(p)
n (x)|

≤ C

∞∑
n=p

e−nt|〈f,Rn〉eα,β | n
p+ 1

2 etα(nx)
1

1+α

≤ C

∞∑
n=p

e−nt+tα(nK)
1

1+α |〈f,Rn〉eα,β | n
p+ 1

2 ,

where, from the preceding discussion, the last term is finite whenever t > 0 and f ∈ Ran(Λα,β)∪
L2(eγ,β,α) or t > Tα and f ∈ L2(eα,β). Similarly, using in addition the bound (2.5), we get for
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any integer q, 0 ≤ x < K, 0 < y < K̄, K, K̄ > 0,∣∣∣∣∣
∞∑
n=p

e−ntW(q)
n (y) P(p)

n (x)

∣∣∣∣∣ ≤ Cyβ+ 1
α
−q
∞∑
n=p

e−ntnp+
1
2

+|β+ 1
α
−1−q|+2eK̂αn

1
α+1

,(7.3)

where K̂α = t̄αK̄
1

α+1 + tαK
1

1+α . Hence, we conclude easily that, for any p, k ∈ N and for such t
and f ,

dk

dtk
(Ptf)(p)(x) =

∞∑
n=p

(−n)ke−nt〈f,Rn〉eα,β P
(p)
n (x),

where the series is locally uniformly convergent on R+. This combined with (2.5), which is
uniform in y ∈ (a, b), for large n, for any fixed couple 0 < a < b <∞, gives that

dk

dtk
P

(p,q)
t (x, y) =

∞∑
n=p

(−n)ke−ntW(q)
n (y) P(p)

n (x),

where the series is locally uniformly convergent on R3
+. Finally, observe that on the one hand,

for all t ≥ 0, PtP0(x) = 1, and hence according to [33], (Pt)t≥0 is a Cb-Feller semigroup. On
the other hand, from (7.3), we get that for all t > 0, (x, y) 7→ Pt(x, y) is locally bounded and
the strong Feller property follows from [34, Corollary 2.2], which completes the proof of the
Theorem.
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[17] A. Erdélyi, W. Magnus, F. Oberhettinger, and F.G. Tricomi. Higher Transcendental Functions, volume 3.
McGraw-Hill, New York-Toronto-London, 1955.

[18] C. L. Frenzen and R. Wong. Uniform asymptotic expansions of Laguerre polynomials. SIAM J. Math. Anal.,
19(5):1232–1248, 1988.

[19] R. K. Getoor. Markov operators and their associated semi-groups. Pacific J. Math., 9:449–472, 1959.
[20] J.R. Higgins. Completeness and basis properties of sets of special functions. Cambridge University Press,

Cambridge-New York-Melbourne, 1977. Cambridge Tracts in Mathematics, Vol. 72.
[21] M. E. H. Ismail and R. Zhang. Diagonalization of certain integral operators. Adv. Math., 109(1):1–33, 1994.
[22] B. Kostant. On Laguerre polynomials, Bessel functions, Hankel transform and a series in the unitary dual of

the simply-connected covering group of Sl(2,R). Represent. Theory, 4:181–224 (electronic), 2000.
[23] J. Lamperti. Semi-stable stochastic processes. Trans. Amer. Math. Soc., 104:62–78, 1962.
[24] J. Lamperti. Semi-stable Markov processes. I. Z. Wahrsch. Verw. Geb., 22:205–225, 1972.
[25] H. P. McKean, Jr. Elementary solutions for certain parabolic partial differential equations. Trans. Amer.

Math. Soc., 82:519–548, 1956.
[26] O. P. Misra and J. L. Lavoine. Transform analysis of generalized functions, volume 119 of North-Holland

Mathematics Studies. North-Holland Publishing Co., Amsterdam, 1986. Notas de Matemática [Mathematical
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