
Large Eddy Simulation of Coastal

Structures-Induced Large Scale

Coherent Eddy and Sediment

Transport

Thesis submitted in accordance with the requirements of

the University of Liverpool for the degree of Master of

Philosophy

by

GUGUM GUMBIRA

December 2019



Abstract

The existence of structures, such as groynes, breakwaters and dykes as the coastal pro-

tection system can produce continuous disturbance in the vertical shear �ow. As a con-

sequence, large-predominantly 2D coherent structures are introduced to the main �ow.

The structures, that can grow due to energy transfer from shear stress and dissipate due

to bottom friction, have lateral dimension larger than water depth. One of the primary

objectives in this study is to take into account of these structures in the numerical models.

To resolve the large-scale, high containing energy and modelled the small eddies, Large

Eddy Simulation that moves beyond spatial �ltering procedure rather than time aver-

aging is adopted in this study. By using this approach, the existence of coherent eddy

induced by coastal structures can be preserved in the numerical modelling. To overcome

the anisotropy issue caused by the mesh size di�erences between horizontal and vertical

layers, Anisotropy Smagorinsky Model (ASM) is used as the SGS closure system.

The applied model is tested to simulate an obstacle induced coherent structures such

as �ow over a cylinder, �ow over single and series of groyne. The simulations cover various

dimensions from laboratory-scale experiments to real-scale example. Large scale coherent

structure components are studied to review the characteristic and temporal evolution in

the main �ow dynamics.

The �ow over the cylinder case is a common test in the turbulent �ow study due to

its simple geometry, but o�ers complex �ow structures. The model has similar condition

with Roulund et al. [1] rough case experiment with 50 m long and 4 m wide. Model

validation shows well result when compared with the experimental data from Roulund

et al. [1] for both stream-wise and vertical velocities except at the downstream part, which

model under-predicted the velocity magnitude. Overall, the complex structures such as

horseshoe vortex at the upstream side of the cylinder, �ow separation and lee-wake vortices

are properly resolved by the adopted model.

The second test, �ow over single groyne is conducted to evaluate model implementation

in typical real-�eld case and to provide a deep understanding of the �ow physics and

dynamics of the large coherent structures. The domain covers about 300 m long and 60 m

wide open channel with 5 m constant water depth. Model results describe the generation of
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vortex tubes near the tip of groyne caused velocity ampli�cation. This process is captured

by using 1 m mesh size while coarser mesh with size 2.5 and 5 m, do not resolve these

structures. Important �nding in this case is that the existence of new emerge vortex tubes

signi�cantly alter the orientation of detached eddy. The later structure interacts with

the side wall to form the main circulation in the recirculation region. The primary eddy

has an oblique shape in which it is sharper near the bed and grows gradually as reach

the surface layer. Spectrum analysis explains the role of vortical structure interaction

resulted high turbulent energy level. The result is con�rmed by analysing the TKE close

to the groyne tip and inside the recirculation area. Pairs of low and high TKE are found

around the core of vortical structures. The HV structures reproduced by the model have

similar dimension with the experiment. The interaction with the WAV at the bottom

layer provides additional momentum in the horizontal direction.

The third test is applied to study the sediment exchange process between the main

channel and the groyne �eld. The developed model is then coupled with the FVCOM

sediment module. The domain is made with the same con�guration as a physical model

of Yossef and de Vriend [2] for the emerge groyne condition. The transverse roll-up of the

incoming �ow at the upstream side of �rst groyne forms a primary necklace and elongated

vortex. It is identi�ed as the formation of complex HV that induce large aperiodic oscilla-

tion at the bottom corner of groyne. An important �nding from this study con�rms that

the HV system is not single structure but formed by multiple-like necklace vortexes. The

existence of primary, secondary and dynamic eddies and their interaction were captured

inside the groyne �eld. The velocity magnitude of the primary eddy that occupies more

than two third of the space is agree with the theoretical �nding. Sediment simulation

shows that particles are imported from the main channel following the primary circula-

tion pattern. It entrances the embayment through main eddy at the downstream part

of the groyne. Suspended sediment distributions are strongly a�ected by large coherent

structures. Mean value analysis showed that the formation of high deposited region closely

related to the primary eddy inside the embayments. Temporal development of morphology

presents an erosion area close to the tip of groyne.
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Chapter 1

Introduction

1.1 Research background

Coastal zone o�ers multiple services for the community, from protecting the hinterland

against �ood to paving the way for local economic activities through load/unload goods in

the harbour. For most nations, coastal areas are valuable resources and a lot of e�ort has

been made to protect it's presence. Unfortunately, any kind of protection in�uences the

coastal environment by modifying its equilibrium that sometimes can lead to several issues.

In order to optimise the functions without further a�ected the coastal dynamics, a coastal

manager must understand the processes, interaction each element, and the interference to

the neighbour system.

Due to increasing demand on coastal preservation, the impacts of the structures have

to be investigated. From a hydrodynamic viewpoint, as the �ows pass structures large

scale coherent eddy is introduced into the main �ow. Hsu et al. [4] explained that the

vortex have faster velocity magnitude compared with the surrounding �ow �elds and

caused larger scouring impact on the structure that lead to many failure cases.

To understand the nature of vortex eddy structure, it is important to examine the

vortex existence in the larger area. The shallow wake is revealed by the airphoto or satelite

when the �ow past islands, headlands or other large obstacles in shallow coastal or estuary

as shown by Figure 1.1. Sometime this structure is observed as turbidity concentrations,

temperature distributions, or pollution sources. Ingram and Chu [5] found that the island

wake depends on the stability of transverse shear layer developed along the two sides of

the island. When the transverse shear is large, a vortex street is formed while in opposite

condition a clear water wake of low turbulence and sediment concentration are observed.
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1.1. Research background

Figure 1.1: Vortex street wake at island with diameter 160 m. Figure is obtained from Ingram
and Chu [5].

An improved understanding of the detailed behaviour of eddy structure is required

for a number of reasons, for instance, the tendency of pollution trapping in the lee side

of island and pattern of sedimentation (Chen and Jirka [6]). A comprehensive physical

experiments from Carmer et al. [7] has shown the role of vortex structure in trapping

tracer mass and increasing a signi�cant mass exchange between eddy of opposite rotation.

Due to its signi�cant role in the transport process, it is important to accurately de�ne the

�ow �elds as vortex structure or random turbulence motions. Venditti et al. [8] highlighted

a crucial characteristic of the large coherent structures. They must have temporal and

spatial coherence in addition to the fact that they generate Reynold stress and turbulence

intensity, and posses vorticity which implied rotational aspect to the structure. It takes

form as hairpin, horseshoe, or cane vortices in the �ow �elds.

The role of coherent structures in controlling the sediment dynamics has been examined

for �ow within bottom boundary layer above bed forms. For instance, Leftheriotis et al.

[9] presented a numerical study for oscillatory �ows with �xed ripple bed for di�erent

steepness values. They concluded that the suspended sediment rise over ripple bed is

parallel to the level reached by the resolved structures in the active layer. Meanwhile,

Kostaschuk and Church [10] observations of macro-turbulence from acoustic soundings

of the water column in the Fraser Estuary showed structures lifting o� the bed in the

lee of large-scale dunes. Furthermore, the structure-induced �ow separation and vortex

shedding is well known in the literature. However, the inability to resolve eddy structure

lead to under-predicted local scour around structures. Such a �nding has been reported by

Liek et al. [11] when simulated �ow over single groin. The later study highlighted that the

morphological results showed better performance when the resolved eddy is accounted in

the model. Recent works of Vouriot et al. [12] described that the generation and evolution

of vortex structure can in�uence sedimentary processes. This �nding is supported by Kim

et al. [13] that identi�ed a pattern between the occurrence of recirculation region and the
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local suspended sediment transport regime inside arti�cial lake.

To include the large coherent structures in the coastal models requires a proper ap-

proach for dealing with the shallow turbulent �ow. The present coastal models adopt

Reynold Averaging Navier-Stokes (RANS) concept which is based on time-averaging pro-

cedure over certain periods. However, such time-averaged approximation has one principle

di�culty with respect to the fact that the turbulence model should represent all range

of spectrum. Hinterberger et al. [14] describes the coexistence of 3D, small-scale, mainly

generated bottom turbulence and large-scale 2D eddy leads to two range spectrum. More-

over, the complex situation with 2D and 3D turbulent structures is di�cult to handle in

RANS with respect to the implementation of statistical turbulent model. In other word,

the time averaging procedure in the RANS based models will diminish the large-scale, 2D

coherent structures. As a result, the RANS models often not perform well where large

scale coherent eddy exist, for instance in the �ow pass single groyne or breakwater. This

condition is more critical to modelling sediment transport process, as many large scale co-

herent eddy induced sediment motion will not be accounted by the RANS model causing

large error in the present morphodynamics predictions.

From this point of view, an alternative technique is required to properly account, for

the coherent structures. It is worth to note that the technique should be able to resolve

and maintain the existence of eddy structure in the mean �ow. More importantly, it

can produce turbulence generations near coastal structures. In this research Large Eddy

Simulation (LES) is adopted as a basis for solving the shallow turbulent �ows induced by

coastal structures. The LES procedure separates the small local scale processes from the

large scale coherent structures and resolve the latter terms directly. Through this way,

the inconsistency in the RANS can be avoided. At the same time, as the large scale tur-

bulence contains most energy, LES is therefore expected to be able to describe the energy

generation and dissipation more accurately. LES application in coastal modelling mostly

can be found in the wave breaking study, where �ow mixing, sediment entrainment and

sediment transport all a�ected by the presence of coherent structures and their interaction

with boundaries and other �ow structures. In this study, we extend the LES application

to solve shallow turbulence �ow induced sediment transport near coastal structures and

applied it in the real-scale engineering problems.

By adopting the LES approach into coastal models delivers both great advantages and

challenges in coastal sediment study. On one hand it gives opportunity to observe the

role of coherent structures in the coastal sediment transport of certain Reynold's number.

On the other hand, due to the complex geometry in the coastal zone, it is required to

account anisotropic turbulence in the models. As a consequence, the di�erent �lter size

for horizontal and vertical directions is needed. Carati and Cabot [15] described the

possible approach to account the anisotropy e�ect induced by an axial vector by using
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Germano et al. [16] dynamic procedure to calculate eddy viscosity. However, this technique

is highly demanding and more suitable to be used for near-�eld modelling. Therefore, less

demanding approach, Anisotropy Smagorinsky Model (ASM) introduced by Roman et al.

[17] is used as procedure to calculate eddy viscosity.

It should be noted that the time span in which has been focussed on in the present

study is longer than typical coastal wave period. Therefore, the wave dynamics is still

considered in the wave-phase-averaging approach rather than a CFD type of simulation.

1.2 Research questions

Based on the aforementioned discussion, the emphasis of this research is to investigate the

e�ect of the coherent structures in the mean �ow with respect to the presence of coastal

structures, by adopting LES approach into a 3D hydrodynamic model. Moreover, this

objective is addressed by answering the following research questions:

• RQ1: To what extends the existence of 2-D eddy in�uenced the mean �ow dynamics

around groyne structure?

• RQ2: How far is the eddy interaction a�ected the turbulent kinetic energy?

To answer the aforementioned questions, the coastal morphodynamics modelling suite

developed by Zheng et al. [18] is adopted as basis. A new LES model is then developed

and coupled with the Zheng et al. [18] model to reveal the in�uence of coherent turbulence

structure on �ow hydrodynamics. The model is further tested for �ow coastal structure-

induced large scale eddy.

1.3 Research Outline

The outline of this thesis is presented as follows:

• Chapter 1 describes the context of the present study through brie�y discussed

the importances and challenges of corresponding subjects and addressed research

questions

• Chapter 2 introduces the basic theory of shallow turbulence �ows, hydrodynamic

and sediment models.

• Chapter 3 explains the state of the art of LES concept in FVCOM, the implemen-

tation of ASM-LES in FVCOM and adopted numerical procedures

• Chapter 4 presents the validation of the model for �ow over a cylinder. Model

results is compared with the Roulund et al. [1] physical experiment.
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• Chapter 5 shows model performance for simulating typical real-scale problem of

�ow over single groyne.

• Chapter 6 describes the application of the developed model into laboratory scale

experiment conducted by Yossef [19] to fully test the model performance in resolving

large scale coherent structures, it a�ects in the sediment transport and relatively

short time morphology evolution.

• Chapter 7 summarises the main �ndings and recommendations for future study.
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Chapter 2

Coastal Processes and Numerical

Modelling

This chapter describes coastal processes, shallow turbulent �ows, coastal modelling, tur-

bulence in coastal �ows and technique to include a turbulence term in numerical models.

2.1 Turbulence modelling

It is important to describe coastal hydrodynamics in general in order to focus the study

in the speci�c application range. Similar to other environmental �ows which are ubiq-

uitous in nature, coastal �ow is categorised as shallow turbulent �ows due to its larger

lateral dimension in comparison with the water depth. Moreover, man-made structures

such as breakwaters, groins, and abutments introduce a disturbance in the shallow near-

equilibrium vertical shear �ow and create mixing region regarding �ow velocity di�erences.

Large, two dimensional coherent structure, then shed o� from the base �ow. Following

Jirka [20] terminology,

"2-D coherent structures (2DCS) are de�ned herein as connected, large-scale turbulent

�uid masses that extend uniformly over the full water depth and contain a phase-correlated

vorticity (with the exception of a thin near-bottom boundary layer)".

As the structures easily to be found and have a clear in�uence in the coastal �ow trans-

port mechanism, it is relevant to have insight into the method of investigation, physical

behaviour and forcing mechanism of these features.

2.2 Method of investigation

Despite airborne and satellite images produced a well qualitative impression to uncover

shallow turbulent �ow dynamics as well as their general behaviour, quantitative ap-
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proach is required to gain better understanding of the underlying physical mechanism

of stabilise/de-stabilise factor of shear �ows in more precise. Therefore, a collective work

consists of �eld measurements, laboratory experiments and numerical simulations has been

reported in the literature.

Field measurement. In the coastal region the momentum and energy balance are

in�uenced by various parameters among others two signi�cant terms are the bottom shear

stress and dissipation rate. The former parameter directly a�ects coastal circulation and

also generates turbulence into the main �ow while the dissipation rate controls the entire

energy budget. Field measurement is used to collect �eld data and study the real turbu-

lence characteristic. For instance, Doron et al. [21] collected 20 x 20 cm2 instantaneous

velocity for various elevations from 10 cm to about 1.4 m above the sea �oor by using

a submersible Particle Image Velocimetry (PIV) system at the New York Bight. Data

processing at each elevation showed the presence of large-scale shear even at the highest

measurement level while spectral analysis of the energy and dissipation spectrum revealed

anisotropy feature from �ow �uctuations. The study had signi�cant �nding for describing

real velocity �uctuation dynamics for both vertical and horizontal components. It revealed

that the velocity �uctuations from the vertical component signi�cantly damped as reached

the bottom contrast to the horizontal component which able to maintain its energy level.

Such technique is very demanding from a cost point of view and it is almost impossible

to obtain long data series by using this technique, therefore alternative procedures such

as a laboratory experiment and numerical simulation gain more attention.

Laboratory experiment. The emphasis of this approach is to scale down the shallow

turbulent �ow into a laboratory dimension without further a�ected the underlying physi-

cal mechanism. Particular attention for installing appropriate instruments is required to

establish a horizontally uniform and homogeneous shallow �ow. Moreover, high accuracy

measurement at the bottom bathymetry is essential to investigate a disturbance in the

vertical shear �ow. Non-intrusive optical techniques which involved Laser Doppler Ve-

locimetry (LDV), Laser Induced Fluorescence (LIF), and Planar Concentration Analysis

(PCA) are recommended.

Numerical simulation. Parallel with the advancement of computational power, nu-

merical approach greatly bene�ts from this improvement. Despite its implementation

remain limited for engineering tasks, Direct Numerical Simulation (DNS) has shown im-

portant contribution to study turbulent �ows at certain Reynold numbers. DNS is highly

demanding and only suitable for simple case with low Reynold numbers. More suitable

approach to solve large-scale coherent structures is by adopting LES procedure. This

approach solves spatially-�ltered Navier-Stokes equations which described as the large,

high containing energy turbulent eddies. Despite being relatively new �eld for coastal

modelling, LES models provide a powerful tool for investigating turbulent dynamics and
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small scale processes (Burchard et al. [22]).

2.3 Basic Nearshore processes

2.3.1 Nearshore Circulation

The generation of coastal cell circulation is discussed following the radiation stress concept

introduced by Longuet-Higgins and Stewart [23]. It is de�ned as the excess of stress in the

momentum due to the presence of the waves. Moreover, it is highlighted that the shoreward

component of the radiation stress imposes a set-down in the o�shore of the breaking zone

and set-up within the surf zone. From 3D point of views, the coastal circulation takes place

which is constituted by the long-shore and cross-shore currents. The long-shore currents

are parallel to the shoreline and carry sediment along the shoreline. It is a product of

the shoreward component of the radiation stress and waves breaking for the obliquely

incoming waves. On the other hand the cross-shore currents are generated to compensate

the onshore mass �ux which occurs due to the di�erence of wave through and crest mass

�ux.

Cross-shore currents: It is constituted by the shoreward �ows at the surface and

o�shore directed �ows above the bed known as the undertow currents. These �ows typi-

cally exist during high energy wave conditions (Svendsen [24]) and the e�ects are relatively

large for the breaking waves. In addition, wave height decreases produced a horizontal

momentum gradient that's balanced by the pressure gradient. As a consequence, the o�-

shore directed undertow velocities increase in the breaking region and it may contribute

to carry out more sediment to the sea.

Long-shore currents: It can be induced by obliquely incoming waves or due to the

tidal induced long-shore gradient in the mean water level. The waves are constituted by

cross- and long-shore components in which the long-shore component produces a mass

�ux (caused by wave crests and trough di�erences). Feeding by the breaking waves to

add more mass �ux along the shoreline with no boundary condition as in the cross-shore

direction, the currents are in the same direction for the whole water column.

The coastal circulation, which now consists of the feeder long-shore currents, o�shore

directed undertow currents and a shoreward return �ows, greatly depends on the wave

height variations along the shoreline. In addition, the presence of breakwater and jetties

can a�ect the incident waves by partial sheltering of the shore and creates the signi�cant

variation of the wave height and the set-up. Particularly for single groin case, the inter-

ruption of the littoral transport produces deposition along the up-drift side and erosion

at the down-drift side.
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2.3.2 Coastal Sediment Transport

The wave motions play an essential role in disturbing the sediment on the seabed. Within

the inner surf to the more deeper region, waves induced currents produce mega-ripples or

almost �at bed due to the very shallow water depth and the energetic oscillations. Close to

the breaking region, the sediment fractions are transported in the very thin, high sediment

concentration layer close to the bed termed as the sheet �ow region. In addition, large

amounts of sediments is transported from the water surface to the whole water column

due to the wave-breaking induced vortex structure at the breaking point.

Generally speaking, the sediment transport mechanism is divided into two categories;

(1) the bed-load and (2) suspended transports. Despite no precise de�nition regarding

these mechanisms, bed-load transport is determined as moving sediment grains below a

particular reference elevation near the bed (Van Rijn [25]) with more/less contact with

the bed (Deigaard et al. [26]) while the suspended transport is described as sediment

movement driven by turbulence induced �uid drag around near-bed reference level (van

Rijn [27]).

Bed-load sediment transport : The bed shear stress induced by waves and currents

acts as driving mechanism in the bed-load sediment transport. The sediment starts to

move when the shear stress exceeds the critical value. For sandy particles, commonly

ripples start to form and as the bed shear stress increases, the ripples successively reach

the equilibrium. Moreover, the ripple height and length are increased until the ripple

steepness and roughness reach the maximum level. The ripple formations can be washed

out leaving only the plane bed if the bed shear stress continues to elevate. Such condition

produces two di�erent regimes, the ripple and �at-sheet bed. The former regime usually

develops in the the inner surf zone and deeper water where mildly energy conditions are

found. In contrast, �at-sheet regime is commonly observed at the breaking and swash

zones under large orbital velocities and energetic waves.

Due to its importances in the sediment transport mechanism, ripple hydrodynamics

have been studied by using both experimental and numerical techniques. For instance,

Fredsøe et al. [28] observed that the turbulence near the bottom increases markedly par-

allel with the lee-wake vortices are washed over the ripple and convected in the direction

opposite to the �ow. Furthermore, Grigoriadis et al. [29] highlighted the dominant e�ect

of ripple height and the oscillatory part of the �ow. Steeper ripples are strongly associated

with larger recirculation zones, stronger turbulence and higher forces exerted on the bed.

On the contrary, the e�ect of current strength is relatively weak on the forces and the �ow

pattern developed over the ripples.

Other aspects of hydrodynamics, the boundary layer streaming related with the pro-

gressive waves and wave asymmetry, in�uence the bed load direction in o�shore and

shoaling regions. When the sheet �ows occur, sediment moves within a thick layer and
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the direction is a�ected by the wave asymmetry. Moreover, physical factors that a�ected

the movement of sediment is the bed slope. It will either be increased or decreased the

sediment transport rate depending the slope angle. The presence of a breaking bar will

dominate the transport around the steep side and even caused to avalanche.

Suspended sediment transport : The bed shear stress can lift the sediment grains

and set it into suspension. Forced by an upward-directed pressure gradient which is

attached to the bed shear stress induced vortices (Van Der Zanden et al. [30]), gravitational

settling and vertical advective and di�usive mixing lead to the equilibrium concentration

pro�le in the vertical direction. This pro�le follows an exponential or power-spectral

distribution depending on the mixing length. Higher entrainment and mixing rates under

breaking waves lead to an increase in concentrations at outer �ow elevations compared to

shoaling locations (Nielsen [31]; Nadaoka et al. [32]; and Aagaard and Jensen [33]). Due

to the massive amount of turbulent kinetic energy transported under breaking waves, a

strong, non-uniformity pick-up rates are set up. Such a �nding con�rms that the high

instantaneous bed shear stress (Cox et al. [34]) and upward pressure gradient (Sumer

et al. [35]) are generated due to the non-local e�ect of the turbulence.

The vertical distribution of suspended sediment can be determined by using classical

mixing length concept where settling and di�usion term is integrated over water depth

(Deigaard et al. [26]). For current related sediment transport, the direction can be o�shore

or onshore depending on the vertical distribution of time average concentrations and

undertow-streaming velocities. In the breaking zone, the magnitude of undertow currents

increase and produce o�shore directed sediment transport. Such condition generates non-

uniform net suspended transport rate and alter sediment balance at a particular cross-

shore locations. The net suspended transport rate is not only controlled by local vertical

processes, but also by the net in�ux from the adjacent points (van der Zanden [36]).

The breaking waves in the surf zone introduce an extra force into sediment transport.

Driven by breaking-induced vortices, a signi�cant amount of turbulent kinetic energy is

ejected into the water column (Rijn et al. [37]) leading to increased bed shear stress and

bed-load transport, pick-up and turbulent mixing of suspended sediments.

2.4 Coastal Models

The coastal models are used as interactive tools to study coastal dynamics. It consists of

several models such as, waves, circulation and sediment models. Brief reviews associated

with the existing coastal models are discussed in the following sections.
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2.4.1 Wave Models

The wave models are required to produce wave characteristics at a particular location

which cover local wind-waves and swell. There are two types of wave models, the phase-

resolving and phase-averaged models. For a small scale region, the phase-resolving models

are recommended while the phase-averaging models more suitable for simulating waves in

the large area. The former models obtain wave characteristic by tracing the instantaneous

water surface and predicting the amplitude and phase for each wave. Despite the ability

to represent many important wave processes such as wave-wave interactions, wave non-

linearities and wave structure interactions, adopting these models for large scale is almost

impossible from a computational point of views. In contrast, wave phase-averaged models

solve a wave spectrum and its integral parts such as (Hs, fp, etc.) based on the assumption

that the wave phase slowly changes.

This technique consumes less computational power so that suitable for regional wave

modelling. It should be noted that almost all present wave models are phase-averaged

which belong to the third generations (WAM, SWAN, WAVEWATCHIII, etc.). Among

of them, The Simulating WAves near-shore (SWAN) is designed to simulate wave propa-

gation from the deep water to the surf zone (Booij et al. [38]). This model has produced

satisfactory results for simulating wave condition in the near-shore area (Strauss et al. [39])

includes many important wave dynamics, such as shoaling, refraction, wave-wind interac-

tion and wave breaking. Recently, the unstructured version of SWAN has been developed

to accommodate the complex geometry such as coastal structures or headlands. Many

works have been carried out to extend the model capability for simulating important wave

dynamics around structures. More recent work by Zheng et al. [18] has successfully cou-

pled SWAN with the FVCOM to resolve the critical wave current interactions. All of

these development enables SWAN to be used for coastal application around structures.

2.4.2 Circulation Models

Coastal models typically adopts a set of primitive equations including hydrostatic and

Boussinesq approximation, which is based on the RANS equations. It is very common to

derive the governing equations on the rotating Earth by using the Boussinesq assumption.

The reference density (ρ0) is thus applied instead of density in the all terms except the

gravitational term leading to a consequence where the mass conservation is succeeded by

the conservation. To accommodate the turbulent e�ects, a parametrised way is introduced

rather than to numerically solve them. An assumption is applied in these procedures that

the ensemble averaging of the RANS equations resulting the Reynold stresses. The hy-

drostatic approximation neglecting the horizontal force of Earth rotation in the horizontal

momentum equations is imposed for the Coriolis terms (Klingbeil et al. [40]).
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In a vertical direction, a constant number of levels to normalise the water depth is

introduced by Phillips [41] as a procedure for better description of the bottom. The

vertical coordinate system known as terrain-following coordinate has been adopted in

the numerous coastal models, for example Princeton Ocean Model (POM) (Blumberg

and Mellor [42]). Over the last years, this concept has been modi�ed with generalized

topography following coordinate system as a procedure to keep high resolution in a wide

range of water depth (Chen et al. [43]). It is common in a coastal model to adopt the

time splitting schemes. The reason is to solve free surface wave propagation (barotropic

mode) and internal mode separately, with distinct time step. Parameters are solved in

each mode and transferred to solve the model equations (Lazure and Dumas [44]).

External mode is classi�ed into two parts: explicit and semi-implicit or implicit models.

Popular models such as POM (Blumberg and Mellor [45]) and Regional Ocean Modelling

System (ROMS) (Shchepetkin and McWilliams [46]) are used explicit schemes, in which

the ratio between internal and external time steps is around 10-50. In contrast, the implicit

or semi-implicit scheme of external mode give opportunity to use larger time step. The

CFL (Courant-Friedrichs-Levy) criteria is no longer used in this scheme lead to equal time

step for external and internal mode.

The small scale process in the vertical direction is very di�cult to resolve. There-

fore, a turbulence closure system based on a statistical approach is traditionally used.

In the recent years, two-equations turbulence models, such as k − kε and k − kω have

been improved to better parametrise the unresolved processes such as horizontal mixing,

Langmuir circulation (Lc) and internal waves (Burchard and Petersen [47]). Nevertheless,

the present of structures which shed o� the vortexes from the main �ow is still neglected

with respect to the implementation of averaging procedure in the RANS based turbulence

models. As a consequence, it underestimates the magnitude of the �ow around the struc-

ture and fails to account vortices induced sediment transport. Typical example of such

model includes FVCOM (Chen et al. [48]). In comparison with other existing models,

FVCOM has the advantage when dealing with the complex geometry in the coastal area.

Following works by Zheng et al. [18] the model presents capability to fully represent the

wave-current interaction based on vortex force scheme. Therefore in the present study,

new version of FVCOM updated by Zheng et al. [18] is used as the modelling suite.

To gain better performance for resolving the �ow around structures, LES is adopted

in the present study in which the large scale turbulent is directly solved through spatial

�ltering and the small scale e�ect is parametrised by the subgrid closure system.

2.4.3 Sediment Transport Models

Suspended Sediment Transport Models

The suspended sediment transport model is generally developed based on the advection-
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di�usion equations. Each term is solved independently commenced by vertical settling,

source/sink, horizontal advection, vertical advection, vertical di�usion and the horizontal

di�usion. A parabolic method to integrate depositional �ux over multiple grid cells is pro-

posed in the vertical advection algorithm (Warner et al. [49]). The di�usion term which

determined sediment �uxes in the horizontal and vertical directions is obtained by either

integrating the turbulent viscosities into sediment model or purely empirical.

A bottom boundary condition is used to describe the exchange mechanism between

the bed and sediment in the suspension. Moreover, it takes a form of a reference con-

centration at an elevation above the bed, or a pick-up function of non-breaking waves

where the bed shear stress from waves and current act as driving force. Parametrisation

procedures, then developed to account the wave breaking e�ects at the near bed �ow and

turbulence induced bed shear stress through, adding TKE as additional sources for both

bed shear stress and sediment concentrations (Hsu and Liu [50]; Okayasu et al. [51]), or

using local wave breaking parameters, for example the wave height at breaking (Jayaratne

and Shibayama [52]) and the wave roller dissipation (Kobayashi and Johnson [53]).

Bed-load Sediment Transport Models

To solve bed load transport predictions in the engineering projects, an empirical formula

is mostly used rather than process-based numerical models due to its simplicity. Di�erent

model concept can be used in order to predict coastal sediment transport. These range

from empirical or theoretical transport formula (quasi-steady and semi-unsteady) to more

advance concept such as bottom boundary layer.

Quasi-steady models assume that sand transport reacts directly to changes in �ow

condition. Sediment transport is calculated as function of bottom shear stress and near

bed velocity. In addition, the unsteadiness of �ow processes are not accounted (da Silva

et al. [54]).

Over the last years, semi-unsteady formulas are developed to account the phase-lag

e�ect in the particular cases, e.g. sheet-�ow condition (Camenen and Larson [55]), ripple

bed conditions (van der Werf et al. [56]), and for both sheet-�ows and ripple bed conditions

(da Silva et al. [54]; van Rijn [57]; Van Rijn [25]; van Rijn [27]). The presence of unsteady

e�ects in sediment transport is considered in this concept.

2.5 Turbulence in coastal processes and LES modelling

One of the emphasis in the present study is to resolve large scale coherent structures that

shed o� when the �ow pass obstacles. This condition leads to unbalance of vertical shear

�ow and changing the whole distribution of the momentum at the bottom boundary layer.

To take into account the existence of this event, a proper turbulence model is required to
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extract the high containing energy from the main �ows. However, the Reynolds decom-

position in the RANS based turbulence models removes the eddy structures and lead to

the under-predicted velocity magnitude. Furthermore, the present of 2DCS has signi�cant

in�uence in the transport mechanism of passive materials. Move beyond approximate pro-

cedures by resolving the largest scales of turbulent using �ltered Navier-Stokes equations,

LES has the capability to obtain vortex structures without consuming too much compu-

tational power. Burchard et al. [22] stressed LES ability as a powerful tool for examining

the formation of turbulence and other small scale processes in the coastal �ow.

2.5.1 Generation of the large scale coherent structure

A turbulent �ow has a unique character as it is irregular, random and chaotic, unsteady,

and the motion of eddy is unpredictable (Pope and Pope [58]). Transfer energy in turbulent

�ows is done from large to small eddies known as the cascade of energy.

Turbulence is generated by winds, waves, tides in coastal through the development of

mean shear �ow. On the contrary, the destruction is done by dissipation or converting

into potential energy for instance in breaking waves process. Following Burchard et al.

[22], turbulent study in coastal is divided into three subjects as surface, bottom boundary

layer, and strati�cation. At the water surface, the presence of thin skin layer disturbed

by waves breaking. This mechanism leads to TKE injection near the surface and a�ects

the vertical transport of substances near the surface.

For wind-induced current three layers are formed following breaking wave process. The

�rst layer is the injection layer (Zb) which has the highest value of dissipation rate. Below

this layer, TKE directly transferred downwards and dissipated. At Zb where the distance

is far enough from surface thin skin layer, the e�ect of turbulent is small compared to local

shear production. There are two possibilities for the lower boundary of the surface layer.

The �rst one is directly as seabed as a consequence of shallow water condition and another

one is pynocline layer which enhances by the vertical gradient of salinity and temperature.

The interaction of current and wave boundary layer together with sediment movement

produces turbulent near the bed. Hence, a bottom boundary layer spans from no-slip

motion region next to the bed until the free stream velocity area. While current and

wave-boundary layers are developed, non-linear interactions occur between these layers.

An intermediate layer is detected between surface and bottom boundary layer. While

this layer is not permanent, vertical strati�cation support the internal wave development.

Regarding to this classi�cation, the focus of turbulence layer is in surface and bottom

boundary layer.

With the presence of coastal structure, large scale turbulent is generated due to the

shear instability in the �ow around the structure. The most common and complete exam-

ple is the �ow around vertical cylinder as discussed by Sumer et al. [59, p. 2]. In his study,
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di�erent vortex shedding can be generated over certain Reynold's number and structure

con�gurations. This phenomena can also be found for �ow structures, such as breakwa-

ters, groynes, harbours and more often in the present day o�shore wind farm foundations.

Unlike those coherent structures generated at the surface or bottom boundary layer re-

gion, the large coherent eddy tends to remain in 2D and once it generated, they grow in

size detached from the structure surface, e.g. free-shear �ows. However, these large eddy

also dissipate into smaller forms through energy cascade process.

The fact that coastal �ows are characterised as predominantly horizontal �ows and

interrupted by structures, triggers the development of two-dimensional coherent struc-

tures. These features highly correlated with the vortical motion and play essential in

transport of mass and momentum (Von Carmer [60]). The large structure eddy contains

vorticity which has been imparted from the initial transverse shear during the generation

stage. Moreover, three type generations of large structure eddy are introduced by Jirka

[20] namely as:

Type A (Topographical forcing)

Being known as the most severe generation mechanism which introduced disturbance due

to the presence of topographic features such as islands, headlands, breakwaters, groins

and jetties), it leads to the development of local �ow separation, intensi�ed transverse

shear layer and returned �ows at the lee side of the structure.

Type B (Internal transverse shear instabilities)

The growth of large two-dimensional structure is triggered by velocity variations in the

transverse direction due to excess or de�cit of momentum in the base �ow, gradual topog-

raphy changes and roughness distribution.

Type C (Secondary instabilities of base �ow)

This mechanism is the weakest type of generation and the evidence is very limited. Dis-

tortion from vortex lines induce two-dimensional coherent structure.

It has been reported by Carmer et al. [61] that due to the immense transverse shear

at the obstacle during the generation of vortical structure a considerable amount of TKE

is extracted from the main �ow and transferred to the �uctuating motion of the wake

�ow. Interestingly, this TKE plays signi�cant role in the prediction of suspended sedi-

ment transport. A simulation of Zheng et al. [18] revealed that the suspended sediment

concentration shows an overall best agreement with the measured data when accurate

near-bed TKE is imposed as a bed boundary condition. Despite the experimental �ndings

of vortical structure producing additional value to the TKE have been highlighted, few
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numerical simulations are found in the literature (see for example Liek et al. [11] and

Yossef [19]). This is because the statistical turbulence model in recent coastal models

unable to handle the complex interaction of 2D and 3D turbulent structures when the

vortical structure exist. This study contributes to take into account the existence of eddy

structure in a coastal model as an attempt to accurately calculate the TKE.

2.5.2 Vortex identi�cation

To identify the large scale vortex structure, di�erent indicators have been proposed in

the literature. For instance, Jeong et al. [62] investigated coherent structures using a

conditional sampling technique involving alignment of vorticity patches of largest size

and strength. In addition, pressure minimum technique is used in their study to educed

coherent vorticity and production. Another technique covers the vortex identi�cation from

sectional velocity data, for instance, the contemporary Ou(Q)-based criteria from Chong

et al. [63]. In their procedure the eigenvalue of velocity gradient tensor is used to derive

local classi�cation of the �ow pattern. Subsequently, the large positive invariant of Ou(Q)

and negative second largest eigenvalue of λ2 are used. More common procedure, such

as the streamline (e.g. Tuck and Soria [64]) and vorticity strength are also have been

proposed to be used for the vortex identi�cation.

2.5.3 Predicting Turbulent Flows

The major task in turbulent modelling is capturing the turbulent motions at all scales

across the whole energy spectrum. A typical energy spectrum is commonly plotted with

the wave number term in logarithmic scale as shown in the Figure (2.1). Kolmogorov [65]

explains the di�erent region of the turbulence energy generation, transfer and dissipation.

In the theory, Kolmogorov [65] assumed that turbulence energy depends on the rate of

dissipation,ε, at which the smallest turbulence converted into heat, and wave number k

is proportional to inverse eddy length scale. Broadly, there are three di�erent regions as

shown in the Figure 2.1.

• A low wave number region where unsteady motions permanently exist. These large

eddy contains most turbulent kimetic energy.

• Transitive region where the turbulent motion scale is independent of forcing scale,

and dominated by the inertial force rather than the viscous force. These eddies are

responsible for transferring energy from large scale to the small scale.

• The large wave number region. In this region, the energy dissipation is dominant.

These are scale of motion smaller than Kolmogorov's scale in which the viscous force

starts to dominate over the inertial force.
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Figure 2.1: Turbulent energy spectrum (Galea [66]).

An explanation of proper methods to solve the turbulent energy spectrum has risen up

in 1950's. The �rst attempt is with Direct Numerical Simulation (DNS). In this method

all turbulent energy spectrum is solved directly without applying a model. However, the

capability of this technique is limited due to the high computational cost and only possibly

applied into low Reynold numbers. On the contrary, a method with low computational

cost severely implemented in engineering projects known as Reynolds-Averaging Navier-

Stokes (RANS) procedure. Its an averaging technique for solving Navier-Stoke equations.

RANS which regularly coupling with turbulence model is based on statistical procedures.

While RANS has the ability to overcome the high computational cost issue, turbulent

structure is parametrised through turbulence closure scheme. As a consequence, it removes

the unsteadiness and random motion of turbulent. Taking place in intermediate level of

computational cost, Large Eddy Simulation (LES) solves large scale (resolved) motions

explicitly by solving 3D time dependent governing equation and to model the motion of

small scales. The large scales extract energy from mean �ow and transfer it to smaller

scales.

The basic idea of LES based on the theory of Kolmogorov's where the small scale of

motion can be approximated due to the its uniform behaviour while the larger scale of

motion that contains most energy is directly resolved. To separate these di�erent scale

of motions, a �lter is applied to the �ow momentum and continuity equations, which

typically is the characteristic length scale, ∆. The scale longer than ∆ will be retained

in the �ltered �ow �eld, while any motion has smaller scale will be approximated by the

sub-grid scale modelling.

For any �ow characteristics, f , the LES solves the resolved motions f̄ and parametrised
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the small scale motion f ′ as

f = f̄ + f ′ (2.1)

To extend the resolved f̄ , the �lter operation is conducted

f̄(r, t) =

∮
G(r, r′,∆)f(r′)dV ′ (2.2)

Here r is the location where f̄ is to be determined and r′ is the location where f is

considered in the spatial integration. ∆ is the �lter size proportional to smallest retained

motion wave length and G is the �lter kernel that satisfy∮
G(r, r′,∆)dV ′ = 1 (2.3)

There are many di�erent LES model proposed in the literature. Following Rodi et al.

[67, p. 23] classi�cation, we divide the LES model as LES that is based on the eddy-

viscosity concept such as algebraic Smagorinsky [3] model, scale similarity model, Ap-

proximate Deconvolution Model (ADM) and Sub-Filter Scale Model (SFS).

Eddy viscosity model

The majority eddy viscosity models stand behind the separation concept between the

isotropic stress from the anisotropic part. It then employs the model relating τij to the

gradients of the resolved velocity through an eddy viscosity. The modelling e�ort corre-

sponds to this type model is in the determination of the eddy viscosity. In the SM model,

the anisotropic stress tensor is approximated by relating it to the resolved rate of strain,

S̄ij , which involves velocity gradients through a turbulent viscosity. The eddy viscosity

is not a �uid property, but characterises the unresolved sub-grid scale. Furthermore, the

selection of the characteristic length-scale in this model is more straightforward than in

RANS modelling. It is approximated as the property of the SM constant, Cs, and �lter

size ∆ which proportional to the grid or mesh size in the explicit LES modelling. Up-

graded version of the SM model typically deals with the idea that the Cs value should not

be constant. Germano et al. [16] introduced the dynamic model to calculate the model

parameters by using information from the smallest resolved scales. The test �lter is then

introduced with size larger than the original �lter.

Scale similarity model

The Scale-Similarity Model (SSM) is proposed by Bardina et al. [68]. The idea is to

assume that the smallest resolved scales are similar to the largest unresolved scales. By
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using the information from both parts, an expression of the sgs stress can be obtained.

The expression is then de�ned,

τij = uiuj − ūiūj = CB(ūiūj − ¯̄ui ¯̄uj) (2.4)

where CB is the Bardina constant with a value of CB = 1.0. The results produced

by this model show an improvement in the predicting sgs stresses due to its ability to

account backscatter energy transfer in the physical way. However, the SSM model does

not dissipate enough energy from the large scales and in most cases it is combined with a

dissipate model such as SM.

Approximate Deconvolution Models (ADM) and Sub-Filter Scale Models

(SFS)

The concept of the ADM or SFS model is by using an inverse �ltering procedure, also

called deconvolution, in order to reconstruct the unresolved and un�ltered quantities. It

should be noted that the reconstruction can only be approximated. Stolz and Adams

[69] use a truncated series expansion of the inverse �lter to approximate the un�ltered

velocity �eld and then used it to compute the non-linear terms in the �ltered Navier-

Stokes equation. By combining the reconstruction and eddy-viscosity model higher order

versions of Bardina's mixed model are obtained. The advantages of the ADM or SFS

models is that they can account for backscatter and contain no parameters to be tuned.

Furthermore the model does not need wall-damping functions to correctly predict the

viscous sublayer.

In this study the eddy-viscosity model is adopted due to its simplicity from the nu-

merical point of views. A modi�cation in the Smagorinsky constant parameter is made

to accommodate di�erent �lter length scale in the vertical and horizontal directions. This

concept is similar with the common two-eddy viscosity coe�cients in the coastal models.

2.6 Summary

This chapter describes the de�nition of 2DCS in coastal �ows, comprehensive investi-

gation method of turbulence structure and basic nearshore processes. Moreover, existing

coastal models consist of wave, hydrodynamics and sediment modules are brie�y discussed

together with the LES concept as turbulent model.

The wave models are used to produce wave properties, such as signi�cant wave height

and wave period. The well established spectral wave model, SWAN, is coupled with FV-

COM in Zheng et al. [18] modelling suite to solve many important wave dynamics. A 3D,

hydrodynamic model based on RANS concept is widely used to solve the shallow water
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equations. This model uses hydrostatic approximation neglecting the horizontal force of

Earth rotation. In the vertical directions, terrain-following coordinate is introduced as

procedure to describe the bottom condition. A sediment module consists of advection-

di�usion based suspended transport model and a bed load formula. Each term in the

suspended model is solved independently commenced by vertical settling, source/sink,

horizontal advection, vertical advection and vertical and horizontal di�usions. An empiri-

cal formula is commonly used to solve the bed load transport predictions in the engineering

projects.

To take into account the existence of 2DCS in coastal �ows, a modi�cation in sub-grid

modelling is required. It is because in the RANS based coastal model, the time averaging

procedure may remove the vortical eddy structures. Therefore, LES concept is discussed

as new turbulent model.
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Chapter 3

Numerical Model

This section describes the development of LES based on Zheng et al. [18] model, where a

spatial �lter is applied to the governing equations. This �lter is considered as a convolution

procedure in which similar to the Reynold decomposition, the non-linear convection term

introduces an unclosed term. It is denoted, τij , as the impact of the sub-�lter scales on

the resolved motion. It is worth to note that �ltering in the LES is sort of a concept than

explicitly applied procedure (Fröhlich and Von Terzi [70]).

3.1 System of existing model: Zheng et al. [18] model

3.1.1 Introduction

A coastal modelling system composes of several modules for representing speci�c coastal

processes, namely wave propagation, coastal circulation, sediment transport and coastal

morphology. Each model is used to reproduce physical phenomena with di�erent spatial

and/or time scales which sometimes almost possible to resolve with just one model. Par-

allel with the advancement of computational power, a large number of coastal modelling

packages, both two- or three-dimensional models, have been developed for di�erent scien-

ti�c reasons. Many of these models have been validated and showed reasonable results for

reproducing coastal hydrodynamics and sediment transport.

As a basis for investigating large scale turbulent eddy, a prognostic, three dimension,

coastal morphodynamics model of Zheng et al. [18] is used in this study. Brief discussion

regarding these models is presented in this section. The model system is based on the

RANS �ltered ocean model, FVCOM developed by Chen et al. [43] coupling with the

unstructured SWAN model.
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3.1.2 Circulation Model

The circulation model of Zheng et al. [18] is based on the prognostic, unstructured-grid,

�nite volume based ocean model. By using non-overlapped, triangular grid in the hori-

zontal dimension, the model has good ability when dealing with complex geometry in the

coastal zone. Coastal structures such as breakwaters, groynes and jetties are well repre-

sented in the domain without a�ecting numerical accuracy. In order to solve the governing

equations which involved surface gravity waves, time splitting technique is adopted to ac-

commodate di�erent time step. In this scheme, the solution is decomposed into external

and internal modes which responsible to calculate current in two- and three-dimension,

respectively (Chen et al. [43]).

The governing equations for the hydrodynamic circulation are based on a σ-coordinate

system which has been discussed in detail by Blumberg and Mellor [45]. This system gives

smooth representation of bathymetry as the transformation of Cartesian coordinate z,

bottom topography H(x, z) and surface elevation ζ which illustrated in Figure 3.1. Total

water depth is described as Dw = H + ζ.

Figure 3.1: Illustration of σ-coordinate system in the model. Figure is reproduced from
Morales Marín [71].

By adopting the vector form for the sake of simplicity and neglecting Coriolis, snow

and ice terms, the governing equations are de�ned in Cartesian coordinate as continuity

(Equation 3.1), pressure (Equation 3.2), momentum (Equation 3.3) and scalar transport

equations (Equation 3.4):

O⊥.V +
∂w

∂z
= 0 (3.1)
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∂φ

∂z
+
gρ

ρ0
= 0 (3.2)

∂V

∂t
+ (V.O⊥)V+ w

∂V

∂z
+ O⊥φ = F+

∂

∂z

(
Km

∂V

∂z
+ ν

∂V

∂z

)
(3.3)

∂C

∂t
+ (V.O⊥) C + w

∂C

∂z
− ∂

∂z

(
Kh

∂C

∂z

)
− FC = Csource (3.4)

Boldface typeset represents vectors in horizontal space (x, y) while normal typeset is

used for vertical component (w). 3D vectors take form of (horizontal, vertical). (V, w) is

velocity components in Cartesian coordinate; φ is the dynamic pressure which normalised

by density (ρ0); ν is molecular di�usivity and F is horizontal di�usion term; ρ and ρ0

are total and reference sea water densities; C and Csource represent tracer quantity (e.g.

salinity, temperature) and tracer source/sink term, respectively; Km and Kh are de�ned

as vertical eddy viscosity coe�cient and thermal vertical eddy di�usion coe�cient.

The surface and boundary conditions for (V, w) are represented by:

Km

(
∂V

∂z

)
=

1

ρ0
τsurf , w =

∂ζ

∂t
+V.O⊥ζ +

E − P
ρ︸ ︷︷ ︸

z=ζ(x,y,t)

(3.5)

Km

(
∂V

∂z

)
=

1

ρ0
τbot, w = −V.O⊥H︸ ︷︷ ︸

z=−H(x,y)

(3.6)

τsurf and τbot are surface wind and bottom stresses, respectively, which de�ned as

τsurf, τbot = ρ0Cd |V|V; The drag coe�cient Cd is obtained by determining a logarith-

mic the bottom boundary layer to the model at zab height above the bottom.

Cd = max

 κ

ln2
(
zab
z0

) , 0.0025

 (3.7)

where κ = 0.4 is von Karman constant, z0 is the bottom roughness parameter. zab is

equivalent to the half of the �rst grid above the bottom.

3.1.3 Sediment Transport Module

A sediment module in FVCOM is based on the Community Model for Coastal Sediment

Transport (CMCST) which included suspended and bedload transport, layered bed dy-

namic based on the active layer concept, �ux-limited solution of sediment setting, unlim-

ited number of sediment classes and bed layers and cohesive sediment erosion/deposition
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3.1. System of existing model: Zheng et al. [18] model

algorithms. A similar implementation to the CMCST in the Regional Ocean Modelling

Systems (ROMS) is adopted with the major e�ort was to convert the structured-grid

ROMS code to the unstructured FVCOM code by using mass conservative �nite-volume

approach.

Suspended Sediment Transport Module

The suspended module is developed by solving advection-di�usion equation with an

additional source/sink term is added to the vertical settling and exchange with the bed

(Warner et al. [49]).

∂Ci

∂t
+ (V .O⊥)Ci + w

∂Ci

∂z
− ∂

∂z
(Kh

∂Ci

∂z
)− FCi = Cisource (3.8)

i is an index for sediment class; Ci represents sediment concentration of thei-th sedi-

ment class; Kh is the vertical eddy viscosity; FCi represents horizontal di�usion of sediment

concentration; Cisource is sediment source of i-th sediment class. It contains the settling

process and sediment exchange between sediment at the bed and at the water column.

Cisource = −∂w
i
sC

i

∂z
+ Eis (3.9)

where wis represents sediment settling velocity of i-th sediment class. The erosion source,

Eis is parametrised following Ariathurai and Arulanandan [72] erosion rate.

Eis = Ei0(1− Pbs)F ibs(
τsf
τ ice
− 1), τsf > τ ice (3.10)

where Eis is the surface erosion mass �ux (kgm−2s−1); Pbs represents the porosity of

the top bed layer, Ei0 is the bed erodibility constant (kgm−2s−1); F ibs is the fraction of

i-th sediment class in the bottom; τsf is the bottom shear stress and τce is de�ned as the

critical erosion stress for the i-th sediment class. Sediment mass transport forms the top

layer of the bed is limited to the mass available in the top layer. At the erosion phase, the

top layer thickness is increased to meet the active layer thickness. In contras, new layer is

resulted at the deposition stage if the timing and thickness criteria are met. Despite these

processes, the total layers are maintained to be constant so that both merge and split of

bottom cells are required.

Sediment entrainment exists when the local shear stress at the bottom reaches it a crit-

ical user de�ned value and it is removed at a rate de�ned by user. According to Chen et al.

[48], the simulated concentration pro�le depends on the net balance between advection,

vertical di�usion, introduction new material through erosion and the loss of material from

water column through settling process. The settling term requires particular treatment

due to the steep pro�le gradient near the bottom. Therefore, a piecewise parabolic method
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(Colella and Woodward [73]) and a Weighted Essentially Non-Oscillatory (WENO) ap-

proach (Liu et al. [74]) are used in FVCOM.

To close the sediment module equation, zero-�ux boundary conditions are imposed

both on the surface (z = ζ) and bottom (z = −h) in the vertical di�usion equation for

sediment concentration.

Kh
∂Ci
∂z

= 0 (3.11)

The sediment bed is initialised with a thickness, sediment-class distribution, porosity and

age for each horizontal cell which represented by three-dimensional arrays with a user-

speci�ed, constant number of layers beneath each horizontal model cell(see Figure ??).

Sediment mass of each class is obtained from the sediment bed properties and the grain

density. Moreover, the sediment age property can be used to track the time that the

deposition last occurred in that layer (Warner et al. [49]).

Bedload Sediment Transport Module

The model implements two methods for computing bedload transport: Meyer-Peter

and Müller [75] formulation for unidirectional �ows and Soulsby and Damgaard [76] that

account for combined wave and current. The formula depends on its individual character-

istic of each class, such as size D, density ρs, speci�c density in water s = ρ/ρs, and critical

shear stress τc. In this section only the �rst method is described brie�y, full discussion for

both formulae can be found in Warner et al. [49].

Meyer-Peter and Muller bedload formulae Non-dimensional transport rates Φ

for each sediment class are calculated by using

Φ = max
[
8(θsf − θc)1.5, 0

]
(3.12)

where θc = 0.047 is the critical Shield parameter; θsf is the non-dimensional Shields

parameter for skin stress and formulated as

θsf =
τsf

(s− 1)gD50
(3.13)

in which τsf is the magnitude of total skin-friction component of bottom stress computed

from

τsf =

√
τbx2 + τby2 (3.14)

The skin-friction components of the bed stress, τbx and τby, are obtained from current

itself or the maximum wave-current combined bed stress in the x and y directions. The

bedload transport vector are divided as x and y components based on the magnitude of
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the bed shear stress.

qblx = qbl
τbx

τsf
, qbly = qbl

τby

τsf
(3.15)

where qbl represents bedload transport rates which calculated as

qbl = Φ
√

(s− 1)gD3
50ρs (3.16)

3.1.4 Bottom Boundary Layer Model

The subgrid-scale processes such as Reynold stresses, production and dissipation of tur-

bulent kinetic energy, velocity and suspended sediment gradient vary in the vertical di-

rection, especially near the bed. Moreover, resolving these features are di�cult in the

large scale models due to the massive computational cost issue. Therefore, an algorithm

to parametrise some of these processes in the water column and bottom-boundary layer

(BBL) is implemented in FVCOM.

The treatment for BBL is important for both circulation and sediment models in terms

of:

• It determines the shear stress exerted from the bed into the �ow. This stress denoted

as τtot is used in the circulation model as a bottom boundary condition in the

momentum equation.

• It calculates the bottom stress de�ned as (τsed). This stress is used in the sediment

transport module to calculate both the bedload transport and pick-up function for

sediment in suspension.

The above mentioned bottom stresses are di�erent where τtot represents total bed shear

stress due to the overall resistance from the �ow (Soulsby [77]) while τsed is only the part

of τtot related to skin-friction.

FVCOM o�ers two di�erent approaches for representing BBL processes, namely, simple

drag-coe�cient based on pure current in�uence on the �ow and more complex formulation

included wave-current interaction and movable bed. The �rst approach adopts equation

3.7 with constant (or possibly vary in space) bottom friction. Despite its simplicity, this

approach unable to reproduce the e�ects of waves and sediment in the �ow. Moreover,

the presence of short oscillatory waves, introduced turbulence and generates large instan-

taneous shear stress. Therefore, more complex formulas adopted from Warner et al. [49]

in ROMS are added and modi�ed to match with FVCOM unstructured grid. Similar

with ROMS, FVCOM o�ers three methods to accommodate wave-current interaction and

movable sediment into bed dynamics. In this study the wave-current BBL model of Mad-

sen [78] or that Styles and Glenn [79] together with Wiberg and Harris [80] movable bed
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(sswbbl) formulas is used. Input parameters such as Eulerian velocities (u, v) at refer-

ence elevation zr, wave orbital velocity magnitude ub, wave propagation direction θ, wave

period T , and bottom sediment characteristic are required in BBL module. These pa-

rameters are obtained from circulation and sediment model. More detailed information

regarding other approaches are referred to Warner et al. [49].

3.2 New LES Concept

In this part a SGS model for coastal hydrodynamics application is developed. One of the

most important aspects in coastal models is the existence of typically two length scales,

namely horizontal and vertical scales. The horizontal dimension of order of kilometres

and one for the vertical direction of orders of ten meters. This condition creates problem

when a characteristic length scale is required. In addition, anisotropic cells with an aspect

ratio between the horizontal and the vertical direction of 10:1 occur, in which produce

inaccuracy when using classical sub-grid stresses. It is common to use the Deardro�

equivalent length scale in LES, ∆eq = (∆1∆2∆3)
1/3 where ∆1,2,3 represents the cell sides.

Despite this concept is good for weakly anisotropic cell, Kaltenbach [81] explained that

the implementation of this technique in coastal �ow produced inaccuracy in the evaluation

of turbulence statistics.

The anisotropic issue has been investigated by Scotti et al. [82] on the features of

the Smagorinsky model with anisotropic grid in the inhomogeneous �ow by using a single

length scale model. However, the requirement of a single length scale in strongly anisotropy

grid results a problem. Zahrai et al. [83] proposed a model with di�erent length-scale to

face the anisotropy problem. To take into account the anisotropy issue in coastal models,

Roman et al. [17] modi�ed Zahrai's concept to justify only highly anisotropic �lter cells

where the use of an unique characteristic length scale is no longer pertinent (Sagaut [84]).

In their formulation, the LES explicit �ltering procedure is divided for horizontal and

vertical directions to give a freedom used di�erent scale. We extends Roman's concept by

combining the ASM with mode-splitting procedure in Zheng et al. [18] model as a way to

implement the model to the large scale simulation.

3.2.1 LES �ltered governing equations

Following Rodi et al. [67] velocities and scalars in the governing equations are decomposed

as resolved and unresolved parts. The former term represents high-containing energy and

directly resolved by mesh size. It extracts the energy from mean �ow and transfer it to

smaller scales. Quantities with size bigger than the mesh are modelled and classi�ed as

the unresolved turbulent. For the sake of completeness we have rewritten Equation. 2.1
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in the form of velocity.

u = ū+ u′ (3.17)

Applying Equation 3.17 into continuity, momentum and scalar equations obtains �l-

tered form of LES governing equations: �ltered continuity equation

∂ūi
∂xi

= 0 (3.18)

�ltered Navier-Stokes equations

∂ūi
∂t

+
∂ūiūj
∂xj

= − 1

ρr

∂p̄

∂xi
+ ν

∂2ūi
∂xj∂xj

− ∂τij
∂xj

+ g
ρ̄− ρr
ρr

(3.19)

�ltered scalars transport equation:

∂φ̄

∂t
+
∂ūiφ̄

∂xi
= Γ

∂2φ

∂xi∂xi
+− ∂qi

∂xi
+ S̄φ (3.20)

The "¯" notation denotes the �ltered properties or quantities in the resolved scale. Rodi

et al. [67] explained that the non-linear e�ect uiuj in convective term contributes to the

development of τij in the Equation. 3.19. This term identi�ed as Subgrid-scale (SGS)

stress tensor is similar to Reynold stress in RANS. Despite the mathematical structure

of the equations is identical with RANS, the physical meaning is slightly di�erent. τij

in LES represents the e�ects of the unresolved, small-scale turbulence on the resolved

velocity while it represents all turbulent �uctuations in RANS. The SGS stress tensor

takes form of:

τij = uiuj − ūiūj (3.21)

Clark et al. [85] introduced three physical terminologies in which arise from SGS stress

tensor known as Leonard Lij , Cross Cij , and Reynold Rij terms. Based on this study,

the SGS stress tensor can be written as:

τij = uiuj − ūiūj = ūiūj − ūiūj︸ ︷︷ ︸
Lij

+ ūiu
′
j + u

′
iūj︸ ︷︷ ︸

Cij

+ u
′
iu
′
j︸︷︷︸

Rij

(3.22)

Lij represents the interaction in resolving scale. Moreover, this term can be solved directly

from the �ltered �ow �eld without modelling because the properties in this term are

obtained from resolved part. In contrast to the Leonard stress term, the Reynold stress

term, Rij , expresses the interaction between unresolved scale. Modelling approach is

needed to calculate this term. The interaction between resolved and unresolved scale

is obtained by calculating Cross term Cij . Both Lij and Cij are equal in LES while

these terms are zero in RANS (Argyropoulos and Markatos [86]). There is a lot of study
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3.2. New LES Concept

have been proposed for modelling SGS stress tensor. The popular one is based on the

eddy viscosity model. Furthermore, the idea behind this model is delivering energy from

resolved to unresolved scale through inertial subrange. Due to the simplicity, Smagorinsky

Model (SM) (Smagorinsky [3]) is commonly used in LES. This procedure is adopted from

the viscous stress in laminar �ows and the SGS stress is approximated by using the rate

of strain tensor and depends on velocity gradients. The SGS stress in SM is expressed as:

τSGS,ij = −2νtS̄ij (3.23)

νt is eddy viscosity and S̄ij de�ned as:

S̄ij =
1

2

(
∂ūi
∂xj

+
∂ūj
∂xi

)
(3.24)

3.2.2 Subgrid viscosity

The modelling e�ort in eddy viscosity concept is on determination of eddy viscosity νt
where eddy viscosity is determined by the characteristic length scale and velocity scale.

Representing characteristic length scale in the LES is done by �lter size ∆ and Smagorinsky

constant Cs. Practically, ∆ is the size of the grid space in the model, meanwhile Cs is

tuned parameter. Thus the length scale is expressed as:

l = Cs∆ (3.25)

Following Prandtl's mixing length theory, the velocity scale can be de�ned as:

q = l • |Sij | = Cs∆ •
√

2S̄ijS̄ij (3.26)

using Equation 3.26, the eddy viscosity is expressed as:

νt = l • q = l2
∣∣S̄ij∣∣ = (Cs∆)2

√
2S̄ijS̄ij (3.27)

Zheng et al. [18] model, which is based on the FVCOM, is a RANS based model. Ap-

plying LES concept is commenced by applying the �ltering procedure to the momentum

and continuity equations. Lesieur [87] explained that the �ltering procedure should be

commuted and stressed to choose the best �lter for solving small scale processes. Techni-

cally, the �ltering procedure that is conducted through the size of the mesh also known

as implicit �ltering (Denaro [88]; Sagaut [84]; and Lesieur [87]).

It is very common in three-dimensional models to adopt two di�erent types of eddy co-

e�cients to model the motion in the horizontal and vertical direction due to the di�erence

in the scale. The horizontal eddy coe�cient is used for modelling the horizontal mixing
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3.2. New LES Concept

process with respect to the quasi-2D turbulence while the vertical mixing is resolved by

the vertical eddy term. Such procedure that is adopting Smagorinsky [3] SGS model mod-

i�ed by Madsen et al. [89] has been adopted to calculate horizontal eddy coe�cient by the

following equation.

νsgs = l2 .

[(
∂u

∂x

)2

+

(
∂v

∂y

)2

+
1

2

(
∂u

∂y
+
∂v

∂x

)2
] 1

2

(3.28)

The formulation is based on the assumption that the turbulence is dissipated where it is

produced, i.e. there is no advection of turbulence. Moreover, another assumption in which

the turbulence transfer takes place in inertial subrange is used. When the turbulence at a

certain location is a�ected by turbulence production from another point, the Smagorinsky

[3] SGS model may not be valid.

Ramachandran et al. [90] stressed two important features of an SGS in coastal models

as parametrisation procedure of the SGS �uxes and dissipation mechanism of the resolved

scales. Moreover, the turbulence resides entirely on the subgrid scale in RANS concept

without none of it resolved by the grid. In contrast, the increasing resolution of grid

size in LES guarantees the abilities to solve viscosity and di�usivity terms in the coastal

models. Due to its simplicity Smagorinsky [3] SGS model has been adapted for various

3D turbulence simulations, started by Lilly [91]. Lilly [91] tuned SM for homogeneous,

isotropic turbulence by dumping the SGS dissipation to obtain the correct magnitude and

slope of energy spectra within the initial sub-range. As a result, a well known Smagorin-

sky constant Cs is derived with the recommend value Cs = 0.14. However, this value is

not valid for strongly anisotropic turbulence or coarse grid resolution case. By utilising

the subgrid constant value as a function of space and time, two di�erent �lter lengths

are adopted to resolve the large scale turbulence. This method, known as the Dynamic

Smagorinsky Model (DSM), is proposed by Germano et al. [16] as the evaluation of con-

stant SM coe�cient. The DSM practically exhibits the negative eddy-viscosities which

sometimes give rise into numerical instabilities and only transfered the energy from the

resolved into unresolved turbulence part i.e. no backscatter energy transfer is allowed.

The dynamic model has shown satisfactory results in the prediction of a large scale

�ows with complex physics and geometry. For instance, Bou-Zeid et al. [92] overcame the

problem of lacking of scale invariance between the SGS and the subtest stresses. Moreover,

(Özgökmen et al. [93]; Özgökmen et al. [94]; and Tejada-Mart� et al. [95]) con�rmed the

DSM ability for studying oceanic �ows regarding the anisotropy grid issue. It is worth to

note that the grid resolution in the DSM model should be placed in the inertial subrange

where from computational point of views is highly demanding. Moreover, the subtest

�lter procedure extends time computation which sometimes very di�cult to get the steady
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3.2. New LES Concept

condition.

By adopting similar idea where di�erent characteristic of length scale is used to solve

the anisotropy problem, Roman et al. [17] developed an ASM model that move back to the

Smagorinsky model using di�erent length-scales. This strategy is derived from the past

works of (Kamenkovich [96]; Wajsowicz [97]; and Miles [98]). One of the ASM advantage

is the freedom to choose grid resolution independently between the horizontal and vertical

directions. Furthermore, ASM does not require the grid resolution to belong in the inertial

subrange (Ramachandran et al. [90]).

ASM implementation in the Zheng et al. [18] model is started by modifying the di�usive

term of Navier-Stokes equation to express the in�uence of two-eddy in the �ow �eld. The

di�usive term is de�ned as:

Di =
∂

∂xi
νh
∂ūi
∂xi

+
∂

∂xj
νv
∂ūi
∂xj

(3.29)

i in equation 3.29 represents the direction in horizontal scale while j describes the direction

in the vertical scale. νv and νh denotes for the vertical and horizontal eddy, respectively.

The dimensional eddy viscosity (νij) is assumed to be symmetric, so that it reduces the

six independent components to three: ν11 = ν12 = ν22, ν13 = ν23 and ν33. Sharing similar

idea with SM, characteristic length scale for horizontal lh and vertical lv, can then be

de�ned as:

lh = Ch∆h (3.30)

lv = Cv∆v (3.31)

∆h and ∆v are proportional to the grid size in horizontal and vertical directions.

An improvement from Smagorinsky constant Cs, Ch and Cv can have di�erent value.

While this option is a better technique to solve anisotropy issue, the adjustment of these

empirical constants produce uncertainty from model results. Petronio et al. [99] showed a

procedure to get optimal value for Ch and Cv through the calibration process in elevated

grid anisotropy ratio. Figure 3.2 described variation to get optimal value for Ch and Cv.
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3.2. New LES Concept

Figure 3.2: Optimal value variation for Ch and Cv (Petronio et al. [99])

To be consistent with length scale, the strain rate tensor is decomposed into S̄h and

S̄v for determining velocity scale. In horizontal direction, S̄h is de�ned as:∣∣S̄h∣∣ =
√

2S̄2
ii + 2S̄2

jj + 4S̄2
ij (3.32)

while in the vertical direction, S̄h is de�ned as:∣∣S̄v∣∣ =
√

4S̄2
ik + 2S̄2

kk + 4S̄2
jk (3.33)

i, j, k stand for x, y, and z direction. Finally, the two-eddy coe�cients can be arranged

as:

νh = (Chlh)2
∣∣S̄h∣∣ = (Ch∆h)2

√
2S̄2

ii + 2S̄2
jj + 4S̄2

ij (3.34)

νv = (Cvlv)
2
∣∣S̄v∣∣ = (Cv∆v)

2
√

4S̄2
ik + 2S̄2

kk + 4S̄2
jk (3.35)

The ASM sgs model is deployed in the present model to transfer turbulence energy from

resolved to unresolved scale. As a consequence of mode split in the model, transferring

TKE into unresolved scale is implemented in the similar way with the existing turbulence

closure system in the model. The implementation of the ASM in horizontal di�usion can

be classi�ed as Horizontal Large Eddy Simulation (HLES) (Liek et al. [11]) or LES with

depth averaging velocity.
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3.3 Numerical schemes

The implementation of LES in the Zheng et al. [18] model is started by adding two-

turbulence eddy viscosity terms in the internal and external modes. These new terms are

required to transfer the turbulence energy from the large to the small scale motions. To

accommodate the ASM concept in the present model, several new parameters are further

de�ned in the main program. In this process original code is modi�ed to account the shear

stress term from the unresolved part.

3.3.1 Numerical algorithm

The complete step of ASM-LES implementation in the model can be seen in the Figure 3.3.

Integration is carried out following the internal time step module. In this subroutine the

hydrodynamic terms are calculated in both 2D and 3D ways. Moreover, the calculation of

the advection and di�usion �uxes initially calculated in the 2D way via Advave_edge_gcn

subroutine. The horizontal-LES eddy viscosity, LES_Horz, is then added in the subrou-

tine to calculate the shear stress. The hydrodynamic variables are passed to the external

mode and it is used to update depth, surface elevation and vertically averaged velocity

�elds from previous cycle.

The calculation of the 3D advection and horizontal di�usion terms are conducted in

the Advection_edge_gcn subroutine by using the parameters from the external mode.

The modi�ed eddy viscosity based on the LES concept is implemented in this subroutine

to replace the Smagorinsky viscosity coe�cient and to calculate the �ux in the x and y

directions. The results from this process are the 3D hydrodynamic variables. In the next

step, the all terms in the x- and y-momentum equations are solved except the vertical dif-

fusion term. The calculation is carried out in the Adv_uv_edge_gcn subroutine by using

3D advection and di�usion �uxes. Following similar procedure in the Advave_edge_gcn

subroutine, the LES_Horz is used to calculate turbulence viscosity and momentum �uxes

at each σ level.

The vertical di�usion term is calculated by solving the tri-diagonal equation that is

range from k = 2 to KB-2. KB is de�ned as the number of total σ-levels. This subroutine

requires vertical eddy coe�cient that is obtained from the calculation in the LES_V ert

subroutine.
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Preprocessing
Grid generation, input files

Start

Setup parameters, Initialization
- Import namelist
- Set forcing
- Set boundary condition

Main loop: IINT: TSTART, IEND

Internal mode
- Calculate hydrodynamic 
variables (3D and 2D)
- Flux adjustment from 
2D to 3D calculation

Calculate 2D 
Advection and diffusion fluxes

External mode
- Calculate 2D flow velocities 

- Update water levels and depth 

Adjusment 2D to 3D calculations
- 2D hydrodynamic variables

 is transferred to 3D

Calculate 3D 
Advection and diffusion terms

Calculate 3D 
- x and y momentum terms are solved

 Vertical LES 
- Calculate vertical eddy viscosity

 Vertical diffusion 
- Calculate vertical diffusion term
- its used as procedure 
  to balance the ‘transition’ velocity

Hydrodynamic variables

Finalize computations

Figure 3.3: The �owchart of ASM-LES in the model.

3.4 Summary

This chapter explains the existing system of Zheng et al. [18] model, development of the

new SGS model based on LES concept and the implementation into existing models.

A 3D, prognostic, unstructured-grid, �nite volume based ocean model is modi�ed to

solve the vortical eddy structures in the main �ow. This model uses non-overlapped, tri-
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angular grid in the horizontal dimension and σ-coordinate system in the vertical direction.

To speed up the computational time, the model adopts time splitting procedure, in which

two di�erent time steps can be used during simulation. In this scheme, the calculation is

divided as external and internal modes that responsible to solve the governing equations

in 2D and 3D, respectively.

In order to implement LES concept into the model, velocities and scalars are decom-

posed as resolved and unresolved parts. The procedure to separate these quantities is

known as explicit �ltering. The velocities and scalars larger than mesh size are catego-

rized as resolved part while smaller properties are de�ned as unresolved part. Another

important aspect in the LES implementation is the existence of typically two length scales,

horizontal and vertical directions. To tackle this anisotropy problem, the ASM is used

as SGS model. One of the ASM advantages is the freedom to choose di�erent mesh size

between the horizontal and vertical directions.

The implementation of LES into the model is conducted through modifying the di�u-

sive term of the governing equations. In addition, to accommodate the new terms from

LES several new parameters are then de�ned in the main program. The model integration

is conducted inside the internal module. Firstly, 2D advection and di�usion �uxes are cal-

culated together with the horizontal eddy viscosity of LES. Secondly, the variables from

previous calculation are then transferred into external mode and used to update depth,

surface elevation and vertically averaged velocity. In the next stage, 3D calculation of

advection, horizontal di�usion and horizontal eddy are conducted. The results from this

process are the 3D hydrodynamic variables. All terms in the x− and y− momentum equa-

tions are solved except the vertical di�usion. The vertical di�usion subroutine requires

vertical eddy coe�cient that is obtained from the calculation of the vertical LES. These

terms are used to balance the transition velocity from the previous cycle.
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Chapter 4

Model validation

In order to investigate model performance for modelling turbulent �ows, a simple test for

�ow pass a cylinder is performed. Model results are compared with Roulund et al. [1]

experiment for rough bed case. Flow dynamics, namely horseshoe vortex, �ow separation

and vortex-shedding are investigated in this section.

Firstly, the main �ow features are presented, covers the e�ect of cylinder Reynold

number on the main �ows, the generation and dissipation mechanism of the vortex and

previous numerical studies with respect to this case. Then, Roulund et al. [1] experiment

is discussed including driving force, instruments and scenarios. In the last section of this

chapter, numerical modelling set-up, input parameters and results are discussed. Model

validation is conducted by comparing model outputs with Roulund et al. [1] experiment

for rough bed case.

4.1 Flow pass a cylinder

Flow pass a cylinder is a classic case in turbulence �ow study. It o�ers a simple geometry,

but give rise to the complex processes in the �ows for instance, horseshoe vortex, �ow

separation, vortex-shedding at the wake region and �ows acceleration at the sides of the

cylinder (Roulund et al. [1]). The �ow pass a cylinder is characterised by complex interac-

tion between distinct phenomena, namely boundary layers, separation and reattachment,

shear layers and large two or three vortical structures. Generally speaking, it worth to

note that this case is very sensitive to experimental condition such as aspect ratio, block-

age, input or output boundary conditions and turbulence levels (Fröhlich et al. [100]).

In addition, the dynamic changing depends on the cylinder Reynold number (Re) and

formulated as

Re =
DU

ν
(4.1)
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4.1. Flow pass a cylinder

in which D is cylinder diameter; U is the mean upstream �ow velocity; and ν is the

kinematic viscosity. An increasing Re number destabilises the wake and shed-o� the

vortex-shedding. Furthermore, several distinct regimes have been identi�ed as the Re
increase. Roshko [101] determined laminar, steady and symmetrical �ow at Re < 40. A

regular and stable vortex street is obtained at 40< Re <150 while the �ow is entirely

laminar. The transition from laminar to turbulence regime is discovered at 150 < Re <

300 while Re >300 showed the irregular range. At much higher Re (2x105 to 5x105),

laminar separation is suceeded by transition to turbulence. Following this process, vortex

formations develop on the downstream side of the cylinder together with the separation

processes at the sides of the cylinder. Comprehensive representation is showed in Figure.

4.1 (Sumer et al. [59, p. 2]) for �ow around a smooth, circular cylinder in the steady

current.

Figure 4.1: Representation of �ow regimes around circular cylinder (Sumer et al. [59, p. 2])
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4.2. Roulund experiment

4.2 Roulund experiment

The model validation is achieved against Roulund et al. [1] experimental data. In their

experiments, the measurement was conducted in a 28 m long and 4 m wide �ume with

0.54 m water depth. The bottom of the �ume is covered by a single layer of crushed stones

with roughness heigh (k = 7 mm). The cylinder diameter was D = 53.6 cm with smooth

surface and it was sealed along its perimeter at the bottom. Constant of a �ow velocity

V = 32.6 cm s−1 is speci�ed from the input boundary.

Flow velocity and turbulence characteristics were measured in the plane of symmetry

upstream and downstream of the cylinder by using a two-component DANTEC 'pen-size'

Laser-Doppler Anemometer (LDA). Roulund et al. [1] experiments show complex �ow

�elds around cylinder, such as horseshoe vortex, vortex stretching and �ow separations.

Full information regarding the test conditions can be found in the Table. 4.1.

Table 4.1: Test condition for the rough-bed experiment (modi�ed from Roulund et al. [1])

Water depth h (cm) 54
Mean �ow velocity V (cms1) 32.6
Cylinder diameter D (cm) 53.6
Re,δ,V = V δ

ν 1.8x103

Re,D,V = V D
ν 1.7x103

Fr = V
gh

0.5
0.14

Bed roughness height k (cm) 0.7
Bed Nikuradse equivalent sand Roughness (ks) (cm) 1.0

4.3 Model domain

Model domain is developed following Roulund et al. [1] with 50 m long and 4 m wide. A

cylinder with diameter (Dc) 0.56 m is constructed 13 m from the inlet. Bottom condition

is assumed �at with 0.54 m depth. The domain is illustrated by Figure 4.2.
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Figure 4.2: Model domain (a) three-dimension and (b) two-dimension.

4.3.1 Model boundary

Four boundary conditions, namely, the inlet, outlet, wall and bottom boundaries are

implemented in this case. At the inlet and outlet boundaries, water levels are speci�ed of

0.2 m and -0.2 m. This approach is used to obtain 0.46 ms−1 �ow passing the inlet to the

outlet. Flume sidewall and cylinder are de�ned as solid boundary with non-slip condition.

Bottom condition is described as wall with 0.1 m roughness according to Roulund et al.

[1].

4.3.2 Computational mesh

The computational domain is discretised into di�erent size of triangular elements. For

capturing �ow behaviour, average mesh size is set to 0.02 m near the cylinder. Meanwhile,

for the area more than 10 m away from cylinder, mesh size increases to 0.09 m. Total

element in this simulation is 74053 triangular meshes. Figure 4.3 shows triangular meshes

around a cylinder.
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4.3. Model domain

Figure 4.3: Triangular meshes around cylinder.

4.3.3 Numerical parameter

The numerical simulation is performed with 0.0001 s and 0.001 s time step for external and

internal modes. In order to ful�l the stability criteria, The Courant number is maintained

under 0.8 to satisfy the stability criteria and formulated as (Chen et al. [48]) :

∆tE 6
∆L√
gD

(4.2)

where ∆tE is the external time step, ∆L is the shortest distance in a single mesh, and

D is the local depth. The internal mode time step is de�ned by including the maximum

phase speed of internal gravity waves CI as:

∆tI 6
∆L

CI
(4.3)

In order to reach steady state condition, the simulation is run for 30 minutes and the last

120 s data are saved for analysis. Furthermore, the simulation is conducted in supercom-

puting cluster using 80 cores, over 32 hours.
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4.4 Model results

4.4.1 Flow structures

The mean streamwise velocity is obtained from 100 s instantaneous data which is consid-

ered long enough to cover all di�erent scales of motion in the channel. Here we de�ned

the �rst step of 100 s instantaneous data as t = 0. It should be noted that the �ows were

dynamics due to the e�ects introduced by the SGS, which makes it is di�cult to achieve

steady state condition.

The time-averaged streamwise velocity is compared with experimental data from Roulund

et al. [1] rough bed case for eight depths as shown in Figure 4.4.

Figure 4.4: The mean streamwise velocity for eight depths from the model (solid line) and
Roulund et al. [1] experiment (circle).

At the upstream part of the cylinder, the mean streamwise velocity is gradually de-

crease from 0.32 ms−1 at the inlet to around 0.2 ms−1 close to the cylinder. The computed

results follow the measured data very well. Similar pattern is captured for eight depths at

0.003 m to 0.49 m from the surface. At the downstream side, the velocity initially decreases

reached -0.2 ms−1 at x/D = 1 away from the cylinder before recovers the magnitude to

approximately 0.2 ms−1 at 2 away from cylinder.

Comparison with the experimental data shows well agreement, particularly for the
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upstream side of the cylinder. More importantly, the model is able to represent �ow pat-

tern from the experiment. However, some discrepancies are found at the downstream side

where the model somehow under-predicted the velocity magnitude, particularly around

x/D = 1 away from the cylinder at the lower level close to the bed surface. This di�erence

suggests that the resolved eddy magnitude is over-predicted in the model close to the bed.

Similar with the streamwise velocity, the vertical velocity is compared with the rough

case experiment for eight depths as shown by Fig. 4.5.

Figure 4.5: The mean vertical velocity for eight depths from the model (solid line) and Roulund
et al. [1] experiment (circle).

At x/D = -2 upstream side, the velocity magnitude is regularly scale down from -

0.01 ms−1 to -0.1 ms−1 at the side of cylinder. At the downstream part, the magnitude

increases from -0.05 ms−1 at x/D = 0.5 from the cylinder to -0.02 ms−1 at x/D = 2 away

from the cylinder. In contrast to the mean streamwise velocity where minor variations

are found at the dowstream part, comparison with the experimental data for the mean

vertical velocity shows excellent agreement. The model is able to capture the �ow patterns

as in the experiment for both upstream and downstream sides. The normalized root mean
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square error of streamwise and vertical velocities is formulated as NRMSE= RMSE
u∗max−u∗min

, in

which

RMSE =

√∑T
t=1 (ut − u∗t )

2

T
(4.4)

where ut, u∗t , u
∗
max and u∗min are predicted velocity, measured velocity, maximum and

minimum value of measured velocity, respectively. T is the frequency of the velocity. The

calculated NRMSE of streamwise and vertical velocity are 11% and 8%, respectively.

To elaborate the �ow dynamics for the whole water column, the velocity along the

symmetric vertical cross-section is investigated and qualitatively compared with Roulund

et al. [1] data as shown in the Figure 4.6 and 4.7.

Figure 4.6: The vertical velocity pro�le from Roulund et al. [1] experiment.
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Figure 4.7: The vertical velocity pro�le at at -2 � x/D � 2 and y/D = 0.

Initially, the upstream �ow follows logarithmic pro�le from the inlet until x/D = -1

from the cylinder. At a region -1 � x/D � -0.5, the �ow starts to reduce the velocity

and change its direction (see Fig. 4.7). As highlighted by Roulund et al. [1], this is a

clear indication of horseshoe vortex formation in front of the cylinder. When the �ow

passes the cylinder, a clockwise vortex is formed attached to the cylinder side. According

to Roulund et al. [1] this vortex is developed with respect to the roughness bed e�ect.

In their �ndings, the roughness bed changes the vortex direction from anti-clockwise to

be clockwise. Moreover, the existence of this vortex also has been reported by Yin et al.

[102] and Aghaee and Hakimzadeh [103]. Despite the vertical pro�le from the model

shows similar behaviour with the experiment, its magnitude is signi�cantly weaker. This

condition is caused by under-predicted vertical velocity at the downstream side of cylinder.

To gain more insight into vortex detail, the sequence of velocity vectors and streamline

plots are represented in Figure. 4.8 - 4.11 .
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Figure 4.8: The horizontal velocity vectors and streamlines plot for t = 0 s at σ/D = -0.50.

Figure 4.9: The horizontal velocity vectors and streamlines plot for t = 7 s at σ/D = -0.50.
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Figure 4.10: The horizontal velocity vectors and streamlines plot for t = 16 s at σ/D = -0.50.

Figure 4.11: The horizontal velocity vectors and streamlines plot for t = 0 s at σ/D = -0.50.

As shown by Figure 4.8-4.11, the eddies detached from the sides of the cylinder. The

unsteady behaviour of the vortexes in which these eddies grow and move from one point

to another is depicted by the model. Generally speaking, the shear layers emerging from

the cylinder sides roll up to develop the eddies. According to Sumer et al. [59, p. 2] the

eddies started to develop when the cylinder ReD > 40.
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The presence of eddy structures has signi�cant role to the main �ow dynamics. Fig.

4.12 shows the magnitude of instantaneous velocity at σ = -0.05, σ = -0.25, σ = -0.50 and

σ = -1.0 layers, respectively. The �ow patterns are similar for all layers where periodic

lee-wake vortices are developed when the �ow passes the cylinder. Despite the magnitude

continuously decreases from the surface to the bottom, the vortices able to maintain its

formation. Doron et al. [21] explained this behaviour as the characteristic of anisotropy

turbulence or energy containing eddies.

Figure 4.12: Horizontal velocity magnitudes for σ = -0.05, σ = -0.25, σ = -0.50 and σ = -1.0
layers.

The time evolution of the instantanous streamwise velocity in 120 s period is used

to estimated the shedding frequency. The data are extracted at x/D = 1 behind the

cylinder. Strong �uctuating velocities can be seen in the Figure 4.13. By counting the

peak of streamwise velocity under time-averaged velocity, the shedding frequency can be

estimated. In this study, the shedding frequency obtained by the model is 0.10 Hz. The

value is still in the range of Sumer et al. [59] diagram of Strouhal (St) against Re number

for corresponding input condition. The St is de�ned as St = fD/U , where D is cylinder
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diameter and U is the mean �ow velocity that can be used to identify the vortex shedding

frequency, f . For U = 0.32 ms−1, Re = 1.8 x 103, the St is in the range of 0.2 to 0.35,

which leads to f in the range of 0.12 Hz and 0.21 Hz. Similar range of the vortex shedding

frequency has been reported by Yin et al. [102] when simulating �ow pass cylinder using

2eddy LES and WALE in the TELEMAC model.

Figure 4.13: Instantaneous streamwise velocity in 120 s period obtained by the model.

4.5 Summary

The model has been tested to simulate �ow over a cylinder for rough bed case. The

NRMSE values indicated well performance of the model when compared with Roulund's

rough bed case experiment. The model agree well with the experimental data for both

streamwise and vertical velocities at the upstream side of the cylinder. However, dis-

crepancies found at the downstream side where the model somehow underpredicted the

velocity magnitude at x/D > 1 away from the cylinder. The horseshoe and clockwise vor-

texes are captured by the model. The latter vortes arise due to the presence of roughness

bed condition in the simulation. The model results indicated the unsteady behaviour of

the eddies where it periodically grows and moves away from the cylinder. The lee-wake

vortices show expected anisotropy feature where the vortex formations are remain stable

from surface to the bottom layers. The shedding frequency obtained by the model is 0.10

Hz which is similar with Yin et al. [102] simulations.
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Chapter 5

Flow over single groyne

5.1 Introduction

In order to investigate the model performance in resolving prototype scale coherent tur-

bulence structures, a test case for �ow over a single groyne is conducted. The case is used

to demonstrate model capability for resolving the structure of the turbulent horseshoe (or

necklace) type vortices induced by groyne structure at the upstream side, the recirculation

region at the downstream side, the wake �ow past the structure and the separated shear

layer (SSL) arising from the tip of groyne.

Generally speaking, it has been widely known that when the �ow approaches the

structure, it experiences a strong transverse pressure gradient. This condition causes �ow

separation along the channel sidewall upstream of the groyne and leads to the formation

of a recirculation region at the junction between the upstream face of the groyne and

the side wall. At the junction between the downstream side and the side wall, another

recirculation region exists (see in Fig. 5.1).

This case is similar to the simulation conducted by Liek et al. [11] using 2D Horizontal

LES (2D-HLES) concept. However, the emphasis of Liek et al. [11] was to properly resolve

the wake formations that shed from the groyne head without further accessed the main

horseshoe vortex (HV) system and vortex tubes interaction inside the recirculation region.

In contrast, the main vortical systems in the �ow are investigated in this study.
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Figure 5.1: Schematic view of the �ow over single groyne with both upstream (denoted by index
S1 and A1) and downstream separation and reattachment points (S2 and A2). The �gure is
modi�ed from Paik and Sotiropoulos [104].

5.2 Numerical simulation

Model domain covers about 300 m long and 60 m wide channel with 5 m constant depth

where a 20 m long groyne is placed 120 m from the inlet. The 5 m, 2.5 m and 1 m

horizontal mesh are generated and in the vertical direction 50 non-equally distributed

sigma layers are used. The width of groyne in each simulation is 1 m as suggested by Liek

et al. [11] to tackle the possibility that the di�erences in wide size give rise to the di�erent

simulation results. The simulation is very sensitive to the size of grids around the groyne

as the mesh size directly a�ects the scale of the resolved and unresolved eddy motion.

Therefore, the study is commenced by testing model sensitivity of three di�erent mesh

sizes, 1 m, 2.5 m and 5 m which represent ∆/L = 5/20, ∆/L = 2.5/20 and ∆/L = 1/20,

respectively. Figure 5.2 described three di�erent mesh sizes used in the simulation. The

total elements for 5 m, 2.5 m and 1 m mesh sizes are 12,345, 24,691, and 61,729 elements,

respectively. As can be seen two open boundaries are placed in the East as the in�ow

and out�ow boundary in the West. Constant �ow velocity is speci�ed at the in�ow with

varying surface elevation along the channel. Top and bottom boundary are treated as

wall boundary. In this simulation, the fully developed condition is achieved after 01:23:00.

The convergence time is de�ned as the time when the normalised root mean square error

is less than 1.0%. More detailed input parameters can be found in Table 5.1.
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Figure 5.2: Triangular mesh of 5 m, 2.5 m and 1 m for the test-cases

Table 5.1: The input parameters for the �ow over single groyne test

Parameters Value Units

Water depth h 5 m

Surface elevation at the inlet 0.4 m

Mean �ow velocity V 0.4 (ms−1)

Bed roughness height k 0.1 cm

Flow simulation 5 hours

Computational time step 0.001 s

Output time step 1 s
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5.3 Result and discussion

5.3.1 Mesh sensitivity

To identify whether the large horizontal eddies are well resolved in the simulations, �ow

velocity �elds from three di�erent mesh sizes are studied. Figure 5.3 shows the instanta-

neous �ow velocity of three di�erent mesh sizes at certain time after the fully developed

condition is achieved. The plots clearly show that the computation with mesh size of ∆/L

= 5/20 and ∆/L = 2.5/20 m do not resolve the vortex structures in the groyne head as

well as the eddy formations in the downstream recirculation region. A di�erent result is

obtained for ∆/L = 1/20 mesh in which the wake vortices emanating from the SSL is

properly reproduced. Therefore, the simulation results for ∆/L = 1/20 mesh are used for

further analysis.

As can be seen, the intensi�ed velocity magnitudes are observed around the core of

vortex tubes. The small tube-like vortices develop due to the growth of Kelvin-Helmholtz

instabilities and are shed from the tip of the groyne (McCoy et al. [105]). More than 0.85

ms−1 velocity magnitude is recorded in between these structures, which is more than two

times higher than the in�ow velocity magnitude. Furthermore, another ampli�ed region

is found at the downstream part of groyne corresponds to the descending eddy structure

from the SSL.

From this work it is found that the presence of vortical structures evidently increases

the velocity magnitude in certain areas. This result agrees with the previous �nding

from Kato et al. [106] that simulated �ow over the breakwater head using LES. In their

results the existence of eddy signi�cantly elevated two to three times local �ow magnitude.

The eddy induced �ow ampli�cation indirectly con�rms that the implementation of ASM

as SGS closure system in the FVCOM works well to reproduce the turbulence coherent

structure all di�erent scales.
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Figure 5.3: The instantaneous velocity magnitudes of 5 m, 2.5 m and 1 m triangular mesh size

In order to check if the calculations are numerically correct, the current magnitude of

two monitoring points are extracted and compared with Liek et al. [11] simulation results.

The location of the observation points used in this case is shown in the Figure 5.4.

Figure 5.4: Location of the observation points

Three hours current magnitude is averaged every 60 s to make it comparable with the
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Liek et al. [11] results. Initially, the current magnitude of the �rst monitoring point (P1) is

unsteady due to the sudden introduction of the velocity to the model. After approximately

one hour simulation time, the current magnitude starts to reach the constant value of 0.4

ms−1. Comparison with the Liek et al. [11] simulation results obtains similar trends started

with the spin-up time before reaching the steady value as shown in Figure 5.5a. However,

small perturbations are recorded after 100 minutes as a result of ASM turbulent closure

model in the simulation.

At the downstream side of the groyne (P2), a chaotic pattern of current magnitude is

observed. The calculated values are in the range of 0.1 - 0.7 ms−1. Despite the current

magnitude ranges are in the same order with the Liek et al. [11] results, the patterns are

di�erent as shown in Figure 5.5b. The NRMSE value of the current magnitude is 22%.

Figure 5.5: The simulated current magnitude of ASM model (line) and Liek et al. [11] model
(circle) at the region close to the inlet (a) and downstream side of the groyne (b)

5.3.2 The vortical structures interaction

Before we proceed into detail of �ow structures over single groyne, it is worthy to provide a

global overview of the �ow �eld as a starting point to understand broader scale phenomena.

As mentioned in the introduction, there are two recirculating �ow regions on the upstream

and downstream side of the groyne. Each region has unique �ow structures such as the
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HV system at the upstream region, the SSL, vortex tubes/wakes shedding at recirculation

region and the large coherent eddy formations that observed in the downstream part.

Figure 5.6 presents the initial stage of coherent structure generation that is started

when the detached eddy shed o� from the SSL until the structure moves back in the

upstream direction. Each plot depicts the instantaneous condition for speci�c time to

describe the main types of interaction between the detached eddy coming from the SSL

and the vortex tubes. The later structures are convected over the tip of the obstruction

and jittered by the detached eddy near the groyne head. Initially, both the eddy and

vortex tubes move inline with the �ow direction. However, after the new jittered vortex

tube emerges the eddy is then forced to move downward in the upstream direction. During

this period, the eddy is still able to maintain its form, reaching the tip of the groyne. A

similar result has been reported by Koken and Constantinescu [107] when investigated

separated shear layer and wake regions behind a vertical obstruction for high Reynold's

number.
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Figure 5.6: The evolution of vortical structures at t = 01:23:10 to t = 01:23:40.

The second stage is started when the eddy re-enters the SSL from the tip of groyne as

shown in the Figure 5.7. Meanwhile, the vortex tube is convected downward at X/D =

2 forming new vortical structure near the sidewall. The new slow moving eddy attached

to the side wall is fed by the detached eddy before merging to form larger structure. The

primary eddy structure occupies more than 80% of the downstream recirculation area and

the �ow inside the core of this vortex moves in the upstream direction.

The all �gures describe the complex vortex structures in the downstream region that

is commenced by eddy generation at the tip of groyne, relatively high frequency �ows into

the shear layer. At the distance around X/D = 2 the vortex tubes turn over and generate

large coherent structure attached to the side of the wall. From time to time, the vortex
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grows and �ows in the upstream direction before merging with the new emerge, dynamic

eddy from the tip of the groyne.

Figure 5.7: The evolution of vortical structures at t = 01:23:55 to t = 01:24:25.

5.3.3 The shear layer and recirculation region eddies

To illustrate eddy formations in the shear layer and recirculation area, the detailed mean

velocity vectors that is generated by averaging the model results for 60 minutes simulation

after steady condition and 2D streamlines are presented in the Figure 5.8. The �gures

distinctly present the existence of primary clockwise eddy inside the recirculation area

and secondary anti-clockwise eddy at the downstream part. The primary eddy has length

approximately three times of groyne length as a result of its interaction with �ows from

57



5.3. Result and discussion

the outer layer. The shape of this eddy varies over depth as it is sharper near the bed

and larger in the upper regions. Investigation of this structure indicates that the vortex

cores are not exactly vertical and the individual eddies do not extend regularly from the

top to the bottom layers. As they move downstream, these eddies are stretched and in

some points they merge to form a larger vortical structure.

Inside the primary eddy, there are two vortex cores merged at X/D = 1.5 (as shown

in the right section of Figure 5.8). The �rst core which generated in the area close to the

sidewall represents the interaction between the vortex tubes and outer shear layer. The

velocity di�erences between the recirculating region and the shear layer force the new-

developed large coherent eddy moves into the recirculation area. The second vortex core

is produced from the interaction between the dynamic eddy attached to the downstream

side of the groyne and the main necklace vortex in the shear separated layer.

The vector �elds show large circular motions that span from X/D = 0.5 to X/D = 2.5

downstream the groyne. At the tip of groyne, maximum velocity magnitude is recorded

with the direction is being parallel with the main �ows. This is because of the strong local

e�ect from the de�ected HV system around the groyne head and the contribution of the

vortex tubes that shed from the shear layer. McCoy et al. [105] have shown that the role

of both vortexes as the driving force of �uid and momentum starting at the free surface

into the main necklace of the HV.
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Figure 5.8: Mean �ow features at three vertical layers, top) H = -0.05 m, middle) H = -2.60 m
and top) H = -4.90 m

5.3.4 The transfers of turbulence energy

In order to understand the transfer of turbulence energy amongst the structures, the

instantaneous value of resolved TKE and �ow �elds were extracted. The resolved TKE

is de�ned as TKE = 1
2(u′2 + v′2 + w′2). It can be seen in the Figure 5.9 that the eddies

interaction contribute to change the TKE transfer process. The vortex tubes convected

from the tip of the groyne can transport both high and low TKE depending on its sequence.

For instance, The resolved TKE inside the vortexes indicates a pattern where a series of

high and low TKE value emerged parallel with the vortex existence. In addition, the large

primary eddy re-enters the recirculation region with upstream direction and merge with

the vortex tube from the groyne tip. When these structures interacts, it also combines

their energy.

Interestingly, the highest TKE value is found around the largest coherent eddy. In

fact, the resolved TKE inside the large eddy are temporally high and sometimes lead

to a local increase of the bed shear stress along its path (Koken and Constantinescu

[108] and Mostafa et al. [109]). Paik and Sotiropoulos [104] highlighted that the �ow

inside this region is characterised as quasi-periodic �ows. It is primarily dominated by

multiple-slowly evolving, large scale eddies. In general, the instantaneous �ow �elds at the
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downstream part indicate dynamic pattern a�ected by irregular vortex tube formations

and large primary eddy.

Figure 5.9: The instantaneous 2-D streamlines and resolved TKE for 5, 10 and 14 seconds.

Interesting result regarding turbulence energy distribution is obtained by using spec-

trum analysis of three observation points. The �rst location is positioned at the tip of

groyne to capture the initial energy spectrum when the �ow is de�ected by the groyne.

The second monitoring point is placed in the intensi�ed velocity area. The reason is to

investigate the e�ect of detached eddy presence in the turbulent dynamics. Furthermore,

the location where the detached eddy is convected downward and forced to move in the

upstream direction is used as the last monitoring point. The detail of the locations and

energy spectrum are presented in Figure 5.10.

The spectrum energy is obtained from the time series value of streamwise velocity

�uctuations. As can be seen all energy spectrums exist inside the inertial subrange with

gradient -3. The highest energy level at the tip of groyne (#1) is around 10−6 E/Hz with

most of the energy take place inside the high frequency. The interaction between vortex

tube and detached eddy at X/D = 1.2 and Y/D = 2 increase the energy level signi�cantly

to about 10−2 E/Hz (#2). Furthermore, the interaction of the downward detached eddy

with the side wall inside the recirculation region elevated the energy spectrum.
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Figure 5.10: The monitoring points (top) in which colour indicating �ow magnitude and energy
spectrum of streamwise velocity �uctuations (bottom).

5.3.5 The vortical structures roles in the mean �ow

To gain more insight of the vortical structures roles in the mean �ow, the mean velocity

magnitudes at three layers, near surface, middle layer and near bed are discussed and

presented in the Figure 5.11. In the upstream part of the groyne, the �ow velocity mag-

nitude starts to decrease when approaching the groyne before then intensify around the

tip of groyne as a result of groyne local e�ect with the maximum velocity adjacent to

the outer layer of the shear layer. The velocity ampli�cation, then moves along the �ow

and expands further downstream of the groyne. Experimental �ndings from Safarzadeh

et al. [110] found that the extension of the high velocity �eld is of 1D to 2D for straight

groyne case in which consistent with this simulation. Interestingly, the maximum velocity

ampli�cation, that de�ned as the ratio between the local maximum velocity magnitude

and the velocity of the undisturbed approach �ow, occurs adjacent to the outer layer of

the shear layer. A similar result has been reported by Molinas et al. [111] that showed

the depth averaged velocities around the vertical wall abutments increase 50%.
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Figure 5.11: Mean �ow velocity at three vertical layers, top) H = -0.05 m, middle) H = -2.60
m and top) H = -4.90 m

Two vertical pro�les of mean current magnitude at Y/D = 0.5 and Y/D = 1.0 is used to

explain the characteristic of 2DCS in the mean �ow as shown in Figure 5.12. In the section

A, Y/D = 1.0 where the eddy starts to develop, uniform distribution of high current

magnitude over the depth is found close to the groyne (see Figure 5.12a). In addition,

the current magnitude in this area is 50% to two times higher than the incoming �ow

magnitude except in the bed region. Attached eddy together with the groyne local e�ect

exist and ampli�ed �ow velocity in this area. A similar trend is observed at Y/D = 0.5

in which uniform �ow structure is found from the surface to the bottom layer as shown in

Figure 5.12b. In contrast to the groyne tip pro�le, where �ow ampli�cation is found along

the section, high current magnitude starts to develop at X/D = 2 as a result of eddy

interaction in this region. Overall, the uniformly distributed current magnitude following

eddy structure is a strong indication of 2DCS nature that can maintain its structure from

the surface to the bottom as previously explained by Doron et al. [21].
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Figure 5.12: Mean current magnitude along the horizontal line at (a) Y/D = 1.0 and (b)
Y/D = 0.5

5.3.6 The HV system

On the upstream side of the groyne, the model predicts the formation of a main corner

vortex in the mean �ow with the spanwise extent of the recirculation region takes 0.2D

as shown in the Figure 5.13. The total streamwise length of the separated region is 0.7D

with the centre of the vortex is positioned at (x, y) = (-0.33D, 0.06D). A similar length

scale has been reported by Koken and Constantinescu [108] which obtained 0.77D in LES

simulation and 0.78D in the experiment. The interesting point of this study is the velocity

magnitude inside the HV in which show that the vortex moves in the clockwise direction

with slower magnitude (section A and B). This condition contrast to the primary vortex

inside the recirculation region where the velocity magnitude approximately equal with the

main �ow region.
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Figure 5.13: Mean �ow velocity at the free surface in the upstream groyne region

To address the nature of the HV in the main �ow it is necessary to consider the

instantaneous HV in the upstream side of the groyne. Figure 5.14 shows the instantaneous

HV for three vertical layers, for example, near surface, middle depth and near to the

bed. These plots are obtained at certain time after fully developed condition achieved.

Interestingly, the shape of the HV vortex changes from slender in the upper and middle

layers to more compact at the close bed region as response to its position along the axis.

At the bed, the vortex merges with migrating vortex and intensi�ed the magnitude parallel

with the entrainment small-scale turbulence from the bed. Attached to the groyne, the

wall attached vortex (WAV) is present at the bottom layer. As it approaches the bed, this

vortex starts bending in the spanwise direction before merging with the HV vortex. The

interaction between the WAV and HV provides additional momentum to the �ow inside

the HV (Koken and Constantinescu [108]).
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Figure 5.14: The instantaneous velocity and 2D streamlines at three sigma layers, σ = -0.05, σ
= -0.26 and σ = -0.99

To examine the HV structure and it's intensity along its main axis in more quantitative

way, the resolved TKE at surface, middle and bottom layers are plotted in the Figure 5.14.

Despite the 2-D streamlines properly show the presence of HV in the vertical direction,

it has limited ability for determining the vortex size and position. Hence, scalar quantity

such as TKE is more appropriate to represent high intensity in the HV system.

To be consistent with the LES concept only TKE from the large scale turbulent is

observed in this study. Another reason is to reduce the in�uence of isotropic turbulence

that is produced from the SGS. The present simulation results, distinctly show high TKE

inside the HV system where the highest intensity is found around core of the HV vortex.

Outside the HV, the resolved TKE structures follow the primary necklace vortex. This

result is consistent with the simulation from Koken and Constantinescu [108]. In their

simulation the structure extends from the main core to the SSL region. A contrast to

the upper and middle layer with only single peak of TKE, two peaks are identi�ed at

the bottom layer describing the merging process between HV and WAV. Moreover, the

bimodal nature of the �ow inside the HV system also contributes to this condition as

observed by Devenport and Simpson [112].
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Figure 5.15: Mean 2D streamlines and resolved TKE at three sigma layers, σ = -0.05, σ = -0.26
and σ = -0.99

5.4 Summary

The present numerical investigation of the �ow over single groyne provided depth under-

standing of the �ow physics and dynamics of the large coherent structures. The ASM-LES

concept showed good performance to resolve the �ow structures. The generation of vortex

tubes from the tip of the groyne that induces velocity ampli�cation inside the shear layer

is captured by using ∆/L = 1/20 mesh size in the simulation. Comparison with results

from coarser mesh size ∆/L = 5/20 and ∆/L = 2.5/20 con�rms that the main coherent

structure is in the scale of ∆/L = 1/20.

The jittering process at the separated shear layer was caused by the convection of

highly coherent structures from the boundary layer separating on the side wall, upstream

of the groyne. A main �nding of this case is that the generation of the vortex tubes from

the tip of groyne strongly changes the orientation of the detached eddy. At some point

this eddy is forced back �ow in the upstream direction before re-entering the recirculation

area with another vortex tube. The interaction between detached eddy and the side wall

developed main circulatory motion in the recirculation region. At this point the existence

of the eddy is not only on the instantaneous �ow condition, but also in the mean �ow.

The investigation of the primary eddy inside the recirculation region showed varying

shapes over depth. It is sharper near the bed and larger as reach the surface layer.
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Interestingly, the core of this vortex is not exactly oriented in the vertical direction. This

contrast with the vortex tube in which the core moves in the vertical direction. Another

important result is that there are two vortex cores developed inside the primary eddy

resulting slow moving zone in the recirculation region.

Simulation results showed that the eddy interaction undoubtedly a�ected the transfer

of resolved TKE. The interaction between large primary eddy re-enter the circular motion

with the convected vortex tube produces a pair of low and high TKE regions. More

importantly, the highest TKE value is found in the largest coherent structures and due

to its temporal evolution sometimes lead to increase the bed shear stress along the path.

The spectrum analysis con�rms similar �nding with the resolved TKE analysis. In the

region where two or more vortical structures interact, higher energy level can be observed.

The HV structures reproduced by the model have similar dimension with the experi-

mental result. The shape of the HV structure depends on its position along the axis. It is

slender at the upper layer and more compact as reach the bed. The interaction with the

WAV at the bottom layer provides additional momentum to the HV system. Consistent

with other structures high resolved TKE is found inside the core of HV while in the outer

region the TKE structure follows the path of primary necklace vortex.

The role of the vortical structures in the mean �ow can be observed in the recirculation

region. Two coherent structures exist in the mean �ow a�ecting the circulatory motion

at the downstream side of the groyne. Contrastingly, the vortex tubes that induce �ow

ampli�cation is removed due to the averaging procedure in the mean �ow.

67



Chapter 6

Flow over a series of groyne

6.1 Introduction

The model is applied to study the sediment transport process between the main channel

and the groyne �elds. First of all, the detail of the �ow patterns near groynes is investigated

by resolving the large coherent structures. The model results are then analysed and

validated by using experimental data from Yossef [19]. At the second stage, one-way

coupling with the sediment module is conducted through o�ine procedure to minimise

the computational time. Both suspended and bedload sediment modules are used to

describe �ne sand transport inside the embayment and main channel.

To that end, the case was conducted with the following objectives:

• to investigate the dynamics of the �ow and its associated coherent structures near

groynes

• to study the e�ect of the resolved structures in the groyne �elds

• to investigate the role of vortical structures in sediment transport inside groyne

�elds.

Firstly, section 6.2 presents the simulation design following experimental set-up from

Yossef [19]. In the section 6.3 numerical results are discussed starting by analysing the

mean �ow, the HV system, the role of vortical structures inside embayment, turbulent

energy and sediment transport. Furthermore, the morphological changes for relatively

short time length are discussed in this chapter.

6.2 Numerical Simulation

The simulation is conducted in a 5 m wide and 30 m long channel with a series of groynes

placed 12 m from the inlet. Each structure has equal distance of 4.5 m. The domain
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is made with the same con�guration as a physical model of Yossef and de Vriend [2] for

the emerge groyne condition. Fig.6.1 shows a schematic illustration of a model set-up

with particular emphasis on the fourth groyne �elds where data from the experiment are

compared with the numerical result.

Figure 6.1: Schematic illustration of numerical simulation:# indicated four cross-section mea-
surement points of laboratory test (modi�ed from Yossef [19, p. 31])

The model bed is �xed and �at in the main channel. A constant water transport and

speci�ed surface elevation are imposed at the in�ow and out�ow boundary. The horizontal

mesh resolution is uniform for the whole region with value 0.05 m (∆/L = 0.025) and 50

non-equally distributed layers are used in the vertical directions. Simulation of �ne sand

(D50 = 0.164 mm) is conducted for both suspended and bedload transports. More detail

conditions are described in the Table 6.1
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Table 6.1: Conditions for �ow over a series of groyne

Parameters Value Units

Water depth h 0.25 m

Mean �ow velocity V 0.3 (ms−1)

Bed roughness height k 0.7 cm

Bed Nikuradse equivalent sand Roughness (ks) 1.0 cm

Flow simulation 5 hours

Computational time step 0.0001 s

Output time step 1 s

Density of sediment 2650 kg/m3

D50 0.164 mm

Sediment settling velocity, ws 0.019 ms−1

6.3 Result and discussions

6.3.1 Mean �ow data analysis

As the �ow reaches the �rst groyne, the shear boundary layer separates as a result of

adverse pressure gradient generating main vortical system in the �ows, such as the HV

system, recirculating �ow upstream of groyne and vortex tubes inside the separated shear

layer (Koken and Constantinescu [107]). In this study, the length of the groyne (D) is

used as the length scale. By using this scale, the total water depth is h = 0.125D.

The mean velocity streamlines for four vertical layers are observed to describe the main

vortical structure in the base �ow. Mean velocity �elds were averaged after steady condi-

tion achieved at 01:10:00 simulation time to ensure convergence of the velocity statistics.

Figure 6.2-6.5 represent the 2-D velocity streamlines and magnitude for four depths. It

is observed that the primary eddies were resolved in the horizontal plane. The secondary

eddies at the groyne �elds 1 and 2 only resolved at the surface layers (h = 0.03 and 0.06D)

and it's presence disappear at the deeper layers. This contrast with the secondary eddies

at the groyne �elds 3 and 4 in which somehow able to maintain its forms. In general, the

circulation patterns in the groyne �elds show similar behaviour with the experiments from

Uijttewaal et al. [113], Uijttewaal [114], Yossef [19] and Kang et al. [115].
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Figure 6.2: Visualization of �ow structure using 2-D mean velocity streamlines near free surface
h/D = 0.03.

Figure 6.3: Visualization of �ow structure using 2-D mean velocity streamlines at h/D = 0.06.
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Figure 6.4: Visualization of �ow structure using 2-D mean velocity streamlines at h/D = 0.10.

Figure 6.5: Visualization of �ow structure using 2-D mean velocity streamlines at h/D = 0.125.

The velocity magnitude contours indicate that the velocity �elds is greatly a�ected

by the groyne length. The surface velocity pro�le shows the typical �ow patterns of

impermeable groyne where the contraction from the groyne length intensi�ed the velocity

at the tip of the groyne (e.g. Figure 6.2 and 6.3). In the main channel, the velocity has

averaged value of 0.4 ms−1. This value is one to two times higher than in the groyne

�elds. Similar �nding has been reported by Mostafa et al. [109] which investigated the

�ow around the river's �oodplain. In their experiments the relative longitudinal velocity

in the opposite region rise to 75, 125 and 175 % with respect to the groyne length.
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6.3.2 The HV system

The �ow structures at the upstream side of groyne describes the formation of complex HV

system span from the surface until the bottom layer. Paik and Sotiropoulos [104] described

this structure as a complex system of multiple, large-scale necklace vortices with high

turbulence kinetic energy. As explained in the left side of Figure 6.6 the transverse roll-up

of the incoming �ow forms two coherent structures that wrap around the structure. The

HV system is composed of a primary necklace vortex directly attached to the obstruction

and an elongated vortex upstream of it. The main vortex is initially parallel to the

upstream side of groyne and then its size grows as reach the bottom layer. The presence

of HV at the bottom corner of groyne induces large-scale aperiodic oscillation contributing

to the high turbulence levels inside HV core. McCoy et al. [116] found that the TKE is

signi�cantly ampli�ed within region occupied by the main necklace vortex. It is evident

that the HV system is not single structures, but formed by a set of unsteady, multiple

necklace-like vortexes. Similar �ndings have been reported by Paik and Sotiropoulos [104]

and Devenport and Simpson [112] in the upstream junction region of a wall-mounted,

wing-like obstacle and the wall.

The presence of the structures inside the HV system is also captured in the instan-

taneous condition. Animation shows that the interaction among these structures takes

place in X/D = -0.6. Despite the interaction a�ected the size of the eddies, the shape is

remain unchanged during the process.
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Figure 6.6: The mean velocity streamlines (left) and velocity magnitude (right) of h/D =
-0.05, h/D = -0.26 and h/D = -0.9.

6.3.3 The role of large coherent structures in groyne �eld

As observed in the Figure 6.7 the mixing layer starts at the tip of groyne and grows in the

downstream direction. To gain more insight related the LSCS inside the groyne �eld and

its interaction with the main �ow, we analyse the mean �ow structures from the fourth

groyne �eld and compare with experimental data from Yossef [19]. Figure 6.7 illustrates

the circulation pattern inside goyne �eld as previously reported by Uijttewaal et al. [113]

and Yossef and de Vriend [2]. Three eddies, namely clockwise-primary, anti-clockwise

secondary and clockwise dynamic eddy are described in the plot.

According to Uijttewaal et al. [113] a primary eddy that develops in the downstream

part of the groyne �eld can cover approximately two thirds of groyne �eld space. It has

30 to 40% of the main channel velocity. In this study, the velocity at the primary eddy
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has an average value of 0.15 ms−1 which equals to 37% of velocity in the main channel.

A secondary eddy is fed by the primary eddy and moves in the opposite direction with

smaller velocity. Our result obtains velocity value of 0 - 0.18 ms−1 for the secondary

eddy. A dynamic eddy shed regularly from the tip of the upstream groyne and translate

following the �ows. This eddy can merge with the primary eddy and upgrade its size

before disappearing. During the interaction with the migrating eddy, the size can grow to

two times of its regular size as shown in the Figure 6.7

Figure 6.7: Flow pattern in the fourth groyne �eld

Yossef [19] showed that the velocity �uctuations represent shallow turbulent �ows at

the region close to the upstream groyne. Here we compare the velocities from the model

with the experimental data from Yossef [19] at point A2 attached to the upstream groyne

(see Figure 6.1).

Figure 6.8 presents the comparison between the model results and experiment. The

data are obtained from last 80 seconds simulation while experimental data are collected

over 600 seconds with a sampling rate of 10 Hz. The data show that the velocity �uc-

tuations in stream-wise direction are two times higher than in the transverse direction.

Moreover, oscillations with a period of 8-10 seconds were recorded. Model results show

very good agreement with the experiment, particularly for the stream-wise velocity while

in the transverse direction, model under-predicted the velocity and unable to capture the

high-frequency velocity.
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Figure 6.8: Stream-wise and span-wise velocities from the model (dashed blue line) and experi-
ment (black line) at point A2 (see Figure 6.1)

6.3.4 Turbulent energy

To examine the di�erent turbulent scales in the velocity data in the groyne �eld, the

autocorrelation functions and energy spectra are used. First, we use stream-wise velocity

that has been normalised by it variants in order to obtain autocorrelation value and time

lags. Then, the spectra energy is calculated by using stream-wise velocity �uctuations to

represent the distribution of turbulent energy over di�erence frequency.

Figure 6.9 reveals the autocorrelation function of the stream-wise velocity. The large

turbulence structures are identi�ed through the modulation characteristic which extend

over large time lags. It has strong correlation with the length-scale turbulence structures.

In the groyne �eld at A1 and D1 (see Figure 6.1), the autocorrelation value produces

negative and positive value over large time lags. This is the indication of the large tur-

bulence structures in the groyne �eld which mainly produced by primary eddy. Close to

the detachment point (Point A2) strong modulation exist with shorter time lags. Here

we can identify the contribution of dynamic eddies at the upstream and downstream side

of the groyne. Point 3 and point 4 show weak modulation as in this region, primarily

a�ected by the small scale turbulence structures. Generally speaking, the characteristics

for section A and D are similar corresponding to the same turbulence structure in these

two transects.

Despite autocorrelation function show identical shape, the energy distribution over

various frequencies is di�erent depend on the turbulence sources. At section D where

the primary eddy generated and interacts with migrating eddy, the energy distribution

is more prevalent compare to the section A. Figure 6.10 describes the energy density of
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observation points. A single peak can be recognised inside the groyne �eld for each Point

A1 and D1 as a consequence of primary eddy domination. The peak exists at the high

frequency and more �uctuations are found at the lower frequency in section D1. This can

be interpreted as the generation of the eddy over the length scale of section D to section

A.

The energy spectra at the mixing layer (Point A2) produces more peak due to the

presence of secondary and dynamic eddy. These eddies that shed regularly produced a

signi�cant amount of turbulent energy due to its dynamics in the groyne �eld. The similar

�nding can be seen from the autocorrelation function presented in the Figure 6.9. For the

region outside the groyne �eld (Point 3 and 4) the contribution of migrating eddy is less

signi�cant. However, these points are subject to the mixing layer upstream of the groyne.

The energy spectrum is mainly produced from the small scale turbulent correspond to the

signi�cant amount of energy in the low-frequency.

Figure 6.9: Autocorrelation functions of stream-wise velocity �uctuations at sections A and D.
Point 1 and 2 are located inside the groyne �eld.
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Figure 6.10: Energy density spectra of stream-wise velocity �uctuations at sections A and D.
Point 1 and 2 inside the groyne �eld

6.3.5 Sediment Transport

The sediment is transported from the main channel into groyne �eld following the primary

circulation cell. In the region where the velocity is low, the sediment has more chance to

settle. Figure 6.11 shows the time-averaged of suspended sediment concentration for three

vertical layers where high deposited sediment is generally found inside the groyne �elds.

The deposition region, which is formed in the groyne �eld engages with the �ow pattern

corresponding to the vortical eddy structures.

Its found that the �rst groyne �eld has more deposited particles than other regions,

which is caused by strong �ow de�ection from the �rst groyne. Approximately more than

0.4 g/L particles are deposited at the downstream part of the �rst groyne. This value is

0.1 g/L higher than the other groyne �elds. Interestingly, for all four groyne �elds the

high deposited sediment takes place around the primary eddies. It has been discussed

in the previous section that the eddy has varied shape over the depth but consistently
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maintain the energy. The combination of the high-containing energy, primary eddy, with

the quasi-periodic �ows inside groyne �elds produces high deposition regions. As the

sediment reaches the bed, more particles are concentrated. This condition is caused by

high bed shear stress, which entrained substantial amount of sediment from the bed into

suspension. As a consequence, the concentration patterns in the middle and near bed

layers indicate more dynamic condition than the surface layer.

Figure 6.11: Mean distribution value of suspended sediment concentration in σ = -0.05, σ =
-0.50 and σ = -0.99

While the suspended transport is more a�ected by the primary circulation, the bedload

transport rate shows dominant in�uence from the vortex tubes as shown by Figure 6.12.

It is because the core of vortex tubes that shed from the groyne evolved in the vertical

direction. As a consequence, additional horizontal vorticity is induced in the near-bed

region and greatly a�ected the sediment movement (Koken and Constantinescu [107]).

This is evidenced by high value of rate transport inline with the vortex tubes direction.

Following the �ow obstruction by groyne tip, deposition takes place until X/D = 2 where

highest concentration occurs inside the core. Approximately, bedload rate transport more

than 0.001 x 10−2 kgms−1 is found in this area. In fact, the value is two times higher

compared to the main channel.

Interesting �nding from this study is that the sediment distributions inside groyne
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�eld resemble the �ow �elds, resulting high concentrated regions in the downstream part

of groynes. It shows the dominant roles of eddy structures. A pairs of bimodal, relatively

high deposition and erosion zones are identi�ed next to the primary and secondary vortex.

As a result the sediment particles are transported through re-circulatory motion and settle

on the side wall.

Figure 6.12: Bedload transport rate

The general pattern of suspended and bedload transport show strong domination of

LSCS structures. However, the primary vortex tubes somehow a�ect less suspended trans-

port at the tip of �rst groyne. This is partly due to the loss of energy at the water column

with respect to the merging process with the downfall vortex from the separation layer.

Despite the weak in�uence from the vortex tubes, this study found that the contribution of

high turbulent eddy is more prevalent in the suspended rather than the bedload transport

in this particular test.

The assessment of the fourth groyne �eld is made to see the exchange process of

sediment leaving/entering the �eld. Four cross-sections are presented in the Figure 6.13a,

namely section A, B, C and D,which are positioned at X/D = 4.35, X/D = 5.00, X/D =

5.50 and X/D = 6.00, respectively. The length in the transverse direction is 3.0 X/D. The

sediment transport rate presented in those �gures are obtained from the last 30 minutes

simulation after fully developed condition achieved. The data are both averaged over time

and depth to properly represent the transport mechanism inside the groyne �eld.
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Figure 6.13: a Cross-section lines, b The bedload transport rate in the transverse direction of
A, B, C and D sections

The plots in Figure 6.13b shows the distribution of bedload transport rate in the main

channel and groyne �eld. As illustrated by the mean velocity streamline (see Figure 6.2)

the primary eddy plays important role in the transport of suspended materials. McCoy

et al. [105] explained that the �ow convected into embayment region from the downstream

can substantially accelerate both the removal or entrance of sediment. In this study the

patch of primary eddy is closely associated with the high deposited region. Furthermore

the core is observed as the region with highest deposited particles.

The amount is di�erence between embayments in which the largest value takes place

inside the �rst groyne �eld due to the fact that more turbulence are found in the �rst

groyne �eld than other regions. The sediment inside the groyne �elds (Y/D < 1) are

almost similar to all sections indicated equilibrium condition. Meanwhile, the value in

the outer layer is more �uctuated, particularly at 1 <Y/D< 2. The bedload transport

calculates approximately -0.005 x 10−2 m3/ms for each section inside groyne �eld. The

transport rate in the section A represent part of the import process from the main channel
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a�ected by dynamic eddy around the tip of groyne. As a consequence, large sediment

deposition is found around Y/D = 1.5. Contrastingly, at the section B and C where there

are no direct transport from the main channel, equal distribution can be seen. In addition,

another sediment entrance is represented by section D in which particles move through

primary eddy. When this structure decreases its velocity, the deposition region started to

form.

The corresponding suspended sediments along these four transects show more pro-

nounce pattern than the bedload transport as shown in the Figure 6.14b. The rate of

transport at the section A highlight the high value inside the groyne �eld. Similarly,

sediment entrainment in the section D is evidenced by producing higher concentrations

than the main channel. Overall, both bedload and suspended sediment are transported

following primary circulation pattern inside groyne �eld where the existence of vortical

structures signi�cantly a�ected the local transport process.

Figure 6.14: a Cross-section lines, b The suspended transport rate in the transverse direction
of A, B, C and D sections

Another primary goals in this simulation is to investigate the temporal development in
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morphology pattern. It should be noted that during the simulation, morphological factor

of 10 is used to speed up the deposition/erosion process in the model. Figure 6.15 shows

that strongest erosion part is found close to the tip of �rst groyne extends parallel with the

main circulation. The distributions are mainly a�ected by strong-de�ected �ows transport

in which vortex tubes dominated the �ow �elds. Interestingly the corresponding vortices

only exist at the �rst groyne and then dissipated at X/D = 3.

After 50 hours simulation time, the largest erosion of -0.16 m is found at the tip of

the �rst groyne while at most part of domain deposition of 0.039 m is obtained. In all

groyne �elds the existence of primary eddies tend to accelerate the �ows and eroded the

bed materials. This condition can be seen in the downstream part of the groyne �elds

where the vortical structures develop. Overall, the morphological features are similar in all

fours groyne �elds indicating that the �ows are fully developed and the sediment transport

process also reached equilibrium stage.

Figure 6.15: Bed levels change after 50 hours simulation

6.4 Summary

In this chapter the results of �ow over a series of groyne simulation were discussed. The

large vortical structures induced by groynes are properly resolved by the model. The

primary and secondary eddies were observed for all groyne �elds indicating typical �ow

patterns of impermeable groyne. As the �ow reaches the structure the contraction inten-

si�ed velocity magnitude two times higher than the incoming �ow.
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The transverse roll-up of the incoming �ow at the upstream side of �rst groyne forms

two coherent structures. It is identi�ed as the formation of complex HV that composed of a

primary necklace and elongated vortex. These structures induce large aperiodic oscillation

at the bottom corner of groyne. An important �nding from this study con�rms that the

HV system is not single structure but formed by multiple-like necklace vortexes.

Observation at the embayment revealed that the complex structures are mainly re-

solved by the model. The existence of primary, secondary and dynamic eddies were cap-

tured during simulation. The interaction amongst these eddies produces main circulatory

motion inside the groyne �eld. The velocity magnitude of the primary eddy that occu-

pies more than two third of the space is agree with the theoretical �nding. The velocity

�uctuations in the region close to the upstream groyne represent shallow turbulent �ows

with an oscillation period of 8-10 seconds.

In order to examine the turbulence energy level induced by the structures, analysis of

turbulence spectrum energy is provided. Firstly, the autocorrelation function is used to

identify the characteristic of modulation over large time lags. By using this technique,

the development of the length-scale turbulence is preserved. Inside the groyne �eld the

autocorrelation value produced negative and positive values over large time lags. The

contribution of primary, secondary and dynamic eddies were captured for all transects

with di�erent time lags. The spectrum energy distribution showed the distinct shape with

respect to its turbulence sources. At the region where the primary eddy interacts with

the migrating eddy, a relatively high energy spectrum is observed. The later procedure

generally con�rms generation of turbulence energy inside groyne �elds.

One of the main goals of this case is to study the role of vortical structures in the

sediment transport. Therefore, one-way coupling procedure is conducted to simulate �ne

sand sediment. The simulation is run for 5 hours composed of suspended and bedload

transport. The sediment is imported from the channel following the primary circulation

pattern. It entrances the embayment through main eddy at the downstream part of the

groyne. For the suspended particles, the existence of vortical structures strongly a�ected

its distribution. Mean value analysis showed that the formation of high deposited region

closely related to the primary eddy inside the embayments. Another important result of

this simulation is that the �ow obstruction generated erosion close to the tip of groyne

extends parallel with the main circulation obtained after 50 hours simulation.
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Chapter 7

Conclusions and recommendations

for future research

7.1 Conclusions

From the hydrodynamic and sediment simulations described in the previous sections a

number of conclusions and recommendations can be drawn for both the modelling ap-

proach and the physical phenomena.

• The �ow over a cylinder test shows satisfactory results from the model compared

to the experimental data based on the NRMSE value. More importantly, complex

�ow structures are captured by using di�erent �lter size for horizontal and vertical

directions.

• It is feasible to apply the new FVCOM-LES to a real-life case as demonstrated

by the single groyne case. Comparing with the unresolved eddy simulation with

coarse mesh sizes provides indirect evidence that the resolved eddy increases velocity

magnitude near the groyne tip. The contribution of vortical structure interactions for

transferring TKE is recorded by the model for the HV system, separated shear layer

and recirculation region. Energy spectrum from three monitoring points support this

�nding in which higher energy level is obtained at the recirculation and intensi�ed

region.

• The developed model is further applied to a laboratory experiment of �ow over a

series of groyne, in which velocity data and processed turbulence energy spectrum

are used to validate the model at the Chapter 6. The �ow represents shallow tur-

bulent �ows with oscillation periods of 8-10 seconds. Large turbulence structures

are identi�ed through strong modulation inside the groyne �eld. This condition also

supported by a single peak of energy from the spectrum analysis for points A1 and
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D1.

• The one-way coupling with the sediment module described that the pattern of sus-

pended and bedload transports follows the circulatory motion induced by vortical

structures. It is evidenced that the particles entrance groyne �eld through down-

stream primary eddy. Model results explained that the suspended transport are

strongly a�ected by the coherent structure rather than the bedload.

• Relatively short temporal development in morphology is spotted from simulation.

Strongest erosion takes place near the tip of �rst groyne resulted by strong-de�ected

�ow transport, which vortex tubes dominated the �ow �elds.

Based on the simulation results, the answer to the research questions are arranged as

follow:

• RQ1: To what extends the existence of 2-D eddy in�uenced the mean �ow dynamics

around groyne structure?

By using small enough mesh size and time step to guarantee the accuracy, the eddy

structure can be resolved in this study. When applied in the prototype real-scale

simulation, �ow over single groyne, the complex �ow structures are resolved by using

∆/L = 1/20 mesh size. The simulation results reveal strong ampli�ed region around

the core of vortex tube as a result of the growth of Kelvin-Helmholtz instabilities.

Two times higher velocity magnitude is recorded in this area. Furthermore, the

extension of the ampli�ed area is of 1D to 2D downstream of the groyne. This

result is similar with the experimental �ndings from Safarzadeh and Brevis [117].

Another test, �ow over a series of groyne in the laboratory scale indicates similar

result with the single groyne case. Strong de�ected �ow indicating as groyne local

e�ect at the �rst groyne tip increases the velocity magnitude to about 125% of

incoming �ow magnitude.

• RQ2: How far is the eddy interaction a�ected the turbulent kinetic energy?

The eddy interaction contributes to increase the turbulent energy level. Such results

are described when compared the energy spectrum at the tip of groyne, ampli�cation

zone and the separation area for the �ow over single groyne. When the eddy inter-

action exists, it produces more energy. Meanwhile, strong turbulence modulations

over time lags inside the groyne �eld for �ow over a series of groyne indicate large

turbulent structure.
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7.2 Suggestion for future research

Following the aforementioned conclusions, a number of recommendation can be given to

further studies on this subject.

• Despite the Ch and Cv, the horizontal and vertical eddy constants, from Petronio

et al. [99] procedure showed good results for all three cases, further calibration is

required to test its behaviour in the more complex cases, for instance when the tidal

exists.

• In the future, the e�ect of the sub-grid scale model of wave-induced currents around

coastal structures need to be investigated for the real-life scenarios.

• Careful attention is required to use valid time computational step. In all cases we

limited the Courant number to 0.8 for the barotropic mode.

• To take advantage from the adopted LES concept in the present model, the devel-

opment of a new sediment module based on the particle tracking method is strongly

suggested as future research.
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