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Abstract. Optical Coherence Tomography (OCT) is commonly used to
visualise tissue composition of the retina. Previously, deep learning has
been used to analyse OCT images to automatically classify scans by the
disease they display, however classification often requires downsampling
to much lower dimensions. Downsampling often loses important features
that may contain useful information. In this paper, a method is proposed
which incorporates DAISY descriptors as ‘intelligent downsampling’. By
avoiding random downsampling, we are able to keep more of the useful
information to achieve more accurate results. The proposed method is
tested on a publicly available dataset of OCT images, from patients with
diabetic macula edema, drusen, and choroidal neovascularisation, as well
as healthy patients. The method achieves an accuracy of 76.6% and an
AUC of 0.935, this is an improvement to a previously used method which
uses InceptionV3 with an accuracy of 67.8% and AUC of 0.912. This
shows that DAISY descriptors do provide good representations of the
image and can be used as an alternative to downsampling.
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1 Introduction

Optical Coherence Tomography (OCT) is an imaging method commonly used to
analyse tissue composition [1]. It has recently been shown that deep learning has
the ability to detect several retinal diseases from OCT images [10, 6]. One chal-
lenge encountered when analysing OCT data is the high resolution of the scans,
passing these images straight to a deep learning network often results in an out
of memory error. Current methods often require downsampling to much lower
resolutions to make computation practical. Conventional downsampling methods
often lose important features [7]. Previous methods often focus on making the
image appear similar to a human observer, who may rely on different features
to those which a computer may recognise. The method proposed here incorpo-
rates DAISY image descriptors to greatly reduce image dimension, followed by
a three layer Gated Recurrent Unit (GRU) network [5] to classify the images
according to disease (see Fig. 1). The use of image descriptors provides a data
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efficient alternative to downsampling and allows us to use more of the useful
information contained in each image. The aim of this study is to demonstrate
that DAISY descriptors can successfully represent images, acting as ‘intelligent
downsampling’, we aim to demonstrate that the method is a viable alternative
to downsampling.

We demonstrated the method on a publicly available dataset of OCT scans
[10]. The OCT images are split into four groups; normal, drusen, choroidal neo-
vascularisation (CNV), and diabetic macular edema (DME). The normal group
have no visible disease from the OCT scan and are classed as being healthy.
The drusen group have small lipid deposits in the macula, which are commonly
found in older people. Patients with drusen are more likely to develop age related
macular degeneration (AMD) in the future [12] AMD is a leading cause of vision
loss in older patients and greatly affects daily activities. The CNV group have
signs of CNV which is indicative of wet AMD [12], this is when new blood vessels
begin to form in the choroid [9]. CNV can often lead to blindness, although there
are some treatments options available [3]. The final group consists of patients
with DME. DME is a common result of diabetic retinopathy and causes vision
problems in patients with diabetes [2].
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Fig. 1. The proposed framework aims to utilise DAISY descriptors as ‘intelligent down-
sampling’, followed by a GRU network to classify the images from the descriptors.

2 Methods

The method is extendible to many different types of images, here demonstrate
the method using OCT, which has been likened to ultrasound, using light in-
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stead of sound to produce a cross-sectional view of tissue composition [1]. Often
OCT images are combined to produce a 3D representation of the tissue. OCT is
commonly used to image the back of the eye (fundus) to diagnose eye disease.

2.1 Dataset

The data consists of OCT images, collected by Shiley Eye Institute and made
publicly available [10]. In this dataset, a single OCT B-scan made up each image.
Examples of OCT images are shown (see Fig. 3), depicting the 4 ocular diseases
contained in this dataset. The original dataset contains 108,314 training images
from 4,686 patients and 1,000 validation images from a separate 663 patients,
split into 4 groups according to the disease type they display. In this preliminary
work, we used a subset of this data to save time, 20,020 images were used for
training, 4,112 images for validation, and the original 1,000 images were used
for testing (Fig 2). Original images ranged in size from 512x496 to 1536x496.
Images were first rescaled to 1500x1000 pixels, as all images must be the same
size in this method.

Fig. 2. Visual representation of the dataflow.

2.2 DAISY

DAISY is a method of image description which is similar to SIFT but is much
faster to compute, due to it’s implementation of Gaussian kernels. DAISY has
previously been used for both classification [11] and matching problems[13, 14].
DAISY takes a greyscale image as an input, I, and creates orientation maps
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Fig. 3. Examples from each of the four groups included in the dataset. Arrows indicate
areas highlighting the identified pathology.

using the gradient norm, GO, for a specified number of directions, where O is
the direction of the gradient. The orientation maps are calculated as:

GO = max

(
0,

∂I

∂O

)
.

Gaussian kernels are then used to produce convolved orientation maps. The
use of the Gaussian kernel in the convolutions makes the computation fast and
efficient. Large Gaussian kernels can be calculated efficiently using many convo-
lutions from much smaller kernels. For Σ1 < Σ2:

GΣ2

O = GΣ2 ∗max

(
0,

∂I

∂O

)
= GΣ ∗GΣ1 ∗max

(
0,

∂I

∂O

)
= GΣ ∗GΣ1

O ,

using Σ =
√
Σ2

2 −Σ2
1 [14].

At each pixel location, DAISY produces a vector of values obtained from the
convolved orientation maps. The final output is a 3D tensor representation of the
image, which is smaller than the original image. DAISY hyperparameters can
be chosen to produce either sparse or dense descriptions of images, DAISY is
mainly used for dense description as it is efficient compared to similar methods,
such as SIFT and GLOH [14]. A visual representation of DAISY descriptors is
displayed on an example image (Fig. 4).
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Fig. 4. Visual representation of DAISY descriptors on an example image. The DAISY
hyperparameters were chosen to produce a sparse representation to clearly display the
rings in DAISY. Each descriptor consists of a centre ring, 8 middle rings, and 8 outer
rings, each with 8 directions. The output of the DAISY descriptors algorithm shown
here is a 4× 6× 136 tensor of descriptors. This example shows a sparse representation
to highlight how DAISY describes the images.

2.3 Classification network

The classification network consists of a 3 layer GRU network [4]. GRU networks
are a recurrent neural network, which uses gated units to control the flow of
information, update and reset gates. GRU has been shown to perform better
than older recurrent units such as tanh and is at least as good as LSTM [5].

This network was trained using Keras 2.2.4 on an Ubuntu 18.04 machine
with a Titan X 12GB GPU and 32GB of memory. Training was performed for
500 epochs of 200 steps each using the Nesterov Adam optimiser, batch size was
set to 32, with categorical cross-entropy used as the loss function. Parametric
Rectified Linear Unit (PReLU) was used as the activation function for the hidden
GRU layers and Softmax was used in the output layer. Early stopping with a
patience of 10 epochs was used to prevent overfitting, model checkpoints were
used to select the best classification model, based on the loss in the validation
dataset.

2.4 Model performance

Model performance was assessed using loss, accuracy, and the Area Under the
receiver operating Curve (AUC), with categorical cross-entropy used as the loss
function. The dataset included a testing dataset with patients independent to
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those in the training and validation dataset [10]. The model was assessed on this
testing dataset, with bootstrapping used to construct confidence intervals.

3 Results

3.1 Training and validation

The output of the DAISY algorithm was a 16 × 24 × 200 tensor which is a
suitable size for computation. This took an average of 4.9 seconds per image to
produce, training the deep learning model then took 29s per epoch. The model
was trained until convergence (see Fig. 5), at this point the best model based on
validation accuracy was chosen. In the training dataset we achieved an overall
accuracy of 93.7% and AUC of 0.9358, in the validation dataset accuracy was
76.5% and AUC was 0.9359.
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Fig. 5. Model performance at each epoch in the testing and validation datasets, for
loss 5(a), accuracy 5(b), and AUC 5(c). After around 90 epochs, model performance
appears to have converged and no further epochs were required.
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3.2 Testing dataset performance

Bootstrapping[8] was performed on 1,000 samples, the median values and 95%
confidence intervals were 77.1% (74.3%, 79.7%) for accuracy and 0.928 (0.928,
0.929) for AUC. Bootstrapping required no further model training and was very
quick to calculate confidence intervals.

3.3 Comparisons

To assess the usefulness of our method, we compared our results to results using
Inception V3, which has previously been used on the full dataset[10]. To provide
a fair comparison we use exactly the same conditions as before, only changing
the network itself. The results are presented in Table 1.

Table 1. Our method shows improved performance over the previously used Inception
V3 network. All performance measures show improved performance, with the exception
of loss in the testing dataset which showed a non-statistically significant improvement.
Confidence intervals were calculated using a 1000 iteration bootstrap procedure.

Method Measure Training Validation
Testing

(95% Confidence Interval)

Inception
V3

Loss 0.901 0.830 0.729 (0.668, 0.790)
Accuracy 62.4% 68.1% 67.8% (65.1, 70.9)
AUC 0.705 0.709 0.912 (0.912, 0.914)

Our method
Loss 0.433 0.347 0.614 (0.559, 0.677)

Accuracy 83.7% 86.3% 76.6% (74.0, 79.1)
AUC 0.918 0.918 0.935 (0.935, 0.936)

4 Discussion and conclusions

This paper has briefly outlined a two-stage method which combines DAISY de-
scriptors with a deep learning network. This has provided a more data efficient
alternative to downsampling. On an example dataset of OCT images, the two-
stage method achieved an overall multi-class accuracy of 76.6%, an improvement
over a previously used method. With large volumes of high dimensional OCT im-
ages, the proposed method has given a quick method of classifying disease type.
Acting as a type of ‘intelligent downsampling’, DAISY descriptors have enabled
our method to maintain more of the information contained within images, while
only using a three layer recurrent neural network. In future this method can
provide a better alternative to random downsampling.

The main limitation of this study is that DAISY descriptors give a 3D output,
there are very few pretrained deep neural networks for 3D data such as those
for 2D images. Model performance is expected to greatly increase with further
exploration of the classification network.
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