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ABSTRACT
Objective
Evaluating Health Information Technologies (HITs) can be challenging, but studies are necessary so that the most beneficial interventions can be identified. Our objective was to systematically review the available recommendations for improving the methods used in HIT evaluations.
Methods
HIT evaluation frameworks were identified from database (MEDLINE, EMBASE, CINAHL) and grey literature searches. Outcomes measures included framework recommendations and characteristics. Recommendations were coded and organised using thematic analysis methods. A scoring instrument was used to measure framework quality.
Results
The search identified 23 frameworks and 272 recommendations. These were organised into five evaluation domains and 42 themes. The themes included recommendations for improving the evaluation of technical aspects of HITs (e.g. describing aspects of HIT functionality) and suggestions for improving the evaluation of complex factors that may influence the overall effects of HITs (e.g. careful reporting of whether the HIT became integrated into existing working patterns). The frameworks were not generally developed in association with healthcare professionals, or with input from patients. The frameworks tended not to have been developed using systematic methods designed to reduce the risk of bias. 
Discussion
HIT evaluations are important but they are challenging to conduct and appraise. This review was conducted using systematic methods and enabledenabling the organisation of framework recommendations into key themes. These findings may help investigators to successfully plan, conduct and appraise HIT evaluations. The quality appraisal demonstrated that HIT evaluation research may be improved by using more rigorous systematic methods and the involvement of participants from a range of differing backgrounds.






INTRODUCTION
Health Information Technologies (HITs) are computing systems used in the storage, retrieval, analysis and communication of health-related data 1-3. Internationally, billions of dollars have been invested in HITs4 5 and they are now routinely used to support the provision of healthcare6. 
The aim of using HITs has been to increase the efficiency of health systems and to improve the outcomes experienced by patients and their families 5 7-11. However, it is not clear if these objectives have been achieved 12-15. Because of this uncertainty, ongoing evaluations of HITs are required. These evaluations will help to ensure that the most beneficial HITs are selected for use in clinical practice. 
However, it can be challenging to design evaluations of HITs, particularly when they are introduced into hospitals. In these settings HITs may affect numerous processes, including the storage and retrieval of medical records, the scheduling of key interventions, the communication of health information, and the analysis of data to support clinical decision making. These functions may also be affected by other variables including; the integration with, and configuration of, existing software systems; levels of staff training and awareness of new technologies; behavioural interactions (between staff, patients and technologies); and the availability and suitability of the local hardware infrastructure. These factors can all act independently and interdependently to alter the effects of using seemingly similar HITs 16. As a consequence it can be difficult to reach generalisable conclusions about their effects. 
Evaluation frameworks are theoretical models that “specify aspects of implementation that could be evaluated to determine implementation success”17 . As such, they may help to overcome some of the challenges associated with conducting HIT evaluations. Evaluation frameworks have previously been used to improve the investigation of complex, non-pharmacological interventions including operative procedures18, public health interventions19 and medical devices20 21 .
Although evaluation frameworks designed to improve the assessment of HITs have also been produced, it is not clear that they contain consistent advice and it is apparent that a variety of methods have been used in their development.
Our aim was to conduct a systematic review to identify and characterise existing HIT evaluation frameworks. Our objectives were to describe and to grade the quality of the methods that were used in their development and to produce a thematic analysis and narrative review of the recommendations included in the frameworks. 
By achieving these objectives we hoped to identify key aspects of consensus and divergence in the available recommendations for evaluating HITs. By describing these factors we also hope to provide a useful resource for individuals who are tasked with designing HIT evaluations or conducting further research into methods for evaluating HITs. 

METHODS
The systematic review was conducted in accordance with the Preferred Reporting Items for Systematic reviews and Meta‐Analyses (PRISMA) flow and checklist 200922. The protocol was registered with PROSPERO (PROSPERO record CRD42019128786).
Search Strategy
Searches were conducted of the EMBASE, MEDLINE and CINAHL databases from January 2000 until March 2019 (see supplementary data file for full details of search strategy). We also conducted a grey literature search by reviewing the websites of organisations including the National Institute for Health and Care Excellence (NICE) (UK), Medicines and Healthcare Regulatory Agency (MHRA) (UK) and the US Food and Drug Administration (FDA) (USA). The search strategy was designed to identify HIT evaluation frameworks.
In keeping with existing descriptions17 evaluation frameworks were defined as:
1. Documents developed with the aim of improving or standardising the evaluations
2. That included recommendations for standardising or improving the evaluation of the effects of HITs 
HITs were defined as computing systems used in the storage, retrieval, analysis or communication of health-related data1-3. We excluded frameworks that had been published before January 2000 and that had not been developed for use in hospital settings.
Title and abstract screening and full text reviews were conducted independently by two reviewers (MN & DH (Dr Harkness)). Where discrepancies were noted, consensus regarding final inclusion or exclusion was reached following discussion. Data were extracted and validated by two reviewers (MN and MR). 
Outcome Measures
Primary outcome
The recommendations for evaluating the effects of HITs included in each evaluation framework were identified and transcribed onto a data collection sheet. 
Secondary outcomes
Additional outcome measures were the characteristics of each evaluation frameworks including; the individuals involved in its development; the patient group for which it was intended to be used; and the methods used to search for evidence during the development of the framework (see table 1 for a full list of framework characteristics). 
Data Analysis
The identified recommendations were reviewed independently by two investigators (MN & MR) who used a “theoretical thematic analysis” method to code the data23. This approach allows investigators to code data in terms of existing phenomena (e.g. “a Randomised controlled trial”, “report participant characteristics” or “calculate a sample size”). Once the data had been coded by each investigator, rounds of discussion were used to organise the coded data into a collection of themes which were used to inform the narrative review. 
Quality Assessment
An adapted version of the AGREE II instrument24 25 was used to assess the quality of the included frameworks (see Supplementary Data File for a copy of the adapted instrument). The AGREE II instrument includes measures of guideline quality assessed across six domains including, stakeholder involvement, rigour of development, and clarity of presentation (see supplementary data file for an example of the adapted AGREE II data collection table). Items relating to each domain were scored independently by two reviewers. Scores were aggregated and presented as a percentage score for each domain in accordance with the AGREE II method.

RESULTS
We identified 23 frameworks for inclusion in the review (see figure 1 for PRISMA flow diagram; see supplementary data file for a list of articles/frameworks excluded following a review of the full text). 
Scope and Purpose
The majority of frameworks (n = 17/23, 73.9%) were developed for use in unspecified healthcare settings (including hospitals). Four frameworks were designed to evaluate specific types of HIT (Electronic Health Records26, Health Information Exchanges27, Digital Behavioural Change Interventions28 and web-based/mobile technologies29), one was specifically designed for use in the United Kingdom30 and one was developed to support evaluation in publically funded, resource limited settings31. None of the frameworks were developed in order to benefit a specific health population.
Stakeholder Involvement
Academic researchers were involved in developing all of the identified frameworks (n = 23/23, 100%). Other groups involved in framework development included healthcare professionals (n = 7/23, 30.4%), technology developers/suppliers (n = 4, 17.4%), healthcare commissioners (n = 1, 4.3%), research funders (n = 1, 4.3%) and journal editors (n = 1/23, 4.3%) (see Table1 in the supplementary data file for details). A patient representative was reported to have been involved in the development of one framework (n = 1/23, 4.3%)32.
The majority of framework authors (n = 12/23, 52.2%) described their target audiences as individuals tasked with designing or conducting evaluations. Frameworks were also developed to support individuals tasked with appraising the quality of evaluations conducted by other individuals (n= 3, 13.0%) or with producing evaluation reports (n = 2/23, 8.7%). In some cases the target audience for the framework was not clearly stated (n = 4/23, 17.4%) (see Table 1 in the supplementary data file for details of stakeholder involvement).
Development Methods
Sources of evidence to inform framework recommendations included expert opinion (n = 14/23, 60.9%), literature reviews (n = 13/23, 56.5%), reflections on a case study (n = 1/23, 4.3%), a workshop (n = 1/23, 4.3%) and a systematic review (n = 1/23, 4.3%). The source of the evidence was not stated in two cases (n = 2/23, 8.7%) and nine frameworks reported using more than one method (n = 9/23, 39.1%). 
Methods for translating the identified evidence into framework recommendations were described in a small majority of frameworks (n = 13/23, 56.5%).  The methods used included additional workshops and/or informal discussions (n = 6/23, 26.1%), expert opinion (n = 4/23, 17.4%), a “stakeholder consultation” (n = 1/23, 4.3%), a Delphi process (n = 1/23, 4.3%) and a structured consultation (“saturation method”) (n = 1/23, 4.3%). None of the frameworks utilised a formal method for grading the quality of evidence that they used to inform their recommendations. The majority of frameworks (n = 20/23, 87.0%) were formally peer reviewed prior to publication (see Table 1 in the supplementary data file for details of the development methods used in the framework development process).
Framework Recommendations
The frameworks included 272 recommendations (see Tables 2-7 in the supplementary data file for a full list of the identified recommendations). 
The scope of the recommendations included in the frameworks was broad; some were related specifically to the evaluation of HITs whilst others could be applicable to a range of health intervention evaluations.
During the thematic analysis, recommendations were grouped into five evaluation domains:
· Planning Evaluations
· Evaluation Methods
· The Selection & Measurement of Outcomes
· Reporting Recommendations
· Interpreting and Appraising Evaluations

Planning HIT Evaluations
The frameworks included 43 recommendations relating to the process of planning HIT evaluations and 7 themes were identified from these recommendations. 
The themes that were most specifically relevant to planning HIT evaluations included giving careful consideration to the role of technology providers and outlining the expected functionality of HITs during the planning stages. 
There were mixed recommendations in relation to the role of technology providers. Some frameworks included recommendations that described the benefits of involving these groups in evaluations whilst others warned of the potential for conflicts of interest. 
Many of the identified themes could be characterised as general recommendations for improving the planning phase of healthcare intervention evaluations. Examples of these general recommendations included the need to identify appropriate resources and to carefully consider the objectives of the evaluation during the planning stages.
A full list of the identified themes with examples of the associated recommendations is provided in Table 1.


	Planning Themes
	Number of related recommendations
	Illustrative Recommendations

	Consider involving diverse groups of individuals, including technology providers, during the evaluation planning phase
	3
	Encourage those experiencing or producing health information technology-related changes to participate in designing, and where possible, carrying out evaluation of those changes.32

	Evaluation methods should be selected after consideration of the functionality and hypothesised effects of using the HIT
	4
	In order to assess impact, it is first necessary to inventory the functional capabilities that could affect quality or safety33

	Identify and allocate appropriate resources to conduct the evaluation (consider timeframes and financial factors)
	4
	Consider the impact of study design on relative cost and feasibility34

	Consider the following key factors when designing evaluation objectives:
· Develop a clear research question/objective 
· Identify a clear health need 
· Identify an appropriate comparator group or source of baseline data 
· Is it feasible to recruit an appropriate number of participants
	21
	[Develop evaluation objectives to] reach large and representative numbers of users, especially those who are most in need35

	Consider factors that may introduce a risk of bias into the evaluation at the planning stage, including: 
· Sources of funding and conflicts of interest
· The selection of evaluators
· Methods of concealment or blinding (where applicable)
	5
	Planning and execution of an evaluation should be based on professional expertise and be free from any political, managerial, or other pressure36

	Prepare an evaluation protocol prior to conducting an evaluation
	4
	Document all of your decisions and steps in a detailed study protocol. Adhere to this protocol; it is your main tool for a systematic evaluation37

	Record planned, ongoing, finalised and terminated evaluations using an appropriate registry
	2
	[Registries/databases of HIT evaluations] should contain information on planned, active and finalised (and also terminated) evaluation studies36


Table 1. Recommendations for planning HIT evaluations

Study Design & Methods
The frameworks included 39 recommendations relating to the study design and methods used in HIT evaluations and four themes were identified from these recommendations. The recommendations were principally themed according to whether they advocated the use of qualitative, quantitative or mixed-methods study designs. An additional theme was related to the observation that HIT interventions are often re-configured or updated during the evaluation process. Because of this, some frameworks included recommendations advising evaluators to be flexible about the methods and timings used during periods of evaluation. The identified themes are summarised in Table 2.

	Study Design & Methods Themes
	Number of related recommendations
	Illustrative Recommendations

	The effects of complex HIT interventions should be evaluated using qualitative methods
	9
	Use narrative as an analytic tool and to synthesise findings38

	Where feasible, quantitative/ experimental methods should be used to evaluate the effects of HITs
	11
	[A best practice evidence standard for new HITs would be a] high quality randomised controlled study30

	HIT evaluations should be conducted using both qualitative and quantitative (mixed) methods.
	10
	A variety of measures both quantitative and qualitative are required39

	HIT evaluations should be designed to be flexible and to adapt to re-configurations, updates and modifications to the HIT intervention being studied
	9
	Particularly needed are evaluation methods that capture how eHealth interventions evolve over time and the impact of these iterations35


Table 2. Recommendations for Study Design and Methods used in HIT evaluations

Selection and Measurement of Outcomes
The frameworks included 62 recommendations relating to the selection and measurement of outcomes and 16 themes were identified from these recommendations. The identified themes included recommendations to consult stakeholders before deciding on outcome measures; defining the outcome measures of interest and agreeing minimally important clinical differences prior to undertaking evaluations; and giving consideration to the appropriate timing of key outcome measurements. 
The identified themes included recommendations to consider the measurement of 13 types of outcome in HIT evaluations. These included measures of usability and acceptability, measures of the effects of HITs on the quality of care (e.g. adherence to guidelines), measures of data quality; and the effects of HITs on healthcare related social interactions (see Ttable x3 for a full list of the recommended outcome types). Six recommendations highlighted the importance of identifying adverse events and unintended consequences during HIT evaluations.


	Outcome Selection and Reporting Themes
	Number of related recommendations
	Illustrative Recommendations

	Justify the selection of outcome measures and consider their relevance to key individuals
	12
	The outcome measures reported should reflect best practice for reporting improvements in the specific condition, using validated outcome measures such as those in the COMET core outcome set.30

	Consider the timing of effects/outcome measures 
	4
	Consider also if the timing is adequate for measuring [outcomes/effects] as intended40

	Define key aspects of outcome measurement (e.g. minimally important clinical differences, proposed statistical analyses) prior to conducting the evaluation
	3
	Describe a detailed plan for each outcome measure (include timing and measurement instruments) and the proposed statistical analysis34

	Recommended Outcome Measures
	Number of related recommendations
	Illustrative Recommendations

	Health resources (including the costs of utilising the HIT)
	8
	All costs associated with the implementation of ICTs should be recorded and compared with alternative (both existing and new) means of delivering care.41

	Patient/healthcare provider satisfaction
	6
	Health care professionals using computerised systems should find them both satisfactory and pleasant to use. Consequently, they should be asked generally about their experiences with the systems41

	Quality and process outcomes (e.g. appropriateness of care, adherence to guideline recommendations)
	6
	Evaluations should include an assessment of the effects on quality of care including the components quality of care26

	Adverse events and unintended consequences
	6
	Any unintended (positive or negative) side-effects of the system that were not in the focus of the study but that seem remarkable should be reported42

	Data quality and reliability (e.g. are data entered, stored and transmitted reliably)
	6
	Evaluations should include an assessment of the "Quality of Information Logistics" which includes the components; completeness/correctness of data26

	Changes in social interaction style (e.g. clinical consultations, communication between health professionals)
	2
	The impact of computerised systems on social interaction should be evaluated41

	Changes in access to care
	1
	The provision of ICTs [HITs] such as patient information systems and automated appointment systems should provide improved access to care for patients. This should be evaluated41

	Acceptability of the HIT (to patients and health professionals)
	1
	The level of acceptance of the technology concerned by both patient and professional should be investigated41

	Usability
	1
	[Evaluate] Will this system be easy to use?43

	Diagnostic reliability (when HIT systems have clinical decision support functionality)
	1
	Where diagnosis and treatment decision support tools are implemented, diagnostic reliability should be evaluated41

	Referral rates
	1
	The use of ICTs in health care may well have an effect on referral rates to other health care providers, pathology, etc. This needs to be evaluated.41

	Changes in healthcare provider IT skills
	1
	All health care professionals involved in the development and use of ICTS in health care should be asked whether they consider their involvement to have provided them with new skills41

	Configurability of the HIT
	1
	[Evaluate] Can the system be kept up or changed if necessary?43


Table 3. Recommendations for Selecting and Reporting outcome measures in HIT evaluations

Reporting Recommendations
The frameworks included 97 recommendations for improving the quality of reported HIT evaluations, and 7 themes were identified from these recommendations. 
Two of the frameworks had been developed with the specific objective of improving the quality of HIT evaluation reports29 42. Both of these frameworks used established reporting guidelines (e.g. CONSORT44 and STARD45) as starting points for developing their recommendations. Consequently, many of the themes identified from recommendations included in these frameworks could be characterised as general recommendations for improving the quality of healthcare intervention reports. Examples of these more general themes included recommendations about the appropriate structure and content of evaluation reports, or suggestions for improving the quality of presentations of statistical data. 
Alongside these general recommendations were others that were more specifically related to reporting HIT evaluations. These included the factors that need to be considered when reporting the characteristics of the settings, participants and interventions that were studied during HIT evaluations. Examples of these recommendation themes included; providing detailed descriptions of the overall IT infrastructure; providing descriptions of the technical and functional aspects of the HIT; and carefully reporting of any modifications or re-configurations that were made to the HIT during the evaluation period. 
Recommendations for improving the descriptions of participant characteristics in evaluation reports included reporting baseline familiarity with using HITs; describing participant attitudes to the use of HITs; and reporting the type of training offered to and accepted by participants (including patients and healthcare professionals).
There were also recommendations to report the frequency with which the HIT interventions were used by participants, and to describe whether use of the intervention became integrated into standard working patterns in the intended way (intervention fidelity). 
A full list of the identified recommendations for improving the quality of evaluation reports is available in the supplementary data file. A summary of the themes related to improving the quality of HIT evaluation reports are summarised in Table 4 below.

	Reporting Themes
	Number of related recommendations
	Illustrative Recommendations

	Consider reporting detailed characteristics of participants who used the intervention, including their attitudes and proficiency relating to the use of HITs.
	12
	[Consider reporting participant] attributes such as specialty, typing skills, EHR [Electronic Health Record] training and experience, and age33

	Describe the HIT in the context of the overall health IT infrastructure
	9
	Describe also how the object of study fits within the larger health IT environment of the organization or unit, and where relevant within the wider health sector40

	Describe the technical/functional aspects of the HIT in detail
	8
	Clarify and thoroughly describe the information technology which is the object of your evaluation37

	Describe any modifications or configurations that were made to the HIT. Report whether these changes were made during the course of the evaluation.
	4
	A description of changes to methods therefore also includes important changes made on the intervention or comparator during the trial (e.g., major bug fixes or changes in the functionality or content)29

	Report intervention fidelity (how well the intervention was adopted and used by healthcare providers/patients)
	12
	The description should also include information on (1) how wide-spread the system is used in the facility in which the system is evaluated, for how long and for what purpose and (2) number and professions of the users of the system in that facility42

	Describe the training that was provided to participants.
	3
	All technology specific training should be evaluated for appropriateness and applicability as well as the quality of the training provision itself41

	Use advice from reporting guidelines to ensure that evaluation reports are well structured and comprehensive and consider using adapted HIT reporting guidelines
	49
	The title should give a clear indication of the type of system evaluated, the study question and the study design.42


Table 4. Recommendations for improving HIT evaluation reports
Interpreting and Appraising Evaluations
Three frameworks30 31 46 included 39 recommendations relating to the interpretation or appraisal of HIT evaluations, and six key themes were identified from these recommendations.  
Two of the frameworks presented their recommendations in the form of general prompts or pertinent questions designed to guide the appraisal of evaluations. Examples of the themes identified from these frameworks included recommendations to consider the certainty with which observed effects could be attributed to the evaluated intervention, and advice to appraise whether the results of the evaluation should prompt changes in clinical practice or research priorities. 
The “NICE Evidence Standards Framework”30 provided a more structured approach for appraising evaluations. The framework’s authors proposed that appraisals should always be conducted in conjunction with a functional classification and risk assessment of the HIT being evaluated. They suggest that decision makers should seek to identify “higher levels” of evidence before appraising or commissioning HITs that are classified as being high risk, or that are designed to directly affect patient care or clinical decision making. 
These recommendations are summarised according to the identified themes in Table 5 below.
	Interpretation and Appraisal Themes
	Number of related recommendations
	Illustrative Recommendations

	Consider whether evaluations answer specific research or clinical questions (e.g. should we use this intervention to improve a specific clinical outcome)
	5
	Evaluations should include an assessment of the question: Should We Change Clinical Practice?31

	Consider the confidence with which any observed effects can be attributed to the intervention under evaluation
	18
	[Consider] Was an appropriate study design used to answer study question? Do the chosen methods provide sufficient valid data to answer the study questions?46

	Consider how generalizable the results of the evaluation may be
	1
	[Consider] Is the unit of analysis appropriately chosen to answer the study question? Is the setting in which this study took place sufficient representative and appropriate to answer the study question?46

	During appraisals decision makers should formally classify a HIT’s functionality and the level of risk associated with its use
	3
	Use the best practice standards for DHTs [Digital Health Technologies] that present a higher potential risk within the tier. Use the minimum evidence standards for DHTs that do not present any specific risks.30

	Decision makers should appraise evidence from higher quality “interventional” evaluations (e.g. RCTs or quasi-experimental studies) before commissioning HITs that directly affect patient care or clinical decision making.
	5
	[If HITs are likely to affect treatment or diagnosis, identify] well-conducted meta-analysis of randomised controlled studies if there are enough available studies on the DHT (HIT)

	Before commissioning low risk HITs that are designed to improve system services without directly affecting patient outcomes commissioners should consider pilot evaluations or case studies that demonstrate:
· A plausible mode of action
· Acceptability to User Groups
· Technical Reliability
	7
	[A best practice standard for demonstrating] Acceptability with users [is] Published or publically available evidence to show that representatives from intended user groups were involved in the design, development or testing of the DHT30


Table 5. Recommendations for improving the interpretation and appraisal of HIT evaluations
Framework Quality
When the methods used to develop the frameworks were appraised they tended to score most highly on the “Clarity of Presentation” and “Scope and Purpose” domains (Medians scores (Inter Quartile Ranges (IQR)) 59.2% (52.8% - 68.1%) and 53.3% (43.1% - 62.5%) respectively). The frameworks scored least well on the “Rigour of Development” and “Stakeholder Involvement” domains (Median Scores (IQR) 38.9% (31.9% – 44.4%) and 38.9% (34.7% - 48.6%) respectively). The frameworks scored less well on the rigour of development domain because they were generally not developed using systematic methods to identify or select evidence. Stakeholder involvement scores tended to be lower because health professionals and patient and public representatives tended not to have been involved in the development of the frameworks.
The National Institute for Health and Care Excellence (NICE) Evidence Standards Framework30 scored most highly with an average score across the quality domains of 60.8%. The TEAM method for the evaluation of information systems in biomedicine39 scored least well with an average score of 32.3% across the quality domains.

DISCUSSION
HITs should be evaluated so that the most effective and safe interventions can be selected for use in clinical practice. However, HITs are are often complex and evaluations can be difficult to plan, conduct and appraise. This review demonstrates that there are significant variations in the methods that are currently recommended for evaluating HITs. But it also highlights that healthcare practitioners and patients have not tended to be involved in developing the recommended evaluation approaches.
By using systematic review and thematic analysis methods we have constructed a database of the available recommendations for improving the evaluation of HITs in hospital settings. Examples of these recommendations include methods for improving the evaluation of technical aspects of HITs (e.g. measuring data quality or reliability and describing aspects of functionality) and suggestions for improving the evaluation of complex factors that may influence the overall effects of HITs (e.g. careful reporting of participant attitudes towards the use of HITs and measurement and reporting of how well the HIT became integrated into existing working patterns (fidelity)). We would suggest that these results provide a useful and previously unavailable resource for individuals involved in the planning, conduct and appraisal of HIT evaluations. 
These results also highlight examples of contradictory advice in published HIT evaluation frameworks. In some cases, framework authors suggested that HITs are so complex are such complex interventions that experimental evaluation methods should not be used to study their effects35 38. In other frameworks experimental methods were strongly advocated28 30, or “mixed-methods” approaches were advised34 47. Our results highlight this lack of consensus and demonstrate the need for individuals tasked with evaluating the effects of HITs to carefully consider the methods that they use.
We note that only one of the frameworks included a structured approach for appraising the quality of completed HIT evaluations (the NICE evidence standards framework30). Although general frameworks for appraising the quality of evidence are available (e.g. the Grading of Recommendations, Assessment, Development and Evaluations (GRADE) framework48), this review highlights that the careful measurement and reporting of a number of HIT specific variables is also required in order for decision makers to draw reliable, generalizable conclusions from HIT evaluations. We would therefore suggest that the development of a structured framework for appraising factors including the characteristics of participants and health settings, the technical specifications of HIT interventions, and the validity of outcome measurements measures may therefore be beneficial. 
The framework quality appraisal identified that the HIT evaluation frameworks were not generally developed in association with healthcare professionals, or with input from patients or the public;. tThey also tended not to have been developed using systematic methods for identifying and selecting evidence. This finding may account for some of the variation in the frameworks because both of these approaches may helpdesigned to reduce the risk of existing biases influencing the development of guideline and framework recommendations.. 
Involving patients and the public in evaluation has been identified as a key factor in improving the quality of healthcare research 49-51. We would suggest that future HIT evaluation research should include consultation with health professionals, patients, and the public, and should involve the use of methods including systematic literature reviews and Delphi consensus approaches to agree future recommendations for evaluating the effects of HITs.
This review has a number of limitations. There is no widely agreed definition of a HIT evaluation framework and we used an un-validated, consensus approach to identify frameworkspublications for inclusion in the review. We also sought to identify frameworks that were designed to improve evaluations of the “effects” of HITs and for this reason we excluded some frameworks that were developed to support the evaluation of wider aspects of HIT implementation, including complexity, and predictors of adoption or “failure” 52 53.  from the literature search. Our use of thematic analysis was a pragmatic approach that enabled us to organise a broad range of data from the included frameworks. However, these methods have been criticised due to concerns that this approach generates results that are affected by the existing biases of researchers23.  A limitation of our quality appraisal was that the AGREE-II instrument has not been specifically validated for use with evaluation frameworks25 , potentially limiting the validity of our conclusions about the quality of the frameworks.
Overall, we would suggest that our review highlights the need for further research in a number of areas. One area for particular consideration includes the need to consult closely with the individuals who use HITs (e.g. healthcare practitioners and those with health conditions). One approach may be to present the results of this review to a group of key individuals who use and evaluate HITs and to use a Delphi, consensus approach to identify which of the recommendations most helpfully represent their views on different aspects of evaluation. This approach would help to minimise bias by allowing different individuals to express their views without being influenced by other participants.
These methods could be particularly useful for developing an outcome reporting framework (such as a Core Outcome Set (COS)) or for the development of a guideline for improving the appraisal of HITs. 
COS are agreed, standardised, outcomes that should be measured and reported in all trials in a particular research area54-56. COS have been demonstrated to ensure that studies report the most relevant outcomes; to reduce the risk of outcome reporting bias; and to facilitate meta-analysis57 58. But it is recommended that individuals with experience of different aspects of a health condition or setting are involved in their development to make sure that the recommended outcome measures are important to individuals from these key groups.  Specific areas for consultation may include the types of outcomes that are of interest to these groups and approaches that 
A guideline to support the appraisal of HIT evaluations could include recommendations relating to the most appropriate choices of study design or may support decision makers with reviews ofsupport better appraisals of “directness”. Directness refers to the certainty with which individuals can conclude that the results of an evaluation may also apply to the population or setting that they are interested in. This review highlights a number of key factors that may need to be considered in order to successfully appraise the participant and intervention characteristics that affect directness. However it would be helpful to present these factors to individuals who commission and use HITs in order to establish which features are most relevant to their decision making processes when they review HIT evaluations. We would suggest that the results of our review indicate the need for further research in this area.
 (i.e. the certainty with which decision makers can conclude that the results of an evaluation may also apply to the population or setting that they are interested in). 54 55 57
CONCLUSION
HIT evaluations are important but they are challenging to conduct and appraise. Existing frameworks provide recommendations for improving the methods used in HIT studies but there is still uncertainty about which of the suggested approaches are the most useful. By using systematic methods to organise existing recommendations into key themes, this review provides a useful resource for individuals tasked with conducting and appraising HIT evaluations. This review also highlights the limitations of existing frameworks and helps to identify how future evaluation research may be improved through the use of more rigorous methods, and the involvement of a wider group of stakeholders.

SUMMARY POINTS
· Evaluating HITs can be challenging; evaluators should use the best methods to meet their objectives
· Evaluations of HITs should report the overall health IT infrastructure, participant characteristics and technology adoption rates
· Research is needed to understand how to make HIT evaluations most useful for the people who use technologies in clinical practice
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