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Abstract

The research work presented in this thesis is directed at diagnosing heart diseases using
Phonocardiograms (plots of heartbeat sound recordings). The central motivation was
to provide point of care diagnosis using machine learning software shipped with digital
stethoscopes; what might then be referred to as intelligent digital stethoscopes. Thus the
aim was to classify Phonocardiograms (PCGs) using time series analysis techniques, more
specifically motif-based time series analysis. The main challenge was the size of the PCG
time series to be considered.

The main contributions of the thesis are four approaches: (i) the MK Benchmark
to PCG classification, (ii) PCGseg Classification, (iii) SGR-FMD and (iv) CE-FCS ap-
proaches. The MK Benchmark approach investigated, for the first time, the application
of motif discovery to PCG data. The fundamental rationale of this approach was to pro-
vide a vehicle with which to compare the alternative approaches presented in the thesis.
The PCGseg Classification approach provided a novel bespoke segmentation technique,
based on “shapes”, which served to significantly reduce the processing time (by a factor of
more than eleven) compared with the Benchmark approach. The fundamental rationale
underpinning the SGR-FMD approach was to prune the time series data by removing
sub-sequences that were unlikely to be representative of any class in order to reduce the
complexity of the motif discovery process. In more detail, the rationale was to remove the
“silent gaps” from the PCG data. The SGR-FMD approach also featured a novel tech-
nique of clustering. The runtime was improved by a factor of more than 278 compared
with the PCGseg Classification approach. The CE-FCS approach rationale was to generate
meaningful motifs while at the same time reducing the number of computations. This was
applied to the PCG recordings by extracting the heart cycles that represented potential
motifs and by considering the statistical distribution of these motifs. This approach pro-
duced the best results of the four approaches proposed in this thesis; its accuracy was the
highest recorded and the application runtime was the least.

The evaluation data set used was a canine PCG data set obtained from the School
of Veterinary Science, Small Animal Teaching Hospital, the University of Liverpool, who
collaborated on the research. This data set featured four classes, and was labelled by
domain experts.
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Chapter 1

Introduction

1.1 Overview

Heart disease is the leading cause of mortality worldwide [47, 163]; globally one in three in-

dividuals die from heart diseases, one death is recorded every four minutes in the UK [47].

Heart diseases is one of the most expensive medical conditions to treat; the annual cost in

England alone has been estimated at £15.8 billion by Public Health England in 2019 [47].

The cost includes, but is not limited to: diagnostic tests, monitoring, hospitalisation,

surgery, specialist visits and medicines. Both patients with heart conditions who have

not been diagnosed until their conditions have become complicated (false negatives) and

normal subjects who are being sent to specialists or inpatient care (false positives) con-

tribute to this cost. The later, false positives, are very common because, understandably,

practitioners tend to err on the side of caution. For instance in mitral valve disease, the

overwhelming majority (80%) of cases diagnosed by primary care physicians and referred

to cardiologists are for healthy subjects [164].

One way of minimising faulty diagnosis and therefore the total cost, not to mention

other negative effects, such as disease worsening and weak productivity (in the case of

false negatives), and frustration and fear in patients (in the case of false positives), is to

provide Artificial Intelligence (AI) support for the diagnosis process. The advantages that

AI can provide for health care have been well documented. The need for AI technology

in healthcare was identified in the UK Life Sciences Industrial Strategy report [24], has

been named as the principal driver for personalised healthcare [105] and as providing a

potential solution to the UK National Health Service’s predicted “budget gap” of £30

billion by 2021 [5]. Examples of where AI can benefit healthcare and wellbeing were

identified in the UK Hall and Pesenti report [56], where one specific example was support

for data-driven diagnosis.

The process of heart condition diagnosis usually commences with a physician or General

Practitioner (GP) using a traditional stethoscope to monitor a subject’s heartbeat. In the

case of cardiac disease, arrhythmia and/or abnormal sounds, such as murmurs and clicks,

are indicators that something is not right. Not all cases are seen by a specialist, some are

1
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sent home (preclinical cases) and others require referral to a cardiologist for further tests.

The usage of stethoscopes for diagnosis requires skill on behalf of the practitioner and

consequently may entail human error because of the time needed to acquire the necessary

skills and experience [40, 53]. Consequently, it can be the case that subjects are sent home

with an undetected heart condition that is not diagnosed until the condition develops

further and physical symptoms appear and/or further complications arise [53]. Although

relying only on a stethoscope for diagnosis has been shown to lead to erroneous diagnosis,

it remains an important tool in: cardiology [177], the evaluation of congenital cardiac

defects [168] and primary home health care [168]. Another advantage is that the traditional

stethoscope is inexpensive, hand-sized and noninvasive [40].

A recent innovation is the replacement of the traditional stethoscope with digital/

electronic stethoscopes. An example of an electronic (digital) stethoscope is shown in

Figure 1.1. This is the eKuore Vet electronic veterinary stethoscope, which connects via

wireless technology to an application compatible with Android and iOS. The heartbeat is

thus available in a digital form, referred to as a Phonocardiogram or PCG, opening the

way to the application of AI techniques, especially machine learning techniques, to enhance

diagnosis as noted above. It is also interesting to note that the information contained in

PCGs is more than can be distinguished by the human ear or by visual inspection of the

signal trace.

Figure 1.1: Electronic eKuore veterinary stethoscope

Essentially, a PCG is a time series comprised of time stamps and amplitude values.

The application of time series analysis, the process of extracting knowledge from time

stamped data, therefore seems appropriate. The usual application for time series analysis

is the construction of a classification model for labelling (classifying) previously unseen

time series [12, 50, 69, 112, 171, 178]. Many techniques have been proposed to analyse

time series data, examples include: Fuzzy Logic [156], Artificial Neural Networks [44],

Hidden Markov Models [52], Genetic Algorithms [90], Support Vector Machines [70], Self-

Organising Maps [14] and Bayesian approaches [131].
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The application of time series analysis techniques to PCG data is thus an obvious

step, examples can be found in [8, 19, 51, 102, 129, 137, 142, 166, 175, 187]. A range of

mechanisms have been proposed, frequently involving some kind of sequence segmentation

to isolate individual heartbeats; a process facilitated by coupling the PCG data with

Electrocardiogram (ECG) data [30]. An ECG is similar to a PCG except that an ECG

describes electrical activity whereas a PCG describes sound activity; both are illustrated

in Figure 1.2. However, given an outpatient clinic scenario, a GP surgery scenario or a

home visit scenario, ECG data is unlikely to be available. ECG machines, which record

the electrical signals produced by the heart, are expensive and subject to availability. The

output also requires visual inspection by trained specialist physicians whose availability

is also limited; this is especially the case in developing countries and/or rural areas [53].

Ideally, we would like point of care diagnosis using machine learning software shipped with

digital stethoscopes; what might then be referred to as intelligent digital stethoscopes. This

is the central motivation for the work presented in this thesis.

Figure 1.2: PCG and ECG signal traces, time versus amplitude

A further motivation for the work presented in this thesis is that the PCG time series

of interest are typically very large. The average number of points (length) per second in

a PCG time series is in the thousands. PCG time series are thus typically too large to

be considered in their entirety given the standard computing power available in doctors’

surgeries; for example as a single feature vector. One way of addressing this issue is by

identifying motifs within the time series [36, 39, 50, 150, 165, 171, 176]. A motif in this

context is some sub-sequence of points occurring within a time series which is deemed to

be representative of the underlying class-label associated with the time series [85, 92]. A

representative motif can be defined in various ways; one approach is to consider frequency

of occurrence [9], another approach is to consider pattern similarity between candidate

motifs [112]. The discovered motifs can then be used to label (classify) previously unseen

time series [12, 50, 112, 171]. However, finding motifs that are good representatives of

class-labels is computationally challenging, especially with larg time series (as in the case

of PCG data), mainly because of the large number of candidate motifs that need to be

considered. To the best knowledge of the author, at time of writing, the concept of motifs

had not been considered in the context of PCG data.
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1.2 Research Question

From the outset, the motivation for the work presented in this thesis is the need for AI

support to provide point of care diagnosis by applying time series analysis techniques to

PCG data, without the support of accompanying ECG data, in a manner that is both

efficient and effective. The fundamental idea is to use the concept of motifs to build a

classification model. The challenge is how this can best be achieved. The research question

to be answered is thus:

What are the most appropriate mechanisms that can be used to identify indica-

tive patterns (motifs) in previously unseen PCG data in a manner that is both

efficient and effective for the purpose of PCG data classification?

The resolution of this research question entailed the resolution of a number of related

subsidiary research questions:

1. What is the most appropriate mechanism to identify “motifs” that are indicative of

some conditions within the PCG time series of interest?

2. With regard to (1), how can this mechanism be applied in a tractable manner, given

the challenge of processing large PCG data time series?

3. How can the identified motifs be best used to generate a PCG classification model?

4. How can the generated PCG classification model best be used to provide point of

care, near real time, diagnosis?

1.3 Research Methodology

The adopted research methodology to provide an answer to the above research question

and subsidiary questions was to start with a benchmark algorithm taken from the literature

and produce a first pass at generating a solution. To this end, the MK algorithm (proposed

by Abdullah Mueen and Eamonn Keogh) was selected [112]. To train and test the model,

a canine PCG data set was obtained from the School of Veterinary Science who were

collaborating on the project. This data set featured four classes. A number of publicly

available PCG data sets were available for download [25, 46, 119, 174], however, as will

be discussed later in this thesis, their usage within the context of the specific research

question that this thesis sought to address was found to be less than straightforward.

The adopted evaluation strategy was to conduct the analysis by considering the stan-

dard classification model evaluation metrics. These included: accuracy (acc), precision

(prec), recall (rec) and F-score (f-s), which have been used to evaluate multi-class classifi-

cation models [155] and are calculated using a confusion matrix comprised of the number

of True Positives (TP), True Negatives (TN), False Positives (FP) and False Negatives
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(FN). For a multi-class model applied to a set of classes C of size |C|, the above metrics

were calculated as follows:

acc =
1

|c|
×
|c|∑
i=1

TPi + TNi

TPi + TNi + FPi + FNi
(1.1)

prec =
1

|c|
×
|c|∑
i=1

TPi
TPi + FPi

(1.2)

rec =
1

|c|
×
|c|∑
i=1

TPi
TPi + FNi

(1.3)

f−s =
2

|c|
×
|c|∑
i=1

preci × reci
preci + reci

(1.4)

Note that the above metrics are commonly utilised in the classification literature.

Moreover, the runtime of the proposed solution was the main subject of interest. In

addition, Five-fold Cross-Validation (FCV) was used whereby the given (labelled) data

was stratified and divided into five equally sized parts. Using FCV, the classifier was

trained and tested five times, each time using a different four-fifth of the data and tested

on the remaining fifth. The results, presented later in this thesis, are thus the average of

the 5 folds.

Once the initial benchmark approach had been developed and the analysis completed,

work could commence on improving on this benchmark in terms of effectiveness and effi-

ciency. A sequence of approaches was envisioned each featuring an improvement on the

previous approach. Of course, any proposed new approach needed to provide some advan-

tage over the benchmark approach in order to be worthwhile. The intention was to explore

a number of ideas. These included techniques for pre-processing the data to reduce its

overall size with a focus on segmentation pre-processing. Some further detail concerning

the various techniques considered and tested is provided in the following section where the

contribution of the work presented in this thesis is discussed.

1.4 Contributions

Through the adoption of the foregoing research methodology, three novel problem-specific

approaches were proposed in addition to a benchmark approach. These represent the four

main contributions of the thesis. For each approach, a variety of techniques were adopted

to enhance the quality criteria (efficiency and/or effectiveness). A brief review of these

contributions is given below.
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• Contribution 1, The MK Benchmark PCG Classification Approach: The

principle idea of the Benchmark approach was to provide a vehicle with which to

compare the three alternative approaches proposed later in the thesis. The aim was

to analyse the operation of this approach in the context of the Phonocardiogram

application domain. A number of techniques were used in this approach:

1. A tractable, not approximate, algorithm (the MK algorithm [112]) for Phono-

cardiogram classification.

2. The “Sample” representation method. The typical method of representing PCG

signals is as Amplitude series; a novel method is to represent it as Sample series.

The novel method showed a reduction in the data size by approximately half.

3. The similarity-based representation strategy for identifying motifs that were

“representative” of a class.

4. An exclusion technique to exclude “trivial” comparisons from consideration

during the motif discovery process as an in-process technique.

5. Process termination using the concept of “early abandonment” when conduct-

ing similarity comparison for classification purposes, hence providing efficiency

gains.

6. A new classification model, Smallest Average Classification (SAC), developed

by the author; a variation of Nearest Neighbour Classifier. It takes into con-

sideration the similarity between a new motif to be labelled and all motifs for

each class in the “motif bank”.

The evaluation of this approach indicated that some form of pre-processing of the

data was an essential requirement if the runtime issue was to be addressed. This is

discussed further in Chapter 5.

• Contribution 2, The PCGseg Classification Approach: This approach was

designed to address the issue of the overall size of the PCG time series to be processed.

The techniques incorporated into this approach, to improve upon the benchmark

approach in terms of efficiency and effectiveness, were as follows:

1. The “Sample” representation method, which reduced the overall data size.

2. A novel bespoke, two layer, time series segmentation technique, the PCGseg

technique, to transform the data representation. It was proposed to further

reduce the data size; the number of segments was much less than the number

of points.

3. Two novel mechanisms to measure similarity when using the proposed two-level

hierarchical segmentation: Strict and Tolerant Similarity Measurement.

4. A process termination technique for use with the proposed two-level segmenta-

tion to allow early abandonment to avoid the need of going down to the bottom
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level of the segmentation if the top level did not satisfy prescribed similarity

conditions.

5. The similarity-based representation strategy, the exclusion technique for “triv-

ial” matches, “early abandonment” and the SAC classification model as pro-

posed with respect to the Benchmark approach.

The PCGseg approach improved the runtime (by a factor of more than eleven) with-

out adversely affecting the resulting accuracy. This is discussed further in Chapter 6.

• Contribution 3, The SGR-FMD Approach: The Silent Gap Removal - Fre-

quent Motif Detection approach was designed to reduce the complexity of the motif

discovery process by pre-processing the data in preparation for motif discovery. The

fundamental idea was to prune the time series by removing sub-sequences that were

unlikely to be representative of any class-label. This approach used the following

techniques to enhance the quality criteria:

1. A frequency-based representation strategy for identifying “representative” mo-

tifs of a class.

2. In addition to the exclusion technique for “trivial” matches, an exclusion tech-

nique, to enhance motif selection, used as a pre-processing technique, the PCGsgr

technique. It excluded some parts of the data on the grounds that they were

irrelevant to the analysis task at hand; namely, excluding the silent gaps that

appear in the PCG signals.

3. Two levels of representativeness were considered: local and global. The first

was widely used in the literature, where a motif is selected at the single time

series level. Using the local technique, time series that might be the result of

background noise could be selected as being representative of a class. Given an

unseen record to be classified which features the same background noise, the

record could be labelled based on that noise. The local technique therefore has

some disadvantages. Consequently, by using global representativeness the effect

of unwanted noise could be avoided.

4. A pruning technique used the novel “zero-motif” concept; a base motif with

which all sub-sequences in the data can be compared. This technique retained

the potential discriminative sub-sequences which led to reduce the data size,

hence the required runtime. This technique also served to eliminate the ran-

domness used in selecting potential motifs and to reduce the number of com-

putations.

5. A bespoke pruning technique involving clustering, which further pruned infre-

quent sub-sequences from the data. This technique was also used for random-

ness elimination and computation reduction.
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6. A selection technique for computation reduction based on “best of the best”

idea, where two selection thresholds, max and k, were applied to a set of po-

tential motifs obtained from previously pruned data.

7. Conflict resolution methods to address the issue whereby unlabelled time series

to be classified using the SGR-FMD approach ended up with a number of class-

labels, where one was required. The three methods considered to select the

most appropriate class-label were: Shortest Distance, Shortest Total Distances

and Highest Votes.

8. The process termination “early abandonment” concept also used in the previous

two proposed approaches.

The SGR-FMD approach served to significantly reduce the processing time (by a

factor of more than 278) compared to the previous approach, the PCGseg approach.

This is then the third contribution of the thesis and is discussed in further detail in

Chapter 7.

• Contribution 4, The CE-FCS Approach: The Cycle Extraction - Frequent

Cycle Selection approach was designed to address both motif quality and the required

processing time by generating meaningful motifs and, at the same time, reducing the

number of computations. This was achieved using the following techniques:

1. A “motif generator” technique, the PCGce technique, for extracting meaningful

motifs, which was designed to isolate heartbeat cycles. A fundamental feature

in this generator was that it considered all data points in time series in the

generation process.

2. The frequency-based representation strategy.

3. The trivial-match exclusion technique.

4. The process termination using “early abandonment” concept.

5. The local and global representativeness idea.

6. The “zero-motif” pruning technique.

7. A second pruning technique that considered the statistical distribution of data

to exclude irrelevant sub-sequences, which made the motif discovery process

tractable.

8. The “best of the best” selection technique.

9. The conflict resolution methods from the previous approach.

The CE-FCS approach was found to be the best of the four presented approaches; its

performance was compared to all the approaches proposed in this thesis as discussed

in detail in Chapter 8. This is then the fourth, and last, contribution of the thesis.
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1.5 Publications

A number of academic papers have resulted from the work presented in this thesis as

follows:

• Alhijailan H., Coenen F., Dukes-McEwan J., Thiyagalingam J. (2018). Segmenting

Sound Waves to Support Phonocardiogram Analysis: The PCGseg Approach. In:

Xin Geng, Byeong-Ho Kang (eds) PRICAI 2018: Trends in Artificial Intelligence,

Proceedings of PRICAI 2018, Springer Lecture Notes in Computer Science, Vol

11013, pp. 100-112, Springer. Paper presented the second of the above contributions

and formed the foundation of the material discussed in Chapter 6.

• Alhijailan H., Coenen F. (2019). Effective Frequent Motif Discovery for Long Time

Series Classification: A Study Using Phonocardiogram. In: Ana Fred, Joaquim Filipe

(eds) IC3K 2018: Knowledge Discovery and Information Retrieval, Proceedings of

IC3K 2019, Vol 1, pp. 266-273, ScitePress. Paper detailing the third approach

considered in this thesis and contributing to the content of Chapter 7.

• Alhijailan H., Coenen F. (2019). Effective Frequent Motif Discovery in Phonocar-

diograms. Submitted to the Knowledge and Information Systems journal. A journal

paper detailing the third approach found in Chapter 7.

• Alhijailan H., Coenen F. (2019). Motif Discovery in Long Time Series: Classifying

Phonocardiograms. In: Max Bramer, Miltos Petridis (eds) SGAI-AI 2019: Artificial

Intelligence, Proceedings of SGAI 2019, Springer Lecture Notes in Artificial Intelli-

gence, Vol 11927, pp. 198-212, Springer. Paper describing the fourth of the above

listed contributions, that presented in details in Chapter 8.

• Alhijailan H., Coenen F. (2020). Fast Time Series Classification Using a New Con-

cept for Motif in Phonocardiograms. In preparation, to be submitted to the Expert

Systems with Applications journal. Journal paper extending the previous paper by

providing further detail and founded on the content of Chapter 8.

1.6 Structure of Thesis

The rest of this thesis is structured as follows. Chapter 2 gives a review of the relevant

previous work followed by a description of the data sets used in this thesis in Chapter 3.

A formalism for the work presented in this thesis is then given in Chapter 4. The bench-

mark approach, to which all other approaches proposed in this thesis were compared, is

presented in Chapter 5. Chapters 6, 7 and 8 then detail the proposed PCG time series

classification approaches, the main contribution of the thesis. The thesis is completed with

some concluding remarks in Chapter 9.
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1.7 Summary

This opening chapter has provided the motivation for the work presented in this thesis

and the underpinning research question. In summary, the main objective of this thesis

is to investigate mechanisms whereby PCG signals can be processed so as to generate

classification models that can then be used to label previously unseen data. This opening

chapter has also detailed the adopted research methodology, the various contributions of

the thesis and the structure of the thesis. The chapter was completed with a brief review

of a number of papers that have resulted (or will result) from the work described. In the

following chapter, a literature review, relevant to the work considered in this thesis, is

presented.



Chapter 2

Literature Review

2.1 Introduction

As noted in the previous chapter, the work conducted in this thesis intersects across

two established research areas: time series analysis and PCG classification. This chapter

presents the necessary background concerning these research areas with respect to the

work presented later in this thesis. The chapter is divided into five sections, including

this introductory section. Section 2.2 considers time series analysis and the concept of

motifs. Section 2.3 considers time series pre-processing techniques designed to reduce the

time complexity of the analysis, with a particular focus on the segmenting of time series

because it was used significantly with respect to the work presented later in this thesis. In

Section 2.4, a review of the PCG data sets used for evaluation purposes is presented. The

chapter is concluded with a summary in Section 2.5.

2.2 Time Series Analysis

As the name implies, time series analysis is concerned with the processing of time series

data. More specifically, it is directed at the extraction of knowledge from temporally

referenced data, for example using supervised and unsupervised learning techniques, usu-

ally in the context of a single variable [12, 57, 60, 112, 183], as in the case of the work

presented in this thesis, although research on multi-variate time series analysis has been

undertaken [31, 37, 65, 140, 170, 172, 183, 189]. Time series data can be argued to be a

specialised form of point series data [27]; in both cases, the distinguishing feature of such

data is that it comprises an ordered sequence of values. In the case of time series data,

the ordering is defined by a sequence of time stamps; in the case of point series data, the

ordering is defined by a sequence of indices (which might be interpreted as time stamps).

Time series analysis methods can be divided into two types: time- and frequency-domain

methods. In time-domain methods, it is the ordering of sequences of point values, which is

also referred to as “temporal precision”, that is important. Meanwhile, frequency-domain

methods consider the number of times values appear in a series, which is also referred to

11
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as “spectral precision” [22, 59]. It is the time-domain methods which are of interest with

respect to the work presented in this thesis, because of the repetitive nature of the data

used in this thesis (PCGs); we are interested in identifying repetitive patterns (motifs)

that recur over time within PCGs [29].

The common motivations for time series analysis, in the context of data mining, pattern

recognition and machine learning, include: (i) time series clustering and classification [13,

71, 73, 82, 102], (ii) the querying of time series databases [82, 152], (iii) anomaly (outlier)

detection [20, 173], (iv) time series forecasting [104], (v) time series indexing [32, 78, 191]

and (vi) time series modelling of the domain from which the time series are drawn [52,

162]. For the work presented in this thesis, the intention was that the desired analysis

would be conducted using supervised learning techniques, which require labelled time

series training data. Using these learning techniques, a model that is able to predict the

labels of previously unseen time series data could be produced. The process of learning

and using such a model is called classification [146] and is illustrated in Figure 2.1. The

colour coding in the figure is used to distinguish: (i) the training of the classifier (blue),

(ii) the testing of the classifier (black) and (iii) the usage of the classifier (red).

The remainder of this section is divided into three sub-sections. Sub-section 2.2.1

presents a review of time series supervised learning techniques (time series classification),

whilst Sub-section 2.2.2 considers the literature concerning PCG classification, the appli-

cation domain of interest with respect to this thesis. Sub-section 2.2.3 then presents the

idea of motif discovery, the particular time series analysis supervised learning technique

that dominates the work presented in this thesis motivated partly by the observation that

the technique has not previously been applied to PCG data.

Figure 2.1: Time series classification (supervised learning) model generation and usage;
blue: training phase, black: testing phase, red: usage phase
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2.2.1 Time Series Classification

Classification is the process of generating a model, using pre-labelled training data, which

can be used to label (classify) previously unseen examples. Early forms of classifiers, before

the age of Machine Learning (ML), were designed based on rules sometimes expressed in

the form of a decision tree. Given any substantial data collection, such as a PCG time

series data collection, it becomes difficult to extracting such rules in an effective manner.

Since the advent of ML, the classification rule learning process can be automated [178].

However, the domain of ML includes much more sophisticated techniques for learning

classification models that do not rely on the concept of rules.

The most common classification approaches used with time series data can be cate-

gorised in a variety of different ways. One approach classifies time data series according

to three different concepts: similarity, probability and boundary. In similarity-based clas-

sification, the classifier estimates a class-label of an unlabelled time series according to its

similarity with an existing collection of labelled time series (a training set) [112]. Nearest

Neighbours Classification (NNC) is the most commonly used approach in this category.

This is therefore also the approach used with respect to the work presented later in this

thesis, because of its simplicity and effectiveness [97]. Using the second category of ap-

proach, the classifier outputs the predicted class-label of an unlabelled time series in terms

of a probabilistic distribution over the set of classes [8]. From the literature, Bayes deci-

sion rules, density estimation and maximum likelihood are examples of probability-based

classifiers. The third category of approach involves the construct of decision boundaries

in the training data whereby the classifier can decide to which class-label an unlabelled

time series belongs [187]. This is usually done by optimising certain error criterion; for ex-

ample, by minimising the empirical error as in Neural Networks (NNs), or by maximising

the empirical margin surrounding a decision boundary as in the case of Support Vector

Machine (SVM) classification.

2.2.2 PCG Classification

Previous work on PCG classification has mostly been directed at diagnostic purposes [19,

51, 71, 89, 102, 116, 128, 132, 142, 143, 144, 166, 173, 187], although some work has been

done on authentication using PCGs [8, 129, 198]. A variety of time series classification

methods, such as Neural Networks (NNs) [19, 51, 89, 102, 116, 132, 142, 144], Support

Vector Machine (SVM) [142, 166, 187], Nearest Neighbours Classifier (NNC) [130, 135],

hidden markov models [147, 181], decision tree [145], random forest [116] and adaBoost

classification [132], have been applied to PCG data.

The challenge of applying classification techniques to PCG data is the size of the

individual time series, which can run to millions of points. Applying the above techniques

to entire PCG time series is therefore not a practical solution given the capabilities of

the current average computer. The solution is to pre-process the PCG data, prior to

classification model generation and subsequent usage, so as to reduce the size and/or



14 Hajar Alhijailan

computation requirements. The above referenced research, directed at the automated

classification of PCGs, used some form of pre-processing. Time series pre-processing,

and by extension PCG pre-processing, is therefore discussed in further detail in Sub-

section 2.3.3.

Another mechanism for avoiding the need to process entire time series, especially where

the time series are lengthy, is to use sub-sequences within the data known as discriminative

patterns [10, 52, 77, 112]. To the best knowledge of the author, there has been no work

directed at the PCG diagnostic problem that has used discriminative patterns. One type

of pattern, which is of particular interest with respect to the work presented in this thesis,

is known as a motif [36, 55, 68]. More discussion concerning motifs is presented in the

next sub-section, Sub-section 2.2.3.

2.2.3 Motif Discovery

A motif is a reoccurring sub-sequence in a time series. There are various ways of defining

and identifying motifs, a formal definition is presented in Chapter 4. A simple working

definition is that a motif is a time series sub-sequence that has at least one non-trivial

match with another sub-sequence in a given time series according to some predefined sim-

ilarity threshold [107, 169]. Note that a “trivial match” is where a sub-sequence overlaps

with the candidate motif, hence the two are bound to feature similarity. To measure how

well two sub-sequences match, a distance function is required. Euclidean Distance (ED)

is widely used in the literature [21, 36, 73, 77, 112, 198] with some evidence suggesting

its competitiveness with, or superiority to, other more complex measures [42]. The time

complexity of computing the ED between two time series sub-sequences of length g is O(g).

The simplest and most straightforward motif discovery algorithm is a Brute Force

algorithm; comparing every candidate motif (sub-sequence) against every other candidate

motif. To identify a motif, there are different comparison criteria for a potential sub-

sequence to be considered a motif. Two strategies were adopted to select a motif from a

single time series with respect to the work presented in this thesis:

1. Select the candidate motif that has the highest similarity score compared to all other

candidate motifs in the time series.

2. Select the candidate motif that occurs most frequently compared to all other candi-

date motifs (assuming we only want to identify one motif in a given time series).

For both strategies, a threshold is usually set to define similarity (using exact matching

for frequency counting often results in a frequency score of one). The simplest brute force

algorithm with respect to the first strategy is to compute the similarity values between

all sub-sequences (using a nested loop) and maintaining a best similarity so far. The

simplest brute force algorithm with respect to the second strategy is to compute the

similarity values between all sub-sequences (again using a nested loop) and generating a
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count for each sub-sequence which is incremented by one every time a similar alternative

sub-sequence is found (similarity decided according to some threshold).

Both brute force algorithms have a complexity ofO(n2g) assuming ED was used for sim-

ilarity comparisons, where n is the number of time series sub-sequences and g is the length

of each sub-sequence. Whatever the case, for any significant time series, both algorithms

require significant resource [81, 112]. A number of more efficient, but approximate, motif

discovery algorithms have therefore been proposed [94, 95, 96], while a tractable exact algo-

rithm remains a research challenge [18, 112]. The research focus of this thesis is, in part, the

latter. Schemes aimed at reducing the above complexity [36, 39, 50, 112, 150, 165, 171, 176]

remain problematic in that the performance of applications using the discovered motifs

tends to be adversely affected, typically because of the nature of the various proposed

heuristics used to limit the time complexity. However, there are two generic techniques

that can be usefully employed to increase the efficiency of the motif discovery process.

• Non-trivial matches: The simplest technique is to restrict the number of comparisons

by excluding trivial matches [36]. Recall, that trivial matches exist where two sub-

sequences to be compared overlap; in other words, the sub-sequences to be compared

share data points and therefore can be expected to feature some similarity. This

technique is widely used in many proposed motif discovery algorithms [36, 112] and

is adopted with respect to the work presented later in this thesis.

• Early abandonment: Another technique for reducing the complexity of the motif

discovery process is to adopt the concept of “early abandonment” whereby a simi-

larity comparison is stopped when the dissimilarity between two sub-sequences being

compared reaches some threshold when it can safely be assumed that the two time

series are not similar. The well-known MK motif discovery algorithm [112] features

early abandonment, as do the motif discovery algorithms presented in this thesis.

The threshold can be user-defined; alternatively, as in the case of [112], it can be

derived by conducting r rounds of comparisons so as to establish a lower bound for

the sought after similarity.

Two significant issues that this thesis seeks to address in the context of motif discovery

applied to PCG data, are: (i) the time to generate/identify meaningful motifs and (ii) the

accuracy of the consequent application results. The first problem is exacerbated by the

size of PCG time series. The second is concerned with the quality of the identifiable motifs;

they need to be good differentiators of class. The two issues are inter-linked in that, if

motif generation can be made more efficient, additional resource will be available to select

“better” motifs given a fixed time constraint. A suggested solution to the first issue, and

consequently a possible solution to the second, is to pre-process the time series so as to

reduce their size in such a way that salient features are preserved [80]. Some time series

pre-processing techniques to support motif discovery are discussed in the following section,

Section 2.3.
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2.3 Pre-processing

This section provides an overview of existing work directed at reducing the time com-

plexity of time series analysis algorithms, and by extension motif discovery algorithms,

in order to enhance their efficiency and effectiveness. Time series pre-processing can be

viewed as the transformation of an original time series into another series in such a way

that important information is kept whilst, at the same time, the time series analysis be-

comes more tractable. The section starts, Sub-section 2.3.1 by considering time series

pre-processing in general. One particular time series pre-processing technique, that of

segmentation, because of its significance with respect to this thesis, is singled out and

discussed in particular detail in Sub-section 2.3.2. Sub-section 2.3.3 considers PCG time

series pre-processing in particular, because of the relevance to the work presented in this

thesis. The section is concluded, Sub-section 2.3.4, with a review of existing literature on

segmentation as applied to PCG data, again because of its relevance with respect to the

work presented in this thesis.

2.3.1 Time Series Pre-processing

This sub-section provides a brief overview of time series pre-processing as applied in the

general time series analysis context, as opposed to the specific PCG context considered

later in this section. Time series pre-processing can be conducted either in a generic

manner or in a specific manner using knowledge specific to the application domain under

consideration. We refer to techniques that fall into the first category as Comprehensive

techniques and those that fall into the second as Exclusive techniques. Each is discussed

in further detail in this sub-section.

Popular comprehensive time series pre-processing techniques include:

• Dimension reduction [88]: The transformation of high-dimensional time series into

low-dimensional time series; the number of dimensions could be reduced to 1 [63, 165].

Clearly this technique is only applicable to multivariate time series.

• Denoising [109]: The removal of the noise from the data if identifiable and known

to exist.

• Segmentation [12, 15, 66, 77, 80, 126, 193, 194]: Dividing the time series into blocks

representing the components of the time series. This is one of the main techniques

considered with respect to the pre-processing of PCG data presented in this thesis,

and is therefore discussed in further detail in Sub-section 2.3.2.

• Down-sampling [21, 149]: Collapsing or combining sequences of points into single

points in some regular manner.

• Filtering [64, 109]: Filtering the time series to reveal significant features; this is

referred to as smoothing or low-pass filtering when directed at identifying long term

trends, and high-pass filtering or de-trending to identify isolated events.
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• Decimation [41, 75, 148]: Literally retaining every tenth point, but more generally

a combination of smoothing and down-sampling of the data.

It should be noted that, whatever the case, any adopted comprehensive time series pre-

processing technique should be selected carefully so as not to adversely affect any future

data analysis. It has been suggested that the selection of an appropriate technique is

dependent on the domain from which the data is obtained [111]. The application of any of

the above comprehensive techniques will clearly lead to a reduced processing requirement,

for example a lower number of comparisons.

Exclusive techniques, as opposed to comprehensive techniques, aim to reduce the over-

all size of a given time series by excluding some parts of the time series on the grounds that

they are not relevant to the time series analysis task at hand. To achieve this reduction,

some form of domain knowledge is required. For example, in the case of motif discovery,

knowledge of “the distance between” or “the position of” relevant candidate motifs can

be fruitfully used to exclude some comparisons from consideration in a given time series.

The simplest exclusive time series pre-processing technique is the removal of irrelevant

sub-sequences because they are known not to be relevant. For instance, when working

with DNA sequences [192], it is possible to exclude some sub-sequences because they are

known in advance to be irrelevant.

Although most of the techniques in both categories (comprehensive and exclusive tech-

niques) could be theoretically applied to the data used in this thesis (PCG recordings),

there remain some concerns. Techniques like down-sampling, filtering and decimation are

by their nature random, therefore accuracy is not guaranteed. In addition, there may

still be a substantial computational overhead. Moreover, dimension reduction and de-

noising are not applicable to PCGs, as considered in this thesis, because the used PCG

data is one-dimensional in nature and the noise content is not known in advance. Given

specific PCG related domain knowledge, this can clearly be used in the context of exclu-

sive pre-processing techniques directed at PCG time series data in particular. Existing

work directed at the pre-processing of PCG data is therefore considered in more detail in

Sub-section 2.3.3.

2.3.2 Time Series Segmentation

Segmentation, as noted in Sub-section 2.3.1 above, is one of the standard pre-processing

techniques applied to time series data. The main idea is to coarsen the data by dividing it

up into “chunks” whereby each chunk is associated with some specific characteristics. In

other words, segmentation is the process of dividing a whole entity into its constituent parts

or distinct elements, the term is frequently used in the context of image analysis [23, 117].

Work has also been conducted using audio creation and editing software such as Adobe

Audition, however this is largely a manual process. Segmentation can reduce the number of

sub-sequences and hence the number of comparisons and is therefore of significant benefit



18 Hajar Alhijailan

with respect to motif generation. Segmentation has been used extensively with respect to

the work presented in this thesis; specific contributions are presented in Chapters 6 and 8.

Techniques for achieving effective and efficient segmentation remain an area of current

research. In the context of time series in general, a number of mechanisms have been

used to achieve segmentation, these include: (i) Fourier Transforms [10, 79, 187], (ii)

Wavelets [19, 126, 137, 151], (iii) Symbolic Mappings (SM) [15, 62] and (iv) Piecewise

Linear Representation (PLR) [66, 72, 80, 82, 125, 152, 180, 186, 195, 196]. Of these, PLR

is the most common. PLR is also of relevance with respect to the work presented in

Chapter 6.

The fundamental idea of PLR is to translate a given time series P into a model P̄ which

comprises a number of “best fitting” straight lines (segments). The PLR technique has

been used in a variety of contexts including: (i) time series clustering and classification [82]

and (ii) the querying of time series databases [103]. Examples of the latter includes fuzzy

querying [152] and weighted querying [82]. The application of PLR can be specified in

different ways: (i) a specific number of line segments, (ii) the similarity of line segments to

the entire given point series (according to how well the overall linearisation matches the

given point series) and (iii) the similarity of individual line segments with respect to the

individual time series sub-sequence they represent.

However, regardless of the segmentation approach used, each can be implemented using

one of three basic mechanisms as follows [80]:

1. Sliding Window: Using the sliding window mechanism, the time series is processed

using a “window” that is slid along the time series from the start point to the

end point. Usually the window size, ω, is dynamic. On commencement, ω is set

to a default value and the first window is grown until the segment is no longer

representative of the point series sub-sequence in the window, at which point the

segment is captured, and the window moved so that it starts at the end of the

current segment with ω again set to the default value, and so on.

2. Top Down: Using this mechanism, the point series is repeatedly sub-divided into

a certain number of parts, each representing a segment, and each of which is tested

according to some parameter(s). For each segment that is sufficiently similar to the

point series it represents, the segment will be stored. The remaining segments will

then be sub-divided further. And so on.

3. Bottom Up: This mechanism is the opposite of the Top Down mechanism. Using

the Bottom Up mechanism, the given point series is divided into the largest possible

number of segments. Segments are then recursively merged. Each merged segment

that does not meet some criteria will be merged further. Those segments that do

meet the required criteria are stored for later use.

The first approach is faster than the other two, because it operates in a sequential

manner whereby each segment is identified in turn. However, the point (time) series is
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not considered in its entirety, decisions are made without any deep exploration of the time

series as in the case of the latter two approaches; this in turn may affect the quality of the

segmentation. Both Top Down and Bottom Up mechanisms give good results, however

they tend to be impractical for large time series as they require a scan of the entire time

series. One of the methods proposed in this thesis uses the Sliding Window mechanism,

however the segmentation is not related to similarity with the underlying point series, but

instead with how accurately the segments represent the “shape” of the underlying point

series sub-sequence; not quite the same thing. This is discussed in much further detail in

Chapter 6.

In the context of line segmentation, and for completeness, it is worth noting that there

are two main techniques for representing segments as straight lines: (i) Linear Interpolation

and (ii) Linear Regression. The first is a straightforward and very fast technique, which

simply draws a straight line between the beginning and the end of each segment aligning

the endpoints of consecutive segments. In contrast, the linear regression technique has a

high computational complexity, compared with linear interpolation, because it determines

the best fitting line for all points in each segment. In this manner, a sequence of disjoint

lines are produced. The latter is thus argued to provide a better quality segmentation,

however, as noted in [16], the same line segment can result from very different sequences

of points. This is evidenced, presented in [16], using the Anscombe’s quartet reproduced

here in Figure 2.2, which demonstrated that the same line segment could be produced

using linear regression applied to four very different point series.

Figure 2.2: The “Anscombe’s quartet” illustrating the disadvantage of Linear Regres-
sion line fitting whereby four very different point series are represented by the same line
segment [16]

For the time series used in this thesis, PCG signals, the segmentation was achieved

in a similar manner to PLR, using a sliding window approach and the linear regression
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technique, but with some differences; the segments are a collection of a limited number of

shapes whereas their sub-segments represent trends.

It should also be noted that in the field of sound file segmentation, there is work in the

context of speech recognition [26, 49, 84, 118, 123] where the focus is on segmenting human

speech in the form of WAVE files, the same data format as used with respect to the PCG

data files considered in this thesis. The idea is to identify “phonetic” segments representing

words, syllables or letter boundaries (in different languages). Most of this work focuses on

segmenting short sentences, the aim being to achieve language understanding regardless

of accent and other factors, whilst the focus of PCG file segmentation, as conceived of

in this thesis, is to identify motifs that are representative of class. Novel mechanisms

for segmenting PCG WAVE files, as generated by hand-held stethoscopes, are one of the

contributions of this thesis.

2.3.3 PCG Pre-processing

From the literature, most existing work on automated PCG data analysis is concerned

with computer-aided support for PCG analysts rather than fully automated analysis. In

particular, much reference is made to the use of graphical tools for this purpose [98, 114].

There is little reported research on automated PCG pre-processing for analysis (even if

only in a coarse manner). Current work on pre-processing PCG recordings has focused

mainly on three techniques: (i) dimensionality reduction, (ii) signal denoising and (iii)

heartbeat segmentation. The first two are discussed in further detail below. Segmentation

is of particular relevance with respect to the work presented in this thesis and is therefore

discussed more extensively in the following sub-section, Sub-section 2.3.4. A further pre-

processing technique, of particular relevance to PCG data, is “silent gap removal”. This has

been adopted with respect to the work presented in this thesis and is therefore considered

in further detail at the end of this section.

The primary purpose of dimensionality reduction, as noted earlier, is to improve learn-

ing performance [167]; the fundamental idea is to retain only distinctive features of the

data while at the same time reducing the overall size of the data. Dimensionality re-

duction in the PCG domain is typically conducted in two stages: feature extraction and

feature selection. The former can be conducted in: (i) the time-domain (for example, us-

ing linear features [142]), (ii) the frequency-domain (for example, using short-time Fourier

transforms [129]) or (iii) a combination of the two [8, 102, 166, 175]. The initial iden-

tified set of features is processed in the second stage where the idea is to retain only

the most relevant features, in other words, a subset of the identified feature set. How

relevance is defined in this context depends on what we wish to do with the data, but

typically we wish to avoid features that are irrelevant and/or redundant. From the lit-

erature, frequently cited feature selection techniques that have been used in the context

of PCG data include: Principal Component Analysis (PCA) [102, 142], Genetic Algo-
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rithms (GA) [175] and Generalised Discriminant Analysis (GDA) [142]. The nine most

common feature domains used for PCG data regarding feature selection are: (i) time in-

terval, (ii) state Amplitude, (iii) energy, (iv) entropy, (v) cepstrum, (vi) cyclostationarity,

(vii) frequency spectrum of states, (viii) frequency spectrum of records and (ix) high-order

statistics [8, 71, 102, 129, 142, 166, 175, 187]. However, the PCGs in the work presented

in this thesis are interpreted as one-dimensional time series, so dimension reduction is not

applicable in this case.

Notch filtering, adaptive filtering, averaging and wavelet decomposition are all common

denoising mechanisms that have been adopted for signal denoising in the context of PCG

data [198]. However, there is no work directed at the removal of specific categories of

noise from PCG signals, which can be corrupted with surrounding noise or, in a controlled

environment, with instrumentation noise, respiratory noise, fetal breath sounds and so

on [6], and/or internal body organs sounds [197]. Most of the research directed at PCG

signal denoising requires a separate reference signal [91, 120, 134, 139]. However, this

assumes such a reference signal is available; not the case with respect to the hand-held

electronic stethoscope scenario considered in this thesis. An alternative frequently cited

method, when no reference signal is available, is to use some form of Wavelet Transform

(WT) [43, 51, 188, 121]. The main drawback of using WTs is the need for users to

define a set of parameters which in turn will affect the quality of the use of the WT,

for example: (i) the need to pre-specify a “mother wavelet”, (ii) the need to choose an

applicable decomposition level, and (iii) the need to select a thresholding method [54, 106,

143, 198]. Other work directed at PCG denoising has tended to be directed at specific

categories of noise, such as high-energy noises. Generally speaking, the quality of the PCG

output signal, when using any of the above forms of denoising, is adversely affected by

the application of the denoising [100, 128, 173]. This somewhat defeats the objective of

the denoising. The question, however, is the significance of this effect, which in turn is

application dependent.

In Sub-section 2.3.1, it was noted that given domain knowledge, it is possible to prune

(pre-process) time series by removing parts that are known not to be relevant; the tech-

niques used for this purpose were referred to as exclusive techniques. In the case of PCG

data, a particular feature is that of “silent gaps” between heartbeats. Intuitively, such

silent gaps can be excluded because they do not hold relevant information with respect

to motif discovery and classification. Silent gap removal is an exclusive pre-processing

technique frequently used with respect to applications that are founded on audio data.

Silent gap removal was first proposed and adopted in the context of applications di-

rected at voice recordings [76]; more specifically Voice Activity Detection (VAD) and

speech recognition [74, 83, 138, 154, 190]. The main motivation for removing silent gaps

in VAD and speech recognition was that these sub-sequences were not likely to carry

any information [190]; by removing the silent gaps, the problem domain becomes more

tractable [74, 190]. Of course silent gap identification also allows for the isolation of in-

dividual words, syllables and sentences [138, 154]. To the best knowledge of the author,
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there is no work on silent gap removal in the context of audio-recorded heartbeat (PCG)

data, although it has a clear role to play with respect to reducing the overall size of the

sound signals. The idea of silent gap removal was thus incorporated into the third PCG

classification approach presented in this thesis, the Silent Gap Removal - Frequent Motif

Detection (SGR-FMD) approach presented in Chapter 7.

2.3.4 PCG Segmentation

In the previous sub-section, where PCG data pre-processing was considered, it was noted

that PCG segmentation is of particular relevance with respect to the work presented in

this thesis. Segmentation in general was discussed in Sub-section 2.3.2. In the context

of PCG time series, once the time series has been segmented, it is possible to identify

significant features and patterns across the segmented sub-sequences which are indicative

of some conditions [51, 187]. Alternatively, it is possible to produce a spectrum, a visual

representation of the frequencies in a sound signal.

The manner in which PCG data can be segmented depends on the nature of the signal

representation. The usual way of representing PCG signals is as an Amplitude signal

(Figure 2.3(a)); an alternative mechanism, and that considered in this thesis because it

fits well with the nature of the data produced by hand-held electronic stethoscopes, is to

represent the PCG data as a Sample signal (Figure 2.3(b)). Both are considered in this

Sub-section. Amplitude-PCG signal segmentation, which has been studied extensively in

the existing literature, is reviewed in Sub-section 2.3.4.1 below. Sample-PCG segmentation

is then considered in Sub-section 2.3.4.2, this is only briefly discussed because, to the best

knowledge of the author, it has received no attention in the literature.
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(b) A Sample-PCG point series

Figure 2.3: A point series with two different representations, Amplitude and Sample
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2.3.4.1 PCG as Amplitudes

Segmentation approaches reported in the literature that have interpreted PCG signals

as Amplitude time series have typically been used as a mechanism for isolating patterns

in time series, given knowledge of the nature of the time series. PCGs feature cardiac

cycles, each comprised of four basic components: (i) the first cardiac sound (S1), (ii)

systole, (iii) the second cardiac sound (S2) and (iv) diastole. The segmentation of PCGs

to identify these cardiac components is a common research topic in the field of Signal

Processing [35, 58, 113, 122, 139, 197]. Segmentation is applied to isolate cycles and their

components.

Cardiac cycle PCG segmentation is usually achieved with respect to a reference signal,

either an ECG signal recorded at the same time and/or a Carotid Pulse (CP) [91, 120,

134, 139]. In the case of PCG signals, collected using electronic stethoscopes in veterinary

clinics, the application focus of the work presented in this thesis, no such reference signal

was available. This is also applicable in the majority of cases where only an electronic

stethoscope is available to conduct diagnoses. In such cases, the components of a PCG

signal can still be extracted by processing the signal. Some reported research directed at

the segmentation of PCGs without a reference signal exists [11, 43, 51, 61, 93, 108, 188,

121]. Some of these [43, 93, 121], concentrate on finding the first and second cardiac cycle

components (S1 and S2) in a “waveshape”. Others, such as [51], concentrate on extracting

all four cardiac cycle components and/or heartbeat events. The major limitations of

this previous work are that: (i) empirical methods are typically used whose performance

is affected by noise [108] or murmurs [11, 61, 188], and (ii) the focus of the majority

of reported cardiac cycle component detection techniques is directed at normal cardiac

activity; whereas this thesis aims at classifying both regular and irregular cardiac activities.

In the absence of reference signals, segmenting Amplitude-PCG signals is typically

achieved according to the “energy” of the signal and one or more energy thresholds [35, 58].

The well-known Shannon Energy is frequently used [35, 58, 110] as it maintains time series

features. There are situations where not all of the features are needed, as in the case of

the work presented in this thesis, in which case alternative energy methods can be used

as long as the required salient features are preserved.

It is argued that extracting the cardiac components from PCGs using empirical thresh-

olds is inappropriate because of the varying Amplitudes recorded [197]. This is due to dif-

ference between subjects in: (i) the thickness of the chest wall [197], (ii) subject age [177],

(iii) subject mood [177] and (iv) further subjective factors [177]. Alternative methods

have therefore been proposed. The simplest methods still use thresholds but dynamically

computed [35, 58], whilst others use much more sophisticated methods, such as meth-

ods based on acoustic characteristics [34] or Gaussian regression of “smoothed simplicity

profiles” [133]. The work presented in this thesis adopts a dynamic threshold approach

because of its straightforward deployment.
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2.3.4.2 PCG as Samples

An innovative way of representing PCG time series is as a Sample signal. This was

the format used with respect to the work presented in this thesis, because this is the

format produced by the hand-held electronic stethoscopes of interest with respect to this

thesis. There are many ways of representing audio data, but the format used in this thesis

was the Waveform Audio File or WAVE format (extension .wav). In this format, each

Sample contains one or more Amplitudes depending on the audio file specification, more

specifically depending on the used bit-depth. The common bit-depths (bit/sample) are

8-bit, 16-bit and 32-bit. Among them, 16-bit is the most widely used audio format in PCG

recordings, which means each Sample in the audio stream consists of two bytes, leading to

more preciseness, resulting in high fidelity audio. Given that each Amplitude is saved in

a byte, each Sample holds two Amplitude values. The innovative way used in this thesis

was to represent each point in the point series by a Sample instead of an Amplitude. In

other words, to have a series of Samples instead of a series of Amplitudes. This way of

representing the time series leads to a significant reduction in the length by a half.

There is no work, to the best knowledge of the author, directed at the segmentation

of the Sample-PCG representation, because the main goal of most of the PCG research

is to investigate Amplitude features. Another reason for the lack of research on Sample-

PCGs might be because of the difficulty in obtaining this kind of data. The aim in this

thesis was to discover motifs in the PCG data that can be used for diagnostic purposes.

Visual inspection of Sample time series (Figure 2.3(b)) indicates that some reoccurring

patterns exist, therefore it is clear that segmentation is applicable to Sample time series.

However, the nature of Sample-PCG time series is such that neither PLR, nor any of

the other techniques presented above, are appropriate. In the case of the PLR and SM

techniques, line fitting and symbols are not sufficiently descriptive for the purpose of PCG

classification. In the case of Fourier transforms and wavelets, these work in the frequency-

domain while motif discovery is better conducted using the time-domain. More detail

concerning the PCG data used in the literature for diagnostic purposes is presented in the

next section, Section 2.4.

2.4 PCG Data

As noted earlier in the introductory chapter, there are a number of challenges associated

with heartbeat manual analysis; a process known as auscultation. These can be itemised

as follows:

• Auscultation requires substantial experience [40].

• The auscultation device used affects the outcome sound [124].

• Sound data from the same subject will vary according to mood [177].
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• Heartbeat patterns change with age [177].

• Thickness of the chest wall [197].

• Noise from external sounds included in the recording, such as organs noise, back-

ground noise and friction between the stethoscope chest-piece and the subject’s skin

(or hair or fur in the case of animal subjects) [40, 197].

A further issue with recorded PCG audio data is data privacy. In the medical field, as

in other fields, data privacy is a significant issue; real patient PCG audio data is therefore

difficult to obtain. This issue is the main reason for the lack publicly available labelled

PCG data resources. Other factors are the needs for domain experts (to label the data),

and time resource from both patients and physicians. A further technical challenge is that

the data requires a large memory resource since the sound files are large.

Despite the existence of the above obstacles, the large percentage of erroneous diag-

noses of heart diseases, which contributes enormously to the high rate of mortality and

morbidity [47, 163, 164], has been the motivation for most of the research in the field of

PCG analysis. The broad objective of the existing works, including the work presented in

this thesis, was to investigate mechanisms whereby PCG signal data can be analysed in

terms of some kind of supervised learning mechanism and consequently classified according

to some set of predefined labels.

Supervised learning requires labelled data. In response to this need, some organisations

have made the decision to release data for use with respect to technical competitions; one

in 2012 [25] and another in 2016 [174]. This “online” data availability has resulted in

a “shift” in the field of PCG diagnosis with an increase in the number of studies [71,

102, 166, 173, 187] despite the existence of some limitations, such as modifications to the

data [25, 174] and artificial additions [4] (more details are provided in the next chapter,

Chapter 3). In addition, it should be noted that some PCG data released online was

not intended for diseases diagnosis purposes, but for authentication purposes [158] or

denoising purposes [100]. The most common way of obtaining data to support research

on PCG analysis is to collect it privately, as in the case of the work presented in this

thesis. This private data might be obtained from university hospitals [108, 129, 198] or

from hospitals cooperating with researchers [4, 136].

2.5 Summary

This chapter has provided a review of time series analysis and classification techniques

with a particular focus on the pre-processing of such data. The chapter has included

an overview of existing work directed at motif discovery; and a review of existing work

concerned with reducing the search time for time series motif discovery in order to enhance

the analysis efficiency. Specific detail has been provided with regard to existing research

concerning the segmentation of time (point) series, especially PCG time series because of
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the relevance with respect to the work presented in this thesis. The chapter was concluded

with a discussion of the availability of PCG data which is considered in further detail in

the following chapter, Chapter 3, where a description of the data used in this thesis is

presented.

It is worth noting that in this chapter some pre-processing techniques used in this

thesis have been mentioned. These are summarised below:

• Segmentation: A common pre-processing technique is time series segmentation.

The basic process is to divide the time series into blocks. From the literature, a

variety of algorithms have been proposed to obtain a good high-level segmentation

of time series data. A proposed PCG segmentation method is presented in Chapter 6.

• Pruning: Another pre-processing technique is the pruning of time series. The main

idea is to omit some sub-sequences in a given time series that are not deemed to be

relevant. There are a variety of mechanisms by which a time series can be pruned.

A novel proposed PCG pruning mechanism is detailed in Chapter 7.

• Cycle Extraction: The last pre-processing technique considered in this chapter

and of particular relevance to the work presented in this thesis is cycle extraction.

This is discussed further in Chapter 8; cycle extraction is aimed at reducing the

number of computations needed later in an analysis process. This is not a commonly

used technique for Motif Discovery in time series; however, with knowledge of the

application domain, this technique is proposed in Chapter 8.



Chapter 3

Evaluation Data Acquisition

3.1 Introduction

A fundamental precursor to any form of machine learning is the acquisition of data sets

from which some desired model can be learned and evaluated. For many machine learning

applications, well-documented benchmark training/test data sets are available. One of

the most frequently used repositories is the UCI Machine Learning Repository [3], which

is available online and contains, at time of writing, 481 data sets. Among them, 94 are

time series data sets. However, there are no Phonocardiogram (PCG) data sets held in

the UCI repository. There are some PCG data sets available for download from various

locations that have been used in the context of research directed at PCG analysis that has

been reported in the literature. This short chapter commences, Section 3.2, with a review

of the application domain used as focus for the work presented in this thesis, building on

discussion from earlier chapters. The chapter then goes on, Section 3.3, to consider the

existing PCG data sets that have been referenced in the literature and that are available

for download. Next, Section 3.4 presents a comprehensive overview of the bespoke canine

PCG data set specifically collected to support the work presented in this thesis. The

chapter is concluded, Section 3.5, with a summary of the contents of this chapter.

3.2 Application Domain

Before considering the relevant data sets, a review is provided in this section of the applica-

tion domain so as to provide the context for the remainder of the chapter. The traditional

approach to analysing the sound of the heart’s vibrations is by auscultation [101], the

process of listening to the internal sounds of a living body. This is usually conducted

using a stethoscope. An electronic or digital stethoscope (a Phonocardiograph) produces

a two-dimensional, time versus Amplitude, plot of the recorded sound which is commonly

referred to as a Phonocardiogram (PCG) as shown early in Figure 1.2.

There are a number of conditions that can be identified from such PCGs. Some of these

can be argued to be relatively common, for instance: mitral regurgitation, patent ductus
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arteriosus, and pulmonic and aortic stenosis. Each can be further categorised as being

mild, moderate or severe. Considering only common conditions will entail consideration of

some thirty class -abels; note that multi-class classification is significantly more challenging

than binary classification, especially when considering a large number of classes [7].

Using PCG data, and appropriate computer software, various signal processing tech-

niques can be applied [45] so that diagnoses can be automatically generated. However,

usage of PCGs has not gained wide acceptance; partly because of perceived flaws in the

quality of the recording technology (doubts over whether the signal trace is a faithful

rendition of heart vibration) and also partly because of a lack of quantitative techniques

for reliable analysis. For example, the eKuore Phonocardiograph (electronic stethoscope),

pictured earlier in Figure 1.1, is reported to produce good sound but is said to lose some

quality when played through speakers. However, it can be assumed that, if a faithful ren-

dition is not produced, the signal trace will at least be an indicator of diseases/no-disease.

Manufacturers of electronic stethoscopes, such as the eKuore, are of course keen to increase

the uptake of these devises, which in turn requires clear evidence of the benefits. Note that

manufacturers of electronic stethoscopes typically bundle their product with software to

visualise PCG signals, typically with functions to highlight elements of the signal; however

currently no sophisticated, machine learning based, automated analysis is provided.

One of the main challenges in the domain of machine learning for PCG analysis is the

lack of pre-labelled data with which to train the necessary models. The main reason for

this is the data confidentiality requirements associated with PCG data; PCGs are a form

of personal data whose usage requires patient consent (assuming PCGs obtained from

humans) and ethical approval. Many patients and their families, for a range of reasons,

are reluctant to allow their data to be released to non-medical bodies. At the organisation

level, some private health-providers and commercial companies are also reluctant to share

their data for reasons of commercial confidentiality and competition. Where data has

been obtained, following an ethical approval process, there is typically a condition that it

can only be used by the named researchers, or named institution, itemised in the ethical

approval application; thus preventing publication of the data. Consequently, example PCG

data is not substantially available for use by the wider research community. However, there

is a number of exceptions as noted in the following section.

3.3 Public Databases

To the best knowledge of the author, there are a few public heart sound data sets avail-

able online: (i) the Cardiac Auscultation of Heart Murmurs (eGeneralMedical) database,

(ii) the Michigan Heart Sound and murmur (UMHS) database, (iii) the sixth community-

based Signal Separation Evaluation Campaign (SiSEC2016) biomedical signals (BIO2016)

database, (iv) the Heart Sounds Catania 2011 (HSCT11) database (v) the Pattern Anal-

ysis, Statistical Modelling and Computational Learning (PASCAL) database and (vi) the

Shiraz PhysioNet/Computing in Cardiology (PhysioNet/CinC) database. These have all



Chapter 3. Evaluation Data Acquisition 29

been used with respect to work reported in the literature [71, 100, 102, 158, 166, 173, 187,

198]. Some further detail concerning these six databases is given below:

1. The eGeneralMedical database [46] is provided by eGeneral Medical Inc. It is not a

freely available open data set, but requires payment. It contains 64 recordings for

49 heart conditions, which means most of the conditions have only one associated

record and thus it is unsuited for training a classifier.

2. The UMHS database [119] is available from the University of Michigan. It comprises

23 recordings, each for a separate heart condition, therefore it is also unsuitable for

training a classifier.

3. The SiSEC2016-BIO2016 database [4] was provided as a challenge sponsored by

Native Instrument. The competition was organised in conjunction with the 13th

International conference on Latent Variable Analysis and Independent Component

Analysis (LVA/ICA 2017) held in Grenoble in France. The challenge was to denoise

16 unlabelled recordings from 3 healthy participants. The noise was artificially gen-

erated and the recordings were bandpass-filtered (15 - 300 Hz). All the recordings are

unlabelled, which means the database is also inappropriate for training a classifier.

4. The HSCT11 database [157] is provided by Andrea Spadaccini and Francesco Beritelli

and collected by the University of Catania in Italy. It was collected from 206 partici-

pants, two recordings for each person, with a total of 412 recordings. The participants

comprised 157 males and 49 females. The providers used it in a biometric system

where the data set was divided into two parts: 206 recordings (one recording/person)

for the training phase and the other 206 recordings for the test phase. This database

is suitable for authentication not diagnosis applications.

5. The PASCAL database [25] was released as a digital challenge associated with a

workshop colocated with the 15th international conference on Artificial Intelligence

and Statistics (AISTATS 2012) held in La Palma in the Canary Islands. The chal-

lenge was sponsored by PASCAL (now Kaggle) hence the name. The challenge was

to segment the data into two heart sounds and then to classify some 247 unlabelled

recordings using 585 labelled recordings associated with 5 heart conditions, including

normal. All the recordings underwent a low-pass filter resulting in a frequency range

of below 195 Hz.

6. The PhysioNet/CinC database [174] was provided by Shiraz University in Iran for a

challenge that took place in 2016. The challenge was to classify the recordings into

three categories: normal (12% of the recordings), abnormal (77%) or too noisy to be

classified (11%). The data set consisted of 4,430 recordings which were resampled

to 2,000 Hz. The data was divided into 6 data sets, each was collected using a

different stethoscope. Moreover, the location of the recording from the subjects was

not unified; this means it could be any one of the four usual locations for recording.
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The first two databases, given the number of records per disease, are obviously not

appropriate for diagnostic (classification) tasks in machine learning. They were in fact

intended to teach medical students auscultation [99]. The third database is unlabelled,

modified and small so cannot be used for diagnosis, it was released for the task of denois-

ing [100]. The forth database is used widely in the field of heart sounds biometry [158, 198],

but its labelling system is not suitable for the field of diseases diagnosis. The last two con-

tain relatively large numbers of recordings suitable for training/testing a classification

model. However, both were modified (resampled), with the twin consequences that many

of the heart sound components, used with respect to the work presented in this thesis,

were removed and that the “purity” of the data was compromised. Although the signal

frequency range was shortened, in most of the examples, the noise is louder than the heart-

beat. A further disadvantage with respect to PhysioNet/CinC, and again with respect to

the work presented in this thesis, is that only two classes are featured (excluding the “too

noisy” class) and hence the data set is only suitable in the context of binary classification.

3.4 The Canine PCG Data Set

Given the disadvantages associated with the publicly available data sets considered in the

foregoing section, and the more general difficulties of collecting PCG data from humans,

as discussed in Section 3.2 above, a canine PCG data set was used. Indeed, the potential

availability of such data was part of the motivation for the research presented in this

thesis. This data set was curated by the School of Veterinary Science at the University

of Liverpool, who collaborated with the author with respect to the work presented in this

thesis. The data was collected using the eKuore electronic stethoscope shown previously

in Figure 1.1. Using eKuore, the data was stored in Waveform Audio File (WAVE) format

(file extension .wav). This is a commonly used format for raw, uncompressed, audio data

that can easily be translated into other formats (the MATLAB computing environment

provides functions to do this). The PCG recordings were interpreted as time (point)

series. Two representations were used with respect to the work presented in this thesis:

(i) Amplitude (Figure 2.3(a)) or (ii) Sample (Figure 2.3(b)). The data set compromised

59 canine PCG recordings collected from 18 dogs; some with Mitral Valve disease and the

rest with normal heart function.

All the collected Mitral Valve disease recordings were labelled, by domain experts,

according to the stages of the disease. Mitral Valve disease can be divided into four basic

stages: A, B (includes further subdivision: B1, B2), C and D according to the European

College of Veterinary Internal Medicine (ECVIM) classification [17, 115]. The collected

data set did not feature any Stage A or D recordings. Each recording (point series) in

the collected database therefore had a class-label associated with it selected from the

class-attribute set {B1, B2, C, Control} where the first three class-attributes were stages

of Mitral Valve disease and the last class-attribute represented recordings that did not

feature any disease (used for control purposes). A summary of the data used is given in
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Table 3.1. The collated canine PCG data set was the data set used for evaluation purposes

with respect to the work presented in this thesis.

Table 3.1: Summary of evaluation data

Class
No. of No. of Size of Each PCG

Patients PCGs (in KB)

Stage B1 2
2 1774 1340
5 1825 1825 1825 1849 1825

Stage B2 7

2 2954 1942
3 2106 1608 1782
3 2094 1344 3806
4 1825 1825 1825 1861
4 804 1416 1770 1732
4 898 676 1268 2848
5 2642 2260 888 1068 2610

Stage C 5

1 1825
2 1810 2804
3 1825 1825 1849
4 1448 1360 1918 2242
5 1794 1890 830 1326 1162

Control 4

2 3074 2538
3 2004 2288 2232
3 2686 1682 2112
4 2542 1788 1238 3868

Total 18 59 174345

3.5 Summary

This chapter has provided an overview of the PCG application domain, publicly available

PCG data, and the Canine PCG data set curated with respect to the work presented in

this thesis. It was noted that, for a variety of reasons, both commercial and regulatory,

there are few publicly available PCG data sets that are available for academic research pur-

poses. Six specific PCG data sets, frequently referenced in the literature, were described:

eGeneralMedical, UMHS, SiSEC2016-BIO2016, HSCT11, PASCAL and PhysioNet/CinC.

However, as noted in the text, none of these could be considered as being suitable for

providing a generic benchmark data set for the purpose of comparing PCG classification

model generation mechanisms. Instead, a Canine PCG data set, curated especially for the

work presented in this thesis, was used with respect to the evaluation presented in this

thesis. The Canine PCG data set was therefore described in detail in this chapter.
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Formalism

4.1 Introduction

This chapter presents the formalism for the work presented in this thesis. The thesis uses

some new concepts, such as the “zero-motif” concept; the formalism presented in this

chapter is therefore a necessary prerequisite for understanding the remaining chapters in

the thesis. The definitions and notation used are presented in Section 4.2. The chapter is

concluded, Section 4.3, with a summary of the contents of this chapter.

4.2 Definitions

Some key terms used in this thesis are defined bellow. The relationship between these

definitions is illustrated in Figure 4.1. A list of the significant symbols used is given in

Table 4.1.

Definition 1, Time Series: A time (point) series P is a sequence of data values {p1,
p2, . . . } associated with a class-label ci taken from a set of classes C = {c1, c2, . . . }.
In the case of the training and test data, used for classification model construction

and validation, this label is known. In the case of previously unseen data, this is

what the classifier is intended to predict. In this thesis, a time series is a heartbeat

signal (a PCG) which consists of a number of cardiac cycles. A collection of labelled

point series is then given by T = {〈P1, c1〉, 〈P2, c2〉, . . . } where each Pi is a point

series and ci ∈ C.

Definition 2, Point: A point p in a time (point) series P is a numerical data value. In

this thesis, a time series is an interpretation of a PCG recording. Two interpretations

were used separately. The first was as a series of Amplitude values, where p is a signed

8-bit number. The second interpretation was as a series of Sample values, where p

is an unsigned 16-bit number.

Definition 3, Segmented Time Series: A segmented time (point) series P consists of

a sequence of segments {S1, S2, . . . } where each segment Si is a sub-sequence of a
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Figure 4.1: The relationship between some used concepts

given point series P . In this thesis, segmentation is conducted in a two-tier hierarchi-

cal manner. Each segment is defined in terms of a tuple of the form 〈Sp, SC〉, where

Sp is the parent segment and SC is a set of constituent sub-segments {Sc1 , Sc2 , . . . }.
Sp, in turn, is defined in terms of a tuple of the form:

〈shape, type, length〉

where: (i) shape is the nature of the point series defined by the segment, {slant,

vertical, dome, flat}; (ii) type is direction of the shape, either “up” or “down”; and

(iii) length is the number of points represented by the segment. More specifically,

the length of a segment is the difference between the start and end index values.

Thus, a shape comprised of two points will have length 1 and so on.

Each constituent sub-segment Sci ∈ SC is represented by a second tuple of the form:

〈type, length, depth〉
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where: (i) type is the direction of the point series defined by the sub-segment {up,

down, flat}, (ii) length is the length of the sub-segment (calculated as described

above), and (iii) depth is the difference between the maximum and minimum point

values represented by the sub-segment in question. Note that only a two-tier hierar-

chy was used because this was all that was required to permit an appropriate level of

comparison without adversely affecting the operation of the system, although from

a technical perspective additional levels might be possible.

Definition 4, Pruned Time Series: A pruned time (point) series P ′ is a sequence of

data values {p1, p2, . . . } such that |P ′| ≤ |P |. In other words, it is a time series P

with one or more points removed, for example, those points that are considered to

represent noise.

Definition 5, Time Series Sub-sequence: A time series sub-sequence q is any consec-

utive set of points in P, where P could be P , P ′ or P . The set Q is the set of all

possible sub-sequences, of length ω, in P; Q = {q1, q2, . . . , q|P|−ω+1}. The generation

of Q is computationally expensive because, given any reasonably sized time series,

there will be |P| − ω + 1 possible sub-sequences. This can be limited by generat-

ing only a pre-specified number of sub-sequences defined by a variable max; thus

Q = {q1, q2, . . . , qmax}.

Definition 6, Cycle: A cycle is a special form of sub-sequence (Definition 5) that rep-

resents a heartbeat cycle h which is a subset of a time series P that represents

a PCG. A cycle is a single complete heartbeat comprised of two principal compo-

nents: the first and second sounds; in the medical field these two components are

referred to as S1 and S2 respectively. A collection of labelled cycles is then given by

H = {〈h1, c1〉, 〈h2, c2〉, . . . } where each hi is a heartbeat cycle and ci ∈ C. A set H

is therefore like a set Q, but with the inclusion of class-labels.

Definition 7, Candidate Frequent Cycle: A labelled cycle h that has a similarity dis-

tance dz, measured against a pre-specified hypothetical cycle referred to as the “zero-

motif” (see Definition 9), where dz occurs frequently in the collection Dz of similarity

distances of cycles associated with the same class-label of h. A collection of candidate

frequent cycles is then given by H ′, where H ′ ⊂ H.

Definition 8, Motif: A motifm is a sub-sequence held in some collection of sub-sequences

that is representative of a class. The two strategies of determining whether a motif is

representative or not which were explored with respect to this thesis are similarity-

and frequency-based; more details relevant to each strategy is presented later on in

this thesis.

Definition 9, Zero-motif: A hypothetical time series sub-sequence zm holding only zero

values. The significance is that zero-motifs are used, as will become clear later in

this thesis (Chapters 7 and 8), to identify motifs that cannot be frequent.
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Definition 10, Top k Motifs: Given a set of motifs M , the k most representative motifs

of a particular class. It is arguable as to which strategy (similarity-based, frequency-

based or another strategy) is best for producing the most representative of the un-

derlying class. The criteria for selecting the k motifs is still a research topic. The

strategy for finding motifs and the criteria for selecting the top k motifs were studied

with respect to the work presented later in this thesis; more specific details relevant

to each is provided later in the thesis along with the corresponding algorithms.

Definition 11, Motif Bank: A set of motifs that can be used for Nearest Neighbour

Classification.

4.3 Summary

This chapter has provided an overview of the formalism for the work presented in this

thesis; a sequence of definitions was provided together with the notation used. Concepts

like time series and motif are frequently used in the literature, but with a range of different

interpretations. Some novel concepts, such as the “zero-motif” concept, were also defined

in this chapter to facilitate the understanding of the following four chapters. As noted in

Chapter 1, the various contributions of this thesis are presented in Chapters 5 to 8. In the

following chapter, Chapter 5, a benchmark motif generation approach is presented with

which the further approaches described in this thesis will be compared.
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Table 4.1: Symbol table

p A numeric value representing a point in a point (time) series.
P A point (time) series comprising a sequence of points {p1, p2, . . . } and, in the case of

PCGs, consisting of a number of cardiac cycles.
P ′ A pruned point series {p1, p2, . . . }, P ′ ⊂ P .
S A segment representing some underlying sub-sequence of P , a tuple of the form

〈Sp, SC〉, where Sp is the parent segment and SC is a set of constituent sub-segments
{Sc1 , Sc2 , . . . }.

P A segmented point series P , consisting of a sequence of segments {S1, S2, . . . }.
C A set of classes {c1, c2, . . . }.
ω A “window” size used to define the length of a point series sub-sequence.
q A point series sub-sequence of length ω, q ⊂ P, where P is P , P ′ or P .
m A motif, a sub-sequence q that is deemed (in some sense) to be representative of a class.
zm The zero-motif, a hypothetical motif comprised of only zero values.
h A heartbeat, a sub-sequence of P considered to form a cardiac cycle, h ⊂ P .
T A set of point series and class-label pairs {〈P1, c1〉, 〈P2, c2〉, . . . }.
Q A set of sub-sequences of length ω, there will be a maximum of x−ω+ 1 sub-sequences

in a points series of length x.
H A set of cycle and class-label pairs {〈h1, c1〉, 〈h2, c2〉, . . . }.
Dz A set holding similarity values {dz1 , dz2 , . . . }, where dzi corresponds to the ith element

in a set of potential motifs.
H ′ The set of pairs in H which appear within a specific range in a Gaussian Distribution,

H ′ ⊂ H.
H A set of cycle and class-label pairs of a certain class-label ci.
H ′′ The set of pairs in H ′ that are good class-label discriminators, H ′′ ⊂ H ′.
f The frequency with which a sub-sequence q occurs in a set of sub-sequences.
M A set of motif and frequency value pairs {〈m1, f1〉, 〈m2, f2〉, . . . }.
L A set of motif and class-label pairs {〈m1, c1〉, 〈m2, c2〉, . . . }, drawn from P , P ′ or P .
D A set of motif and class-label pairs {〈m1, c1〉, 〈m2, c2〉, . . . }, drawn from T .
D′ The set of motifs in D that are good global class-label discriminators.
D′′ The set of motifs in D that are not good global class-label discriminators, D′ ∩D′′ = ∅.
E The energy of P comprising a sequence of values {e1, e2, . . . }.
E′ The standardised E.
V The envelope of E′ consisting of a number of oscillations.
X A set of points in V that might leads to the boundaries of cardiac cycles hi in P .
X ′ A set of points in V that are anticipated to form the boundaries of hi in P .
µd The mean of Dz.
µe The mean of E.
σd The standard deviation of Dz.
σe The standard deviation of E.
σm A pre-specified frequency threshold.
α A pre-specified oscillation-width threshold.
λ A pre-specified similarity threshold for comparing two sub-sequences or motifs.
ε A pre-specified threshold for the number of similar motifs selected from Q.

max A pre-specified maximum size for a set of potential motifs.
k A pre-specified threshold limiting the number of motifs in M to the k most frequently

occurring motifs, k < max.
r A pre-specified threshold for the number of references (iterations) in similarity calcula-

tion.
t A dynamically computed threshold for detecting specific sequences in a time series.

t1,t2,
t3,t4,

t5

A pre-specified thresholds to define some shapes and types used in the context of seg-
mentation.



Chapter 5

The MK Benchmark

Phonocardiogram Classification

Approach

5.1 Introduction

In this chapter, the first of the four PCG classification approaches considered is presented,

the MK Benchmark PCG Classification approach. This is a benchmark approach, founded

on the concept of motifs, that will be used as a vehicle with which to compare the alter-

native approaches presented later in this thesis. Any alternative approach, to be of merit,

must be better than the benchmark presented in this chapter. The MK approach is founded

on the MK algorithm first proposed by Abdullah Mueen and Eamonn Keogh [112] for the

detection of motifs in time series; hence “MK”. The idea underpinning the work presented

in this chapter was to analyse the operation of the MK algorithm in the context of the

PCG application domain. The intention was then to develop a number of refined varia-

tions according to the outcome of the analysis. The MK algorithm was selected because:

(i) it is the first tractable exact motif discovery algorithm and (ii) when compared with

a brute-force approach it is approximately three times faster. In the previous chapter, a

number of definitions and notation relevant to work presented in this thesis were itemised;

the relevant symbols with respect to this chapter are presented again in Table 5.1.

The main idea of the MK algorithm is to generate a number of random candidate motifs

and select ε candidates that are most closely matched to each other. With respect to the

implementation of the MK Benchmark approach considered in this chapter, Euclidean

Distance was used to measure the similarity between any two sub-sequences qi and qj ,

expressed as d(qi, qj). An “early abandonment” mechanism was also adopted in order to

provide an early stop to computation where it was clear that the two sub-sequences under

consideration were not similar and thus did not represent a motif.

37
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Table 5.1: MK algorithm symbol table

p A numeric value representing a point in a point (time) series.
P A point (time) series comprising a sequence of points {p1, p2, . . . } and, in the

case of PCGs, consisting of a number of cardiac cycles.
C A set of classes {c1, c2, . . . }.
ω A “window” size used to define the length of a point series sub-sequence.
q A point series sub-sequence of length ω, q ⊂ P .
m A motif, a sub-sequence q that is deemed (in some sense) to be representative of

a class.
T A set of point series and class-label pairs {〈P1, c1〉, 〈P2, c2〉, . . . }.
Q A set of sub-sequences of length ω, there will be a maximum of x − ω + 1 sub-

sequences in a points series of length x.
L A set of motif and class-label pairs {〈m1, c1〉, 〈m2, c2〉, . . . }, drawn from P .
ε A pre-specified threshold for the number of similar motifs selected from Q.
r A pre-specified threshold for the number of references (iterations) in similarity

calculation.

The remainder of this chapter is organised as follows. Section 5.2 gives a detailed

description of the implemented MK algorithm. This is followed by an evaluation of the

results obtained from experiments conducted using the proposed approach (Section 5.3).

This is followed by some further discussion of the results in Section 5.4. This chapter is

completed with a number of concluding remarks in Section 5.5.

5.2 MK Motif Discovery Algorithm

As discussed earlier in Chapter 2, a motif is a time series sub-sequence that is representative

of a class, hence motifs have application with respect to time series classification. The

advantage offered is that the entire time series does not need to be considered; an advantage

of particular relevance with respect to very long time series such as PCG time series.

Determining whether a motif is representative of a time series or not is still a research

topic. Two strategies for determining whether a motif is representative or not are explored

with respect to this thesis: (i) similarity- and (ii) frequency-based. With respect to the

MK algorithm presented in this chapter, the similarity-based strategy was used. Motifs

extracted based on similarity are determined using some similarity criteria, whereas motifs

extracted based on frequency are determined using a frequency count criteria.

For the MK algorithm, as noted above, representativeness was measured from the

similarity-based perspective. Given a set of sub-sequences Q, a motif is a sub-sequence q ∈
Q that is most closely matched to ε−1 other sub-sequences in Q. The set of similar motifs,

extracted from a single labelled time series, is then given by L; L = {〈m1, ci〉, 〈m2, ci〉, . . . ,
〈mε, ci〉} where ci ∈ C is a class-label. In order to build a complete set of motifs ready

for classification, and given a collection of time series T , each related to a class-label, the
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complete set of identified motifs is then given by D =
⋃z
i=1 Li, where z is the number of

records (examples) in T .

A schematic of the MK approach for PCG classification is presented in Figure 5.1. In

the figure, the training data set contains 9 labelled time series: of which 4, 3 and 2 belong

to the classes blue, green and red respectively. The number of motifs at the end of the

process is ε times the number of input time series; in other words, each time series in the

“training data set” produces ε motifs. For the example given in the figure and throughout

the thesis, ε = 2 was used; so in the example, 2 × 9 = 18 motifs will be extracted and

placed in the “motif bank”. In the figure, the multiple arrows that enter and exit each step

of the algorithm are simply to indicate that the time series could be processed in parallel.
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Figure 5.1: Schematic illustrating the high-level operation of the MK Benchmark PCG
Classification approach

The first step shown in Figure 5.1 is “Subsequencing”, the process of generating time

series sub-sequences (candidate motifs). Each time series (PCG signal) in the input is

divided into sub-sequences of some predefined length ω (the window size). In the next step,

“Ref Selection”, one of the sub-sequences is selected randomly as the “reference” time

series sub-sequence (ref). In the next step, “Lower-bound Calculation” is conducted. The
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lower-bound in this context is the distance between the reference time series sub-sequence

ref and all the rest time series sub-sequences in the input time series. The “lower-bound” is

used to reduce the number of computations and consequently the required runtime. Thus,

each sub-sequence, other than ref , is compared with ref and the distance (similarity)

between them is calculated. The calculated distances can be conceptualised in terms of

a linearisation as shown in the figure. These two steps, selecting a ref time series and

calculating the lower-bound distances, are repeated r times. However, for simplicity, in

the figure, r = 1 was used. The next step, “Real-distance Calculation”, is then to calculate

the actual (“real”) distances between the sub-sequences so that the most similar pair can

be identified. This is done by scanning the linearisation of the distances from left to right

and selecting the pair of sub-sequences separated by the shortest real distance. These

are considered to be the representative motifs (marked with a “X” in the figure). The

selected motifs are stored in a “motif bank” where then can be used in conjunction with

some kind of Nearest Neighbour Classification (NNC) model to classify previously unseen

time series. Further detail concerning the MK Benchmark PCG Classification approach

proposed in this chapter is presented, in terms of pseudo code, in the following sub-section,

Sub-section 5.2.1.

5.2.1 MK Benchmark PCG Classification Approach Pseudo Code

The previous section, Section 5.2, provided a high-level view of the MK Benchmark PCG

Classification approach, the pseudo code for this algorithm is considered in this sub-section.

The pseudo code for the parent process, the Motif Discovery process, is given in Algo-

rithm 1. The input is: (i) a set T of point series and class pairs, (ii) a window size ω and

(iii) a threshold r for the number of iterations. The output is a set L of identified motifs.

The algorithm operates by processing each point series Pi ∈ T in turn. First, a set Q is

generated (line 2) comprised of the complete set of sub-sequences in Pi of length ω. This

is then processed (line 3) to extract ε motifs, ε = 2 was used as proposed in Mueen and

Keogh. The two motifs, coupled with the class-label (line 4), are stored as two pairs in

L. Once all the time series in T have been processed, the set L, holding the complete

set of extracted motifs, is then returned (line 6) to be used as the “motif bank” for later

classification.

Algorithm 1 MK Benchmark PCG Classification Approach

Require: T , ω, r
Ensure: L

1: for ∀〈Pi, ci〉 ∈ T do
2: Q← A set of sub-sequences of length ω in Pi
3: m1,m2 ← MK (Q, r)
4: L← L ∪ 〈m1, ci〉 ∪ 〈m2, ci〉
5: end for
6: return( L )
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The pseudo code for the MK algorithm, called from line 3 in the parent process, is

given in Algorithm 2. The input is a set of sub-sequences Q and a number of iterations

threshold r. The output is the two most similar motifs m1 and m2. The algorithm

commences by defining three variables: (i) a two-dimensional arrayDist, where the number

of rows is equivalent to r and the number of columns is |Q|, (ii) an empty set SD to

hold standard deviation values for each selected ref time series sub-sequence, and (iii) a

variable best-so-far to hold the smallest distance between two time series sub-sequences as

calculated so far, initialised with∞ (infinity). Note that Q is anticipated to be large hence

Dist is anticipated to be large, and that r iterations will take place (lines 4 to 17). On

each iteration, a reference sub-sequence refi is randomly selected from Q. The similarity

between refi and all other sub-sequences in Q is then calculated and stored (line 8) in

Disti, the ith row in Dist. The smallest similarity value is maintained (lines 9 to 13).

At the end of each iteration, the standard deviation of the row is computed and stored

(line 16).

After r iterations, the two-dimensional array Dist will be fully populated. The next

step is to reorder the rows in Dist according to the standard deviation values in SD in

descending order (line 18). This reordering is done to facilitate searching of Dist. Standard

deviation was used because the larger the standard deviation, the larger the lower-bound

and hence the closer to the real distance. Thus, if the xth element in SD is the highest

value, the xth row will be exchanged with the 1st row; and so on. Next, the columns are

reordered according to Dist1 (the first row’s) values in ascending order. This will reflect

on the element order in Q (line 19). In other words, if the smallest number in the first row

is in the xth column, the whole xth column will be exchanged with the 1st column, hence

in Q, qx will be exchanged with q1; and so on.

The next step is to find the smallest real distance (lines 20 to 44) using the lower-bound

distances stored in Dist. The process initialises two variables for the search: offset which

is an incremental number initialised with 0, and abandon which is a Boolean flag, for

maintaining the “early abandonment” concept, initialised with false. The loop stops

searching when abandon = true (line 24). In this loop, there are two nested loops to

process Dist; the outer loop processes the columns (line 25) whilst the inner loop (line 27)

processes the rows within each column. Each cell will be compared with its neighbour in

the following column (lines 28 and 29). If the lower-bound distance between them is less

than the best-so-far distance, the real distance is calculated; if the real distance is less

than the best-so-far distance, the latter will be updated with the real distance (line 38).

The two potential motifs are stored in m1 and m2 (lines 39 and 40). Once a cell holds a

number greater than the best-so-far distance, the search will be terminated. The reason

for the termination is that having a number greater than best-so-far means that the rest

of the array is certainly greater; this is why the array was sorted in ascending order and

consequently provides an efficiency gain. The two motifs, m1 and m2, with the best

(smallest) associated similarity distance value are then returned (line 45).
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Algorithm 2 MK

Require: Q, r
Ensure: m1, m2

1: Dist← ∅, An r × |Q| array to hold the distances between sub-sequences
2: SD ← ∅, A set to hold standard deviation values
3: best so far ←∞, A value of the lowest distance between two sub-sequences so far
4: for i = 1 to r do
5: refi ← A randomly chosen sub-sequence from Q
6: for j = 1 to |Q| do
7: if refi and qj not a trivial match then
8: Disti,j ← d(refi, qj)
9: if Disti,j < best so far then

10: best so far ← Disti,j
11: m1 ← refi
12: m2 ← qj
13: end if
14: end if
15: end for
16: SD ← SD ∪ standard deviation(Disti)
17: end for
18: Reorder Dist rows in descending order according to standard deviation values in SD
19: Reorder Dist columns in ascending order according to Dist1 (the first row in Dist)

values, given that this will reflect on the element order in Q
20: offset← 0, An incremental number
21: abandon← false, A flag for terminating the computations
22: while abandon = false do
23: offset← offset+ 1
24: abandon← true
25: for j = 1 to |Q| do
26: reject← false
27: for i = 1 to r do
28: lower bound← |Disti,j −Disti,(j+offset)|
29: if lower bound > best so far then
30: reject← true
31: break
32: else if i = 1 then
33: abandon← false
34: end if
35: end for
36: if reject = false then
37: if d(qj , q(j+offset)) < best so far then
38: best so far ← d(qj , q(j+offset))
39: m1 ← qj
40: m2 ← q(j+offset)
41: end if
42: end if
43: end for
44: end while
45: return( m1 , m2 )
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5.3 Evaluation

In the previous section, Section 5.2, the operation of the MK Benchmark Phonocardio-

gram Classification approach was presented. This section considers the evaluation results

obtained with respect to a set of experiments undertaken, using the collected evaluation

data set (see Chapter 3), to analyse the operation of the proposed approach. The evalua-

tion metrics recorded were accuracy (acc), precision (prec), recall (rec), F-score (f-s) and

runtime. Five-fold cross-validation was adopted and the data was statically stratified with

respect to all the reported experiments. The evaluation was conducted using the Java

programming language and run on an iMac Pro (2017) computer with 8-Cores, 3.2GHz

Intel Xeon W CPU and 19MB RAM. The objectives of the evaluation were:

Objective 1, Operational Analysis: To investigate the operation of the proposed

approach.

Objective 2, Most Appropriate Representation: To identify the most appropriate

representation, Amplitude- or Sample-PCG, in terms of computational efficiency

(runtime).

Objective 3, Most Appropriate Classifier: To identify the most appropriate classi-

fication model. Two were considered: (i) the well-known Nearest Neighbour Classi-

fication (NNC) [38, 87] and (ii) Smallest Average Classification (SAC), a variation

of NNC developed by the author.

Objective 4, Most Appropriate Parameter Settings: To establish the most appro-

priate parameter settings for: (i) ω, the size of the candidate motifs and (ii) r, the

number of the references.

Each of the above objectives are considered in turn in the following four sub-sections,

Sub-sections 5.3.1 to 5.3.4.

5.3.1 Operational Analysis

In this sub-section, the operation of the application of the proposed MK Benchmark Phono-

cardiogram Classification approach to PCG data is considered. There has been no previous

work, to the best knowledge of the author, that uses motifs to address the PCG classifi-

cation problem.

Figures 5.2 and 5.3 show example Sample- and Amplitude-PCG motifs (respectively)

for each of the four classes considered with respect to the PCG evaluation data collec-

tion used throughout this thesis. These examples were all generated using the proposed

approach with ε = 2.

Using five cross-validation, the Sample-PCG representation and NNC, the best and

worst accuracies recorded were 71.1% and 61.7%. The associated precision, recall and F-

score values were 0.225, 0.351 and 0.270 for the best accuracy, and 0.097, 0.146 and 0.116
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Figure 5.2: Examples of pairs of Sample-PCG motifs, for each class in the PCG evaluation
data, generated using the proposed MK Benchmark PCG Classification approach
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Figure 5.3: Examples of pairs of Amplitude-PCG motifs, for each class in the PCG eval-
uation data, generated using the proposed MK Benchmark PCG Classification approach
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for the worst. The recorded standard deviation for the classification model was good (0.05

on an average). However, the average runtime to extract ε = 2 motifs from one record was

more than 2 hours. The total time to process the whole data set was more than 5 days,

on average, for each experiment (a set of nine experiments was conducted to determine

the best values for the MK variables, more details of which are given in Sub-section 5.3.4).

Using the Amplitude-PCG representation, even more execution time was required.

5.3.2 Most Appropriate Representation

As already noted, two PCG data representations were considered: Amplitude (see Fig-

ure 2.3(a)) and Sample (see Figure 2.3(b)). In this sub-section, these two representations

are compared. From the experiments, as already noted in the previous sub-section, it

was found that the runtime associated with the Amplitude-PCG representation was much

greater than that associated with the Sample-PCG representation. The recorded runtime

results are presented in Table 5.2 for a range of values of ω and r. From the table, it

can be clearly seen that the MK algorithm coupled with the Amplitude-PCG representa-

tion required approximately 18 hours to extract ε = 2 motifs from each record. It took

more than 44 days to extract the motifs from the entire data set just for one five-fold

cross-validation experiment. Since the plan was to conduct nine experiments, it was an-

ticipated that MK would probably require more time as the parameter values increased.

For confirmation, the second experiment (out of the planned nine) was conducted; it was

found that it needed more than 86 days. Therefore, it was decided to not continue the

sequence of experiments using the MK algorithm with the Amplitude-PCG representation

as indicated in Table 5.2 using “N/A”.

Table 5.2: Recorded runtimes (hh:mm:ss format) for MK Benchmark PCG Classification
approach with respect to Amplitude- and Sample-PCG representation

ω r Sample-PCGs Amplitude-PCGs

250
2 00:42:39 17:57:54
4 00:51:18 35:16:31
6 00:59:25 N/A

500
2 00:51:11 N/A
4 01:02:14 N/A
6 01:26:27 N/A

750
2 04:10:22 N/A
4 04:32:22 N/A
6 05:17:44 N/A

Average 02:12:38 26:37:12

The Sample-PCG representation needed significantly less runtime (relatively). Ap-

proximately, ninth time of that required when using the Amplitude-PCG representation.

Thus, the Sample-PCG representation was adopted with respect to the remainder of the

evaluations reported on in this chapter.
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5.3.3 Most Appropriate Classifier

Various number of classification models can be applied with respect to the proposed

MK Benchmark PCG Classification approach, although Nearest Neighbour Classification

(NNC) seemed the most obvious choice, backed by the observation that this style of clas-

sification model is frequently used in the context of time series classification [38, 87, 112].

As noted above, two classification models were considered with respect to the evaluation

presented here: NNC and SAC. In this sub-section, each of these models is first briefly

described, before considering their performance in terms of accuracy, precision, recall and

F-score. For the evaluation reported here using NNC, knnc = 1 was used although, as dis-

cussed in the following sub-section, no performance difference was found when considering

a higher value for knnc such as knnc = 3.

The well-known NNC model operates by finding the most similar existing (labelled)

motif to a previously unseen motif to be classified. NNC uses a voting mechanism; the

number of votes is specified by a variable knnc. When knnc is greater than one, some

mechanism is required to resolve conflicts. Similarity is measured using some distance

functions [33]. For continuous variables (as in this thesis), functions such as Euclidean,

Manhattan and Minkowski distance may be used; Euclidean Distance was adopted with

respect to the evaluation presented here because it is frequently used in time series

analysis [73, 160, 182, 185, 198] and specifically with respect to motif discovery algo-

rithms [21, 36, 77, 112].

The SAC classifier, unlike the NNC classifier, takes into consideration the similarity

between the new motif to be classified and all motifs for each class in the “motif bank”.

The algorithm operates as follows. Distances are calculated between the new motif and all

motifs for each class. Then, for every class, the average of the distances is computed. The

new motif will then be classified with the class-label that features the smallest average.

For computing the distance, Euclidean Distance was again used.

The performance results, obtained using NNC and SAC, are presented in Table 5.3.

As can be seen from the table, the accuracy using NNC was better than that obtained

using SAC. There is little to distinguish between the precision and recall results obtained.

Therefore, with respect to the rest of the evaluation presented in this section, only results

obtained using NNC are considered.

5.3.4 Most Appropriate Parameter Settings

The proposed MK Benchmark PCG Classification approach uses two parameters: ω to

define the size (length) of the candidate motifs, and r to determine the number of references

in similarity calculation. Experiments were conducted using a number of alternative values

for these parameters; ω = {250, 500, 750} and r = {2, 4, 6}. However, it should be noted

that it was reported in [112] that the value of r was not critical and that any value greater

than 5 makes little difference. The three values for r and three values for ω combined

to give nine separate combinations; the nine experiments referred to in Sub-section 5.3.1.
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Table 5.3: Comparison of classification performance using NNC and SAC operating with
motifs generated using the proposed MK Benchmark PCG Classification approach and
the Sample-PCG representation

ω r
NNC (knnc = 1 or 3) SAC

Acc Prec Rec F-s Acc Prec Rec F-s

250
2 0.635 0.133 0.206 0.159 0.602 0.166 0.181 0.163
4 0.685 0.148 0.226 0.175 0.592 0.148 0.316 0.191
6 0.617 0.097 0.146 0.116 0.601 0.142 0.234 0.171

500
2 0.711 0.225 0.351 0.270 0.627 0.276 0.378 0.307
4 0.694 0.174 0.291 0.213 0.601 0.147 0.269 0.187
6 0.636 0.195 0.179 0.177 0.567 0.136 0.201 0.145

750
2 0.643 0.154 0.183 0.160 0.600 0.195 0.264 0.190
4 0.678 0.189 0.286 0.224 0.559 0.146 0.153 0.126
6 0.696 0.290 0.296 0.282 0.533 0.086 0.068 0.063

The criteria used for the evaluation was classification performance using NNC, because

earlier experiments, reported above, had demonstrated this to be a good choice.

Since NNC classification uses a parameter knnc, number of votes, this also needed to

be defined. For the experiments reported here, knnc = 1 and knnc = 3 were used. Com-

parison of the results demonstrated that both values produced exactly the same outcome.

Inspection of the results indicated that the agreement was consequent to either: (i) the

second and/or third nearest neighbours (when knnc = 3) agreeing with the first so as to

give the same results as when knnc = 1 or (ii) the three nearest neighbours giving three

different class-labels therefore the “closest” class-label was selected, the class-label when

knnc = 1. No cases were found where the second and third nearest neighbours agreed on

a class-label that was not compatible with the first nearest neighbour’s class-label.

Figure 5.4 presents the results obtained in terms of a sequence of five plots. The

values for the first four plots (accuracy, precision, recall and F-score) were given earlier in

Table 5.3. The best accuracy (with respect to the conducted experiments) was obtained

using ω = 500 and r = 2 (71.1%). The lowest accuracy score was obtained using ω = 750

and r = 6. Inspection of the figure indicates that the accuracy, precision, recall and F-

score plots display similar behaviour; this is to be anticipated as these four metrics are

related to one another.

The recorded runtimes were presented previously in Table 5.2, but are shown in graph

form in Figure 5.4(e) in hh:mm format. The runtime required by the proposed approach

using the Sample-PCG representation and knnc = 1 for the NNC model, to complete all

the nine experiments, was roughly 48 days and 21 hours. The shortest runtime obtained

(about 42 minutes) was when the minimum values for the parameters were used, whilst

the longest time (about 5 hours) was when the maximum values for the parameters were

considered. From Figure 5.4(e), it can be seen that the runtime increases proportionally

as the values associated with the ω and r parameter values increases.
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Figure 5.4: Sequence of plots recording the results obtained from the evaluation of the
proposed MK Benchmark PCG Classification using the Sample-PCG representation and
NNC with knnc = 1
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5.4 Discussion

From Figure 5.4(e), the required runtime for the MK Benchmark approach to discover the

best motif pair was significantly high; arguably unacceptably high. There does seem to be

an identifiable “pattern” as can be seen from inspection of the figure; the greater the value

of r, the greater the runtime. However, the greatest influence on runtime was the selection

of the value for the parameter ω. The runtime increased dramatically given ω = 750,

regardless of the opposite being reported in [112]. In [112], it was claimed that the more

references there are, the lower the runtime, till r = 60; although from r = 5 onwards,

the effect was negligible. The evaluation of the MK algorithm as reported in [112] was

conducted using a set of 30,000 sub-sequences of length 1,024 and, it was claimed, the

effect of r was consistent regardless of the value of ω, number of sub-sequences and data

type. The PCG signals used in this thesis yield approximately 25 million sub-sequences;

this could be the reason for the different results from what was reported in [112].

With respect to accuracy, Figure 5.4(a) demonstrated that there was no clear relation-

ship between ω and accuracy. Moreover, given that it has been established that the effect

of r is negligible, it would be reasonable to anticipate consistent results using the same ω

value. However, each of the three separate experiments that used the same ω value gave

non-convergent results. This may be due to the randomness in choosing the references in

the MK algorithm.

Based on the above, it was conjectured that the limited performance efficiency was a

consequence of the high data volumes (extracting data points from PCG files yields more

than 25.5 million data points). Therefore, it was suggested that the PCG point series

should be pre-processed prior to any further processing being conducted. This might

be done by changing the representation of the point series so that the size of the point

series is reduced, but in such a way that salient characteristics are preserved. It was also

conjectured that this idea may contribute to classification effectiveness as it would serve to

reduce runtime and remove unimportant features. These ideas are explored further later

in this thesis.

5.5 Summary

This chapter has presented an approach to the automated analysis of PCG data founded on

the idea of time series analysis; more specifically, using the established MK algorithm. The

objective of this chapter was to identify a mechanism for determining indicative patterns

(motifs) that can be used to classify PCG data, in an efficient and effective manner. The

performance of the proposed approach was acceptable to some extent (best accuracy values

of 71.1% were obtained) but the runtime was an issue. To address this runtime problem,

the next chapter proposes an alternative PCG classification approach founded on the idea

of data segmentation so as to reduce the overall size of the data; given that the data size

is usually the main contributor to the adverse runtimes, as in the case of the recorded

runtime results presented in this chapter.



Chapter 6

The PCGseg Classification

Approach for Phonocardiogram

Classification

6.1 Introduction

In the previous chapter the MK Benchmark PCG Classification approach was presented.

A particular disadvantage in the way that the Benchmark approach was applied was the

excessive runtime, resulting from the size of the PCG time series considered. It was

therefore suggested in the previous chapter that, in order to reduce the size of the PCG

data, an alternative representation was required to the Amplitude- and Sample-based

representations considered. The idea presented in this chapter, to address the runtime issue

as identified in the previous chapter, was to pre-processing the PCG data so as to reduce the

overall size of the time series. This chapter presents the PCGseg Classification approach;

central to the approach is a novel segmentation algorithm, the PCGseg algorithm, from

which the approach gets its name, to be applied to PCG data prior to motif discovery. For

the motif discovery, it is proposed that the MK motif discovery algorithm is again used,

but with some modification to the similarity function to suit segmented point series. The

main objective of the work presented in this chapter was thus to reduce the size of the

PCG time series, using some form of segmentation, so that a useful classification model

could be generated in an efficient manner. The Sample-based PCG representation was

adopted as the input representation, because work in the previous chapter had indicated

that this was a more appropriate representation than the alternative Amplitude-based

representation also considered in the previous chapter. The relevant notation and symbols

used with respect to this chapter are given in Table 6.1, taken from Chapter 4.

The remainder of this chapter is organised as follows. An overview of PCGseg Classi-

fication approach is presented in Section 6.2. The two main components of the approach

are then discussed in further detail in Sections 6.3 and 6.4. Section 6.3 gives a detailed

51



52 Hajar Alhijailan

Table 6.1: PCGseg Classification approach symbol table

p A numeric value representing a point in a point (time) series.
P A point (time) series comprising a sequence of points {p1, p2, . . . } and, in the

case of PCGs, consisting of a number of cardiac cycles.
S A segment representing some underlying sub-sequence of P , a tuple of the form
〈Sp, SC〉, where Sp is the parent segment and SC is a set of constituent sub-
segments {Sc1 , Sc2 , . . . }.

P A segmented point series P , consisting of a sequence of segments {S1, S2, . . . }.
C A set of classes {c1, c2, . . . }.
ω A “window” size used to define the length of a point series subsequence.
m A motif, a subsequence q that is deemed (in some sense) to be representative of

a class.
T A set of point series and class-label pairs {〈P1, c1〉, 〈P2, c2〉, . . . }.
Q A set of subsequences of length ω, there will be a maximum of x− ω + 1 subse-

quences in a points series of length x.

L A set of motif and class-label pairs {〈m1, c1〉, 〈m2, c2〉, . . . }, drawn from P .
ε A pre-specified threshold for the number of similar motifs selected from Q.
r A pre-specified threshold for the number of references (iterations) in similarity

calculation.
t1 A pre-specified threshold to define a vertical shape (used in the context of seg-

mentation).
t2 A pre-specified threshold to define a slant shape (used in the context of segmen-

tation).
t3 A pre-specified threshold to define a dome shape (used in the context of segmen-

tation).
t4 A pre-specified threshold to define the type of dome and flat shapes (used in the

context of segmentation).
t5 A pre-specified threshold to define the sub-segment type (used in the context of

segmentation).

description of the proposed PCGseg segmentation technique. Section 6.4 presents the mo-

tif discovery approach used with the segmented data. In Section 6.5 an evaluation of the

results obtained from experiments conducted using the proposed approach is given. This is

followed by some further discussion of the results in Section 6.6. The chapter is concluded

with a summary in Section 6.7.

6.2 The PCGseg Classification Approach

This section presents the proposed PCGseg Classification approach. A schematic of the pro-

posed approach, the PCGseg segmentation technique coupled with the MK algorithm [112]

for PCG classification, is presented in Figure 6.1. As in the case of Figure 5.1, in Fig-

ure 6.1 the example training data set contains 9 labelled time series: 4, 3 and 2 time series

belong to the classes blue, green and red respectively. Because the MK algorithm suggests
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selecting ε = 2 motifs [112], which is the number used throughout this chapter, the number

of motifs at the end of the process is ε = 2 times the number of input time series. For the

example given in the figure, 2× 9 = 18 motifs will be extracted and placed in the “motif

bank”. In the figure, the multiple arrows that enter and exit each step of the algorithm

are intended to indicate that the time series could be processed in parallel.
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Figure 6.1: Schematic illustrating the basic operations of the PCGseg Classification ap-
proach

In more detail, the PCGseg Classification approach processes each time series by de-

tecting its segments and sub-segments. The segmented time series are then passed to

the “Sub-sequencing” (candidate motif generation) step. Each segmented time series is

divided into sub-sequences of some predefined length ω, measured in terms of the number

of segments. Next, a random sub-sequence is selected as the “reference” sub-sequence

(ref). The sub-sequences are then passed to the “Lower-bound Calculation” step where

the Lower-Bound Distances (LBDs), between the ref and the remaining sub-sequences

in the input time series, are calculated. The calculated distances can be conceptualised
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in terms of a linearisation as shown in the figure. These two steps, “Ref Selection” and

“Lower-bound Calculation”, are repeated r times. In the figure, for simplicity, r = 1 was

used. The next step, is then to calculate the actual Real Distances (RDs) between the

sub-sequences so that the most similar pair can be identified. This is done by scanning

the linearisation of the distances from left to right and selecting the pair of sub-sequences

separated by the shortest real distance. These are considered to be the representative mo-

tifs (marked with a “X” in the figure). The selected motifs are stored in a “motif bank”

where they can be used in conjunction with some kind of Nearest Neighbour Classification

(NNC) model to classify previously unseen time series.

The pseudo code for the parent PCGseg Classification approach is given in Algorithm 3.

The inputs are: (i) a set T of point series and class pairs, (ii) a set of five thresholds for

the segmentation algorithm, {t1, t2, t3, t4, t5} (as will be discussed later) and (iii) the two

variables needed by the MK algorithm: a window size ω and a threshold r for the number of

iterations. The output is a set L of identified motifs. The algorithm operates by processing

each point series Pi ∈ T in turn. First, Pi is generated by segmenting Pi (line 2). Then, a

set Q is generated with the complete set of sub-sequences in Pi of length ω (line 3). This

is then processed (line 4) to extract ε = 2 motifs; m1 and m2. The two motifs coupled

with the class-label (line 5) are stored as two pairs in L. Once all the time series in T

have been processed, the set L will hold the complete set of extracted motifs, this is then

returned (line 7) to be used as the “motif bank” for later classification.

Algorithm 3 PCGseg Classification Approach

Require: T , {t1, t2, t3, t4, t5}, ω, r
Ensure: L

1: for ∀〈Pi, ci〉 ∈ T do
2: Pi ← PCGseg(P, t1, t2, t3, t4, t5)
3: Q← A set of sub-sequences of length ω in Pi
4: m1,m2 ← MK (Q, r)
5: L← L ∪ 〈m1, ci〉 ∪ 〈m2, ci〉
6: end for
7: return( L )

From Algorithm 3, it can be seen that there are two function calls. The first call (line 2)

is for the segmentation pre-processing, PCGseg, this is presented in the following section,

Section 6.3. The second function call (line 4) is for the motif discovery super-process, the

adjusted MK algorithm discussed in further detail in Section 6.4.

6.3 Segmenting Algorithm

A number of existing segmentation methods, taken from previous work, were presented in

Chapter 2. The observation was made that these methods were general-purpose methods,

not well-suited to the Sample-PCG signals, the used representation with respect to this

chapter. As a consequence, it was proposed that a bespoke segmentation technique, specif-
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ically directed at the segmentation of PCG time series, given in terms of a Sample-based

representation, was required. This section therefore presents the proposed Sample-PCG

segmentation technique, the PCGseg technique.

As in the case of existing segmentation mechanisms, the idea is still to reduce the

number of elements in the point series in question, but also to produce a representation

that supports motif-based PCG time series classification. The anticipation was that this

would be more efficient than comparable motif-based methods, of the form considered

in the previous chapter, that do not use segmentation. Furthermore, it was anticipated

that PCGseg would improve the accuracy of PCG classification compared to the results

obtained using the unsegmented Benchmark approach presented in the previous chapter.

The reminder of this section is divided into three sub-sections. Sub-section 6.3.1

provides some details covering the theoretical underpinning for the proposed PCGseg

approach. Sub-section 6.3.2 then presents the PCGseg segmentation technique. Sub-

section 6.3.3 provides an illustration of the operation of the proposed PCGseg algorithm.

6.3.1 Segments and Sub-segments

The proposed PCGseg algorithm is underpinned by the idea of capturing the “shapes”

that exist in a PCG sequence. The idea is illustrated in Figure 6.2. From the figure, it

can be seen that a PCG sequence, in the form of the Sample-based representation, can be

conceptualised in terms of a series of shapes and sub-shapes (segments and sub-segments).

In the figure, four distinct shapes can be identified: (i) slant (black), (ii) vertical (red),

(iii) dome (green) and (iv) flat (cyan). It is also important to note that the vertical shape

always occurs between any two other shapes; in other words, it is a separator and this

feature of the Sample-PCG data of interest is used within the proposed PCGseg mechanism

to identify the start and end points of segments.

As already noted in the formalism chapter, Chapter 4, a segment is defined by a tuple

of the form 〈shape, type, length〉. The possible values for the shape variable are: {vertical,

slant, dome, flat} as illustrated in Figure 6.2. Each segment is defined in terms of a

conceptual Minimum Bounding Box (MBB) surrounding it. The x-dimension of the MBB

surrounding a segment corresponds to the value of the length variable associated with the

segment. More specifically, each shape is defined as follows:

• Slant: A slant shape comprises a sequence of three or more points (length ≥ 2) such

that the start and end points are at opposite corners of the MBB and the difference

between the start and end point values is greater than a threshold t1.

• Vertical: A vertical shape is similar to the slant shape, however its length is 1. This

shape appears very often, always between two other shapes; it can thus be viewed

as separator.

• Dome: A dome shape comprised of a sequence of three or more points (length ≥ 2)

such that the start and end points are on the same side (top or bottom) of the
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associated MBB. This is defined in terms of the difference between the start and end

point values, which must be less than a threshold t2.

• Flat: A flat shape is similar to the dome shape, however comprised of two or more

points (length ≥ 1), and whose depth (maximum difference between point values) is

less than a predefined threshold t3.
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Figure 6.2: Two example Sample-PCG time series with different shapes coloured

The type of a shape is determined by the “direction” of the shape. The possible values

for the type variable are {up, down}. The value for the type variable is defined by the

first two points in a sequence. If the value of the second point is greater than the first

(in other words, the difference is positive), the type is “up”. If the difference is negative,

the type is “down”. Where the first two points have the same value, a rare occurrence,

this is dealt with by considering their location within the overall time series. If they both

feature below the average value, a threshold t4, they are considered to have the type “up”,

otherwise the type is “down”.

As already noted, each segment has one or more sub-segments. A “dome” segment has

at least two sub-segments, one of type “up” and one of type “down”, whilst the other three

shapes have at least one-segment. There is no maximum for the number of sub-segments

that a segment may include. The idea is that each sub-segment represents a distinct trend,

which is followed by a different trend that will be represented by another sub-segment,

which may belong to the same segment or the following segment.
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Whichever the case, a sub-segment, as noted in Section 4.2, is described by a tuple of

the form 〈type, length, depth〉. The possible values for the type variable are: {up, down,

flat}. Note that the values for the type variable associated with a sub-segment are not

the same as those associated with a segment. The value for the type variable is defined

by all points in the sequence. If the value of all points is increasing (in other words, the

difference between each two points in the sequence is greater than a threshold t5), the type

is “up”. If the difference is less than t5, the type is “down”. Otherwise the type is “flat”.

From the foregoing, a set of five thresholds, {t1, t2, t3, t4, t5}, used to segment point se-

ries, were identified. For ease of understanding, these are summarised below and illustrated

in Figure 6.3:

• t1: The “vertical” shape threshold, a value over which the difference in Sample value

between two consecutive points (pi − pi−1) indicates a “vertical” shape; otherwise,

it is a sub-segment of another shape; see Figure 6.3(a).

• t2: The “slant” shape threshold, a value over which the difference in Sample value

between the start and end point values of a candidate segment indicates a “slant”

shape, otherwise a “dome” or “flat” shape; see Figure 6.3(b).

• t3: The “dome” shape threshold, a value above which the maximum difference of the

points of the segment in question indicates a “dome” shape, a “flat” shape otherwise,

as shown in Figure 6.3(c).

• t4: The “dome” and “flat” shape type threshold, a value above which the start and

end point values of a shape specifies the type to be “down”, or “up” otherwise, see

Figure 6.3(d). The value for t4 needs to be chosen carefully so as to prevent the

special cases shown in Figure 6.3(e).

• t5: The sub-segment type threshold, a value which indicates whether the difference

between any two points of a sub-segment specifies the type “up” (pi − pi−j < t5),

“down” (pi − pi−j > t5) or “flat” (pi − pi−j = t5), see Figure 6.3(f).

The motivations for the proposed PCGseg mechanism was to represent time series, and

Sample-PCG point series in particular, in terms of their constituent shapes and sub-shapes

in a two-level hierarchy instead of using one of the proposed techniques in the literature,

such as averaging values taken periodically [96] or extracting trends [153]. The advantages

of the mechanism over these existing techniques are as follows:

• The main information, which would be lost in the case of methods that generate

average values, is preserved because the change rate in the Sample-PCG point series

tends to be high, unless the chosen averaging period is very small (in other words, a

very narrow window), which would obviate the benefit of applying the segmentation

concept to the time series to reduce the length of the time series data.
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• A more expressive representation can be achieved, than that produced by earlier

segmentation mechanisms, by considering “parent” and “child” shapes (segments

and sub-segments) where the child level represents “trends” in the parent level.

Recall that a parent shape can have any number of sub-shapes (trends); this will be

the case where the parent shape features many irregularities and fluctuations.

• Motif discovery using point series requires a substantial amount of matching of point

series sub-sequences. The proposed two-level hierarchical segmentation allows for

“early abandonment” where the parent segment does not fit the comparator segment

(no need to go down to the next level). Although, for the proposed approach there

is one exception (this is discussed further in Section 6.4).

(a) t1 (b) t2

(c) t3 (d) t4

(e) t4 exclusion (f) t5

Figure 6.3: Sequence of plots showing how the thresholds t1, t2, t3, t4 and t5 distinguish
between shapes and types, and detect sub-segments

6.3.2 The PCGseg Algorithm

In this section, the PCGseg algorithm is presented and discussed. The block diagram

shown in Figure 6.4 indicates the basic operations of the proposed algorithm; the directed

arcs indicate the flow of control. The input is a Sample-PCG time series comprised of

a sequence of points each with an associated Sample value. In the figure, i is a point



Chapter 6. The PCGseg Classification Approach for Phonocardiogram Classification 59

index. The process proceeds by looping through the time series. From the figure, it can

be seen that the algorithm first tries to determine the presence of a “vertical” segment

(shape) because it is: (i) the simplest to identify, (ii) the most frequently occurring and

(iii) comprises one sub-segment. If a “vertical” segment is found, the segment is registered.

Otherwise, the process continues as in the figure until all segments in the point series have

been detected.
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Figure 6.4: The basic operations of PCGseg algorithm

The pseudo code for the segmentation mechanism is given in Algorithms 4 to 8. The

top-level process is given in Algorithm 4. Algorithms 5 to 7 are what are referred to as

“registration” algorithms for the “vertical”, the “slant”, and the “dome” and the “flat”

shapes. Algorithm 8 is the segment collection algorithm. Returning to the top-level

algorithm, Algorithm 4, the inputs are: (i) a point series P comprised of a sequence of

PCG Sample values {p1, p2, . . . } and (ii) a set of threshold values {t1, t2, t3, t4, t5}. Note

also that there are four global variables: (i) an index counter i for the point series P that

is updated as the algorithm progresses, (ii) the maximum Sample value for the current

segment maxSam, (iii) the minimum Sample value for the current segment minSam and

(iv) a segmented point series P comprised of a sequence of segments that are added as the

algorithm progresses.



60 Hajar Alhijailan

Algorithm 4 PCGseg

Require: P , {t1, t2, t3, t4, t5}
Ensure: P

1: i← 1, A global variable, an index counter for the point series P
2: P ← ∅, A global variable, a set to hold the segmented point series P
3: maxSam, minSam, Global variables to hold the maximum/minimum point values of

a segment
4: segStart, A variable to hold the index value of the beginning of a segment
5: diff , A variable to hold the difference between two consecutive points
6: dis, A variable to hold the distance between the start and end point values of a segment
7: while i < |P | do
8: diff ← pi+1 − pi
9: if |diff | > t1 then

10: P ← P ∪ registerV ertical(diff)
11: i← i+ 1
12: else
13: segStart← i
14: maxSam← pi
15: minSam← pi
16: SC ← collectSubSegments(P, diff, t1, t5)
17: dis← |pi − psegStart|
18: if dis > t2 then
19: P ← P ∪ registerSlant(diff, i− segStart, SC)
20: else
21: P ← P ∪ registerDomeF lat(segStart, t3, t4, SC)
22: end if
23: end if
24: end while
25: return( P )

The algorithm begins by defining seven variables, the four global variables mentioned

above (i, P , maxSam and minSam) and the following three variables: (i) segStart to hold

the index value of the start point for a segment, (ii) diff to hold the difference between

two consecutive points and (iii) dis to hold the distance between the start and end point

values of a segment. The algorithm features a loop (lines 7 to 24) whereby the input

point series is stepped through point-by-point using the global index i. The algorithm

commences by calculating the difference (diff) in value between the current point and the

following point (line 8). If this difference exceeds threshold t1, the two points represent

a “vertical” shape, and a vertical segment is appended to P (line 10). Otherwise, it is

a more complicated shape (“slant”, “dome” or “flat”) which comprises a length greater

than one. The algorithm proceeds as follows. The start point for the segment, segStart is

set to the current index i (line 13), and the maximum and minimum Samples (maxSam

and minSam) found so far are set to the value of point pi (lines 14 and 15). The set of

sub-segments, SC , within the current segment is then determined through a call to the

function collectSubSegments (line 16). During this process, the global point series index i
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will be incremented and the two global variables maxSam and minSam will be updated.

If the difference between the start and end points of the current segment is greater than

t2 (line 18), it is a “slant” shape, and the segment is appended to P (line 19). Otherwise,

it is either a “dome” or “flat” shape, which is resolved through a call to the function

registerDomeF lat (line 21). The loop then repeats until the entire point series P has

been processed; P is returned on completion (line 25).

The pseudo code for the registerV ertical function is given in Algorithm 5. With

reference to Algorithm 5, it should be noted that “vertical” segments are discovered as

soon as possible in order to reduce the number of computations. However, some “vertical”

shapes will not be discovered at this stage because the difference in values does not exceed

the predefined threshold t1. They will instead be identified later in the process using

the registerSlant function. The input is the value difference, diff , between the two

consecutive points making up the “vertical” shape. The output is a segment S defined

in the form of a tuple, 〈Sp, SC〉, where Sp is the parent segment and SC is the only sub-

segment. The pseudo code is self explanatory.

Algorithm 5 function registerVertical

Require: diff
Ensure: S

1: segType, subSegType, Variables to hold a segment/sub-segment type
2: if diff > 0 then
3: segType← “up”
4: subSegType← “up”
5: else
6: segType← “down”
7: subSegType← “down”
8: end if
9: Sp ← 〈“vertical”, segType, 1〉

10: SC ← 〈subSegType, 1, |diff |〉
11: S ← 〈Sp, SC〉
12: return( S )

The pseudo code for the registerSlant function is given in Algorithm 6. The algorithm

takes as input: (i) the difference, diff , between the first two consecutive points in the

current segment; (ii) the length of the segment length; and (iii) a set of sub-segments

SC = {Sc1 , Sc2 , . . . }, within the current segment. As before, the output is a segment S

defined in the form of a tuple, 〈Sp, SC〉.

The pseudo code for the registerDomeF lat function is given in Algorithm 7. The

inputs are: (i) the segment start index (segStart), (ii) the thresholds t3 and t4 and (iii)

the set of sub-segments, SC , within the current segment. The algorithm also uses the

global variables: (i) maxSam and minSam, the maximum and minimum point values for

the segment, and (ii) the index counter for the point series i. The output, as before, is a

segment S defined in the form of a tuple, 〈Sp, SC〉.
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Algorithm 6 function registerSlant

Require: diff , length, SC
Ensure: S

1: segType, A variable to hold a segment type
2: if length = 1 then
3: S ← registerV ertical(diff)
4: else
5: if diff > 0 then
6: segType← “up”
7: else
8: segType← “down”
9: end if

10: Sp ← 〈“slant”, segType, length〉
11: S ← 〈Sp, SC〉
12: end if
13: return( S )

Finally, the pseudo code for the function to generate the set of one or more sub-

segments that might feature in a parent segment, the collectSubSegments function, is

given in Algorithm 8. The inputs are: (i) the given point series P , (ii) the difference, diff ,

between the first two points in the current segment and (iii) thresholds t1 and t5. The

function also uses the global variable: i, maxSam and minSam. Recall that the maxSam

and minSam variables are used later in the process to distinguish between the “dome” and

“flat” shapes. The function returns a set of one or more sub-segments SC = {Sc1 , Sc2 , . . . }.
The function loops through P from the current index identifying sub-segments until the

start of a vertical line segment is found (defined by the threshold t1). A sub-segment ends

when its type value changes. Recall that the values for the type variable are taken from

the set {up, down, flat}.

In more detail, Algorithm 8 proceeds as follows. It commences (lines 1 to 3) by defining

the following: (i) an empty set SC to hold sub-segments; (ii) two variables segStart and

subSegStart, and assigning the value of i to them so as to maintain the index for the start

of the segment and its first sub-segment; (iii) a dynamic variable newType to hold the

type of the two consecutive points under consideration in order to detect any change in

the trend, hence a new sub-segment; and (iv) a variable sofarType to hold the previously

identified type so that this can be used for comparison purposes. The function then (lines 5

to 17) determines the type represented by the current point (pi) and the next point (pi+1)

and updates the maxSam and minSam values as appropriate. If a new type is identified

(line 18), this means the end of a sub-segment is reached; thus it is stored in SC . Otherwise,

the next two points are processed and compared (line 27). The algorithm stops when the

end of the point series is reached (line 24) or a vertical line segment is found (line 28), the

last sub-segment is then stored (line 29) and the set of sub-segments, SC , is returned.
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Algorithm 7 function registerDomeFlat

Require: segStart, t3, t4, SC
Ensure: S

1: segEnd← i, A variable to hold the index value of the end of a segment
2: segShape, segType, segLength, Variables to hold a segment shape, type and length
3: diffStartMax, diffStartMin, diffEndMax, diffEndMin, Variables to hold the

maximum/minimum difference of start/end point values of a segment
4: if segStart < t4 and segEnd < t4 then
5: segType← “up”
6: diffStartMax← |psegStart −maxSam|
7: diffEndMax← |psegEnd −maxSam|
8: if diffStartMax > t3 or diffEndMax > t3 then
9: segShape← “dome”

10: else
11: segShape← “flat”
12: end if
13: else
14: segType← “down”
15: diffStartMin← |psegStart −minSam|
16: diffEndMin← |psegEnd −minSam|
17: if diffStartMin > t3 or diffEndMin > t3 then
18: segShape← “dome”
19: else
20: segShape← “flat”
21: end if
22: end if
23: segLength← segEnd− segStart
24: Sp ← 〈segShape, segType, segLength〉
25: S ← 〈Sp, SC〉
26: return( S )

6.3.3 Illustration

An illustration of the operation of the PCGseg algorithm is presented in this sub-section.

Figure 6.5 shows a fragment of a PCG time series that has been segmented, into segments

and sub-segments, using the proposed PCGseg algorithm. The individual segments are

colour-coded according to shape, and the sub-segment borders are indicated; the borders

of a sub-segment are the end point of the previous sub-segment and the start point of the

following sub-segment.

The example given in Figure 6.5 comprises a sequence of 11 segments and 15 sub-

segments covering 140 individual points. It can be seen that the segmented representation

is much more compact compared to the Sample-PCG point series representation. The first

segment in the figure is of shape “vertical” and consists of one sub-segment (Sp = 〈vertical,

down, 1〉 and Sc1 = 〈down, 1, 61,951〉). The next segment is of shape “dome” and consists

of three sub-segments (Sp = 〈dome, up, 54〉, Sc1 = 〈up, 25, 47,872〉, Sc2 = 〈flat, 2, 0〉
and Sc3 = 〈down, 27, 49,920〉). The “slant” shapes that appear in the figure are all
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Algorithm 8 function collectSubSegments

Require: P , diff , t1, t5
Ensure: SC

1: SC ← ∅, A set to hold one or more sub-segments
2: segStart← i, subSegStart← i, Variables to hold the index value of the beginning of

a segment/sub-segment
3: newType, sofarType← null, Variables to hold a sub-segment type
4: repeat
5: if diff > t5 then
6: newType← “up”
7: if pi+1 > maxSam then
8: maxSam← pi+1

9: end if
10: else if diff < t5 then
11: newType← “down”
12: if pi+1 < minSam then
13: minSam← pi+1

14: end if
15: else
16: newType← “flat”
17: end if
18: if newType 6= sofarType and sofarType 6= null then
19: SC ← SC ∪ 〈sofarType, i− subSegStart, |psubSegStart − psubSegEnd|〉
20: subSegStart← i
21: end if
22: sofarType← newType
23: i← i+ 1
24: if i ≥ |P | then
25: exit this loop
26: end if
27: diff ← pi+1 − pi
28: until |diff | > t1
29: SC ← SC ∪ 〈sofarType, i− subSegStart− 1, |psubSegStart − psubSegEnd|〉
30: return( SC )

similar, they are “down” slant shapes and consist of one sub-segment; the first of these is

Sp = 〈slant, down, 17〉 and Sc1 = 〈down, 17, 62,208〉. The only “flat” shape that appears in

the example consists of three sub-segments (Sp = 〈flat, down, 13〉, Sc1 = 〈down, 5, 1,536〉,
Sc2 = 〈flat, 2, 0〉 and Sc3 = 〈up, 6, 1,536〉).

6.4 Motif Detection

In Section 6.2, a high-level overview of the proposed PCGseg Classification approach was

presented. In the previous section, Section 6.3, the operation of the segmentation algo-

rithm, PCGseg, was illustrated. Once the entire point series has been segmented, the next

step is the discovery (mining) of motifs. The adopted approach is based on the MK motif
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Figure 6.5: Example segmentation of part of a PCG point series with the individual
segments colour-coded and the sub-segments indicated by border points

discovery algorithm [112] presented with respect to the Benchmark approach in the pre-

vious chapter, Chapter 5. As noted previously, the MK algorithm is a well-established

motif detection algorithm that operates by identifying and testing a number of candidate

motifs and then selecting the best ε among these motifs where matches are found; the

recommended value for ε is two [112].

The original MK algorithm, as demonstrated in the previous chapter, was designed to

operate with point series and not with segmented data; in other words, the original MK

algorithm will not operate with a two-level hierarchical segmentation. More specifically,

the similarity comparison, required in both the training and classification stages, needs

to be conducted between segments, and not points. Therefore, an alternative “similarity

function” was required so that distances between segments could be derived. A fairly

strict similarity measure was required for motif generation. In preliminary experiments

exploring the use of alternative similarity mechanisms, it was found that when using a

strict similarity measure for NNC, the vast majority of previously unseen cases, 74%, were

not classified at all because of the strictness of the matching. Hence, a more tolerant

similarity matching for NNC was required. Therefore, two methods for calculating the

similarity are proposed in this chapter:

1. Strict Similarity Measurement, using five criteria, for motif generation; and

2. Tolerant Similarity Measurement for classification purposes.

The first is discussed in Sub-section 6.4.1, and the second in Sub-section 6.4.2.

6.4.1 Strict Similarity Measurement

The Strict Similarity Measurement mechanism, as noted above, was designed for motif

generation purposes using hierarchically segmented data. For the similarity measurement,

five criteria were considered:
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1. Number of (parent) segments.

2. Segment shapes and types.

3. Number of (child) sub-segments.

4. Sub-segment types.

5. Average sub-segment lengths and depths.

These were considered in turn in such a way that “early abandonment” could be adopted.

Thus, when comparing two sub-sequences, if any of the first four criteria is not satisfied, the

comparison can be stopped without further computation because the two sub-sequences

under consideration will clearly not be similar. In other words, the motif discovery algo-

rithm will consider these two sub-sequences not to be similar and start another similarity

measurement using the five criteria; otherwise, a numeric value for the similarity will be

returned, the closer this value is to zero the more similar the sub-sequences. A value of

zero will indicate two identical sub-sequences.

In more detail, both time series sub-sequences must feature the same number of seg-

ments. The two sets of parent segments must feature the same sequence of shapes with the

exception that “dome” and “flat” shapes can be matched provided they have the same type.

This exception is applied because inspection of the PCG data indicated that some “flat”

segments were very similar to “dome” segments and often have the same sub-segments.

For two motifs to be similar, the number of sub-segments that feature in each segment

should also be identical, as should the order and types of the sub-segments. Finally, if the

previous criteria are satisfied, the accumulated Mean Root Square Distance (RMSD) of the

lengths and depths of the sub-segments is calculated. From this, a similarity index, sim,

is derived using Equation 6.1 where X and Y are the sub-sequences (candidate motifs) to

be compared and XC = {XC1 , XC2 , . . . , XCω} and YC = {YC1 , YC2 , . . . , YCω} are sets of

sub-segments held within X and Y . Recall that ω is the window size, which in this chapter

is the number of segments in a sub-sequence. Note that each element (XCi and YCi) in a

segment represents a group of, one or more, sub-segments in a sub-sequence; each one of

the two sets, XC and YC , could be elongated to include every single sub-segment, hence,

XC = {Xc1 , Xc2 , . . . , Xcj} and YC = {Yc1 , Yc2 , . . . , Ycj}, where j is the total number of all

sub-segments (j ≥ ω); j will be equivalent to ω if each segment only has one sub-segment.

sim =

√∑j
i=1 (lengthXci

− lengthYci )
2 +

√∑j
i=1 (depthXci

− depthYci )
2

j
(6.1)
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6.4.2 Tolerant Similarity Measurement

As noted earlier, the Strict Similarity Measurement mechanism with five criteria described

in the previous sub-section is appropriate for motif generation, but unsuitable for measur-

ing the similarity between motifs representing previously unseen records and motifs held

in an NNC bank because the nature of the mechanism is such that it is unlikely to find

a match. Therefore, an alternative, more tolerant, approach was required for the classifi-

cation stage where a similarity index, sim, is calculated between a motif m1 belonging to

a previously unseen record and a motif m2 belonging to a record in an NNC bank. The

similarity index produced is a numeric index, the closer to zero the greater the similarity.

The class-label associated with the most similar motif in the bank is assigned to the pre-

viously unseen record according to this similarity index. The calculation of the Tolerant

Similarity Measurement was much more complex than the strict similarity measure. It

can best be described in terms of the following processes:

1. The top-level process, the Tolerant Similarity function (Algorithm 9).

2. The Segment Similarity function, segSimilarity (Algorithm 10).

3. The Segment Similarity Zero function, segSimilarityZero (Algorithm 11).

4. The Sub-segment Similarity function, subSegSimilarity (Algorithm 12).

5. The Sub-segment Similarity Zero function, subSegSimilarityZero (Algorithm 13).

Each is discussed in detail in the rest of this sub-section.

The pseudo code for the top-level Tolerant Similarity Measurement process is given in

Algorithm 9. The inputs are two motifs m1 and m2, one from a previously unseen record

that we wish to classify and one from the NNC bank, each comprised a sequence of ω

segments. The output is a similarity index, sim, for the two motifs. The algorithm starts

by defining a number of variables: (i) two sets X and Y to hold segments from m1 and

m2, respectively, (ii) a set procY to hold segments from m2 that have been processed so

far, (iii) a set procY ′ to hold segments from m2 that have not been processed so far, (iv)

a variable sim to hold the overall accumulated similarity index between m1 and m2, (v)

two variables simlen and simdep to hold the individual similarity values for the lengths

and depths parameters of the sub-segments in m1 and m2 respectively, (vi) two variables

segSimlen and segSimdep to hold temporary similarity values for the length and depth

segment parameters, respectively, for segments with the same type, (vii) two variables

len and dep to hold similarity values for the length and depth sub-segment parameters,

respectively, and (viii) a counter segCount to hold the number of processed segments so

far.

The algorithm commences by excluding all “vertical” segments from the two motifs m1

and m2; the segments in m1 and m2 are then stored in X and Y (lines 7 and 8 respectively).

Each segment in X is then processed using a loop (lines 9 to 30). The similarity between
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Algorithm 9 Tolerant Similarity Measurement

Require: m1, m2

Ensure: sim
1: X, Y , Sets to hold segments
2: procY ← ∅, procY ′, Sets for insuring that all segments in Y are processed
3: sim, simlen ← 0, simdep ← 0, Variables to hold similarity values
4: segSimlen, segSimdep, Variables to hold temporary similarity values for a segment
5: len, dep, Variables to hold length and depth for a sub-segment
6: segCount, A counter for the number of processed segments
7: X ← The set of segments in m1 except “vertical” segments
8: Y ← The set of segments in m2 except “vertical” segments
9: for i = 1 to |X| do

10: segSimlen ← 0
11: segSimdep ← 0
12: segCount← 0
13: for j = 1 to |Y | do
14: if Xip·shape = Yjp·shape and Xip·type = Yjp·type then
15: len, dep← segSimilarity(Xi, Yj)
16: segSimlen ← segSimlen + len
17: segSimdep ← segSimdep + dep
18: segCount← segCount+ 1
19: procY ← procY ∪ Yj
20: end if
21: end for
22: if segCount 6= 0 then
23: simlen ← simlen + (segSimlen ÷ segCount)
24: simdep ← simdep + (segSimdep ÷ segCount)
25: else
26: len, dep← segSimilarityZero(Xi)
27: simlen ← simlen + len
28: simdep ← simdep + dep
29: end if
30: end for
31: procY ′ ← Y − procY
32: for z = 1 to |procY ′| do
33: len, dep← segSimilarityZero(procY ′z )
34: simlen ← simlen + len
35: simdep ← simdep + dep
36: end for
37: sim← (

√
simlen +

√
simdep) ÷ (|X|+ |procY ′|)

38: return( sim )



Chapter 6. The PCGseg Classification Approach for Phonocardiogram Classification 69

each segment Xi ∈ X, and all segments of the same parent shape and type in Y (lines 13

to 21) is calculated, through a call to the segSimilarity function described later, and

then averaged (lines 23 and 24). If the segment Xi does not have a similar segment in Y ,

the similarity is calculated with zeros through a call to the function segSimilarityZero

function (line 26). Next, the algorithm compares the segments in Y with the corresponding

segments in X (lines 31 to 36). Any segment in Y that does not have a corresponding

segment in X is compared to a zero value (line 33) to compute its similarity. In the end,

the mean root is calculated producing a similarity index, sim (line 37).

The pseudo code for the segSimilarity function, called from line 15 in the pseudo

code for the top-level function, is given in Algorithm 10. The inputs are two segments

S1 = {〈S1p, S1C〉} and S2 = {〈S2p, S2C〉}. The outputs are the similarity index for

the length and depth parameters, len and dep respectively. The algorithm commences by

defining some variables: (i) two sets A and B to hold S1C and S2C , where A is dynamically

associated with the set where its sub-segment under consideration has the highest length,

(ii) two variables len and dep to hold the length and depth similarity values between S1

and S2 respectively, (iii) a set of counter variables, i, j, x, y and z, (iv) two variables lens

and deps to hold the sub-segment length and depth similarity values when calculated, (v)

two variables lenS1 and lenS2 to hold the length of a sub-segment under consideration in

S1C and S2C respectively, and (vi) three variables countcor, lengthcor and nextLen used

to synchronise a long sub-segment and the corresponding sub-segments.

The segSimilarity function commences by determining the number of sub-segments

in both S1 and S2, the length of the sets S1C and S2C associated with S1 and S2 respec-

tively. If the number of sub-segments is equal (lines 4 to 12), each pair of corresponding

sub-segments will be processed in turn through a call to the function subSegSimilarity.

On each iteration, the similarity for both the length and depth of the sub-segment pair

will be calculated and returned by the function subSegSimilarity. If the number of

sub-segments is not equal, the similarity between them is measured through calls to the

subSegSimilarity function (lines 13 to 41). In the pseudo code, the variable x is the index

into S1C , and the variable y is the index into S2C . The sub-segments lengths are com-

pared in line 15. The sub-segments associated with the shortest length are stored in the

variable A with index i, and the other in B with index j. For synchronisation, the function

loops through A from i collecting more sub-segments in A until their cumulative length

(lengthcor) gets as close as possible to the length of the longest sub-segment (line 27).

The next step is finding the similarity between the long sub-segment in B and the identi-

fied sub-segments in A, this is calculated through a call to the function subSegSimilarity

(line 29). The indices x and y are then updated (lines 36 to 40).

Given sets of sub-segments of unequal length, once the above process has completed,

there might be some sub-segments remaining in either S1C or S2C . The similarity values

for these remaining sub-segments are calculated assuming a zero value in the comparator

sub-segment through a call to the function subSegSimilarityZero (lines 42 to 46 or lines 47

to 51 as appropriate).
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Algorithm 10 function segSimilarity

Require: S1, S2
Ensure: len , dep
1: A, B, Sets to hold sub-segments
2: len← 0, dep← 0, Variables to hold similarity values
3: i, j, x, y, z, lens, deps, lenS1, lenS2, countcor, lengthcor, nextLen, A set of used variables
4: if |S1C | = |S2C | then
5: z ← 1
6: while z ≤ |S1C | do
7: z ← z + 1
8: lens, deps ← subSegSimilarity(S1C , z, 1, S2C , z, 1)
9: len← len+ lens , dep← dep+ deps

10: end while
11: return( len, dep )
12: end if
13: x← 1 , y ← 1
14: repeat
15: lenS1← S1cx·length , lenS2← S2cy·length
16: if lenS1 ≤ lenS2 then
17: A← S1C , B ← S2C , i← x , j ← y
18: else
19: A← S2C , B ← S1C , i← y , j ← x
20: end if
21: lengthcor ← 0 , countcor ← 1
22: while i ≤ |A| do
23: lengthcor ← lengthcor +Aci·length
24: if i 6= |A| then
25: nextLen← Aci+1

·length
26: end if
27: if i = |A| or |Bcj·length− lengthcor| ≤ |Bcj·length− (lengthcor + nextLen)| then
28: i← i+ 1 , j ← j + 1
29: lens, deps ← subSegSimilarity(A, i, countcor, B, j, 1)
30: len← len+ lens , dep← dep+ deps
31: exit this loop
32: else
33: i← i+ 1 , countcor ← countcor + 1
34: end if
35: end while
36: if lenS1 ≤ lenS2 then
37: x← i , y ← j
38: else
39: x← j , y ← i
40: end if
41: until i > |A| or j > |B|
42: while x ≤ |S1C | do
43: x← x+ 1
44: lens, deps ← subSegSimilarityZero(S1C , x)
45: len← len+ lens , dep← dep+ deps
46: end while
47: while y ≤ |S2C | do
48: y ← y + 1
49: lens, deps ← subSegSimilarityZero(S2C , y)
50: len← len+ lens , dep← dep+ deps
51: end while
52: return( len , dep )
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The pseudo code for the segSimilarityZero function, called from lines 26 and 33 in the

top-level pseudo code (Algorithm 9) is given in Algorithm 11. The function calculates the

similarity between the input segment S = {〈Sp, SC〉} and zero because the shape and/or

type of S does not exist in the other motif. The outputs are the similarity indices for the

length, len, and for the depth, dep. The pseudo code is straightforward; the main idea of

this function is calculating the similarity between each sub-segment in S and zero through

a call to the function subSegSimilarityZero presented in further detail below.

Algorithm 11 function segSimilarityZero

Require: S
Ensure: len , dep

1: len← 0 , dep← 0, Variables to hold temporary similarity values
2: lens, deps, Variables to hold length and depth for a sub-segment
3: z ← 1, A counter variable
4: while z ≤ |SC | do
5: z ← z + 1
6: lens, deps ← subSegSimilarityZero(SC , z)
7: len← len+ lens
8: dep← dep+ deps
9: end while

10: return( len , dep )

The pseudo code for the subSegSimilarity function, called from lines 8 and 29 in the

segSimilarity function (Algorithm 10), is given in Algorithm 12. The inputs are: (i) two

sets of constituent sub-segments, S1C = {S1c1 , S1c2 , . . . } and S2C = {S2c1 , S2c2 , . . . },
(ii) two indices, indexS1 for S1 and indexS2 for S2, used to derive the start point of

sub-segments, and (iii) two counters, countS1 for S1 and countS2 for S2, used to indicate

how many sub-segments to pick from each set. The outputs are the length and depth

similarity indices, lens and deps.

Algorithm 12 commences by defining some variables: (i) two sets A and B to hold

the sub-segments of S1 and S2, where A is dynamically associated with the set that

participates with single sub-segment, (ii) two variables lens and deps to hold similarity

values for length and depth respectively between the two sub-segments, (iii) a set of vari-

ables, currentType, currentLen, currentDep, typeA, lengthA, depthA, typeB, lengthB,

depthB, lenDiffType, depDiffType to hold sub-segment information for comparison pur-

poses and (iv) three counter variables, i, j and count.

The function starts by defining the sets A and B (lines 5 to 17); it assigns the value of

the set that participates with single sub-segment to the variable A; derives the value of its

index i (so that we have the index for the sub-segment); assigns the value of the other set,

which participates with multiple sub-segments, to the variable B; derives the value of its

index j and assigning how many sub-segments it participates with to the variable count.

The values of type, length and depth of the single sub-segment under consideration in A

is easily found (lines 18 to 23). On the other hand, to calculate these values of some count
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Algorithm 12 function subSegSimilarity

Require: S1C , indexS1, countS1, S2C , indexS2, countS2
Ensure: lens , deps

1: A, B, Sets to hold sub-segments
2: lens , deps, Variables to hold similarity values
3: currentType, currentLen, currentDep, typeA, lengthA, depthA, typeB, lengthB ←

0, depthB ← 0, lenDiffType← 0, depDiffType← 0, Variables to hold sub-segments’
information

4: i, j, count, Counter variables
5: if countS1 = 1 then
6: A← S1C
7: B ← S2C
8: i← indexS1− countS1
9: j ← indexS2− countS2

10: count← countS2
11: else
12: A← S2C
13: B ← S1C
14: i← indexS2− countS2
15: j ← indexS1− countS1
16: count← countS1
17: end if
18: typeA← Aci·type
19: lengthA← Aci·length
20: depthA← Aci·depth
21: if typeA = “down” then
22: depthA← depthA×−1
23: end if
24: for z = 1 to count do
25: currentType← Bcz+j·type
26: currentLen← Bcz+j·length
27: currentDep← Bcz+j·depth
28: if currentType 6= typeA then
29: lenDiffType← lenDiffType+ currentLen
30: depDiffType← depDiffType+ currentDep
31: end if
32: if currentType = “down” then
33: currentDep← currentDep×−1
34: end if
35: lengthB ← lengthB + currentLen
36: depthB ← depthB + currentDep
37: end for
38: lens ← (lengthA− lengthB)2 + (lenDiffType)2

39: deps ← (depthA− depthB)2 + (depDiffType)2

40: return( lens , deps )
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sub-segments in B, the function loops count times through B starting from j (lines 24

to 37); in each iteration, the algorithm adds the length and depth of the sub-segment to

the variables lengthB and depthB (lines 35 and 36). However, some values reflecting the

dissimilarity between the single sub-segment in A and the corresponding sub-segments in

B are needed. The variables lenDiffType and depDiffType are therefore used (lines 28

to 31). In the case when a sub-segment in B has a type different than the single sub-

segment in A, the length and depth values of the sub-segment with a different type will

be assigned to lenDiffType and depDiffType (lines 29 and 30).

After finishing this loop, the similarity values lens and deps are calculated in a similar

manner as in the strict method, described above using Equation 6.1, which computes the

accumulated Mean Root Square Distance over the lengths and depths of the sub-segments.

It should be noted that the “mean root” is calculated in the end, line 37 in Algorithm 9.

The pseudo code for the subSegSimilarityZero function, called from lines 44 and 49

in Algorithm 10 and line 6 in Algorithm 11, is given in Algorithm 13. The inputs are: (i)

a set, SC , of constituent sub-segments {Sc1 , Sc2 , . . . } and (ii) an index, indexS, indicates

the location of the concerned sub-segment in SC . The outputs are the similarity index

of the length, lens, and the similarity index of the depth, deps. The pseudo code is

self-explanatory.

Algorithm 13 function subSegSimilarityZero

Require: SC , indexS
Ensure: lens , deps

1: lens , deps, Variables to hold temporary similarity values
2: lenS, depS, Variables to hold length and depth for a sub-segment
3: z ← indexS − 1, A counter variable
4: lenS ← Scz·length
5: depS ← Scz·depth
6: lens ← (lenS)2

7: deps ← (depS)2

8: return( lens , deps )

6.5 Evaluation

This section considers the evaluation of the proposed PCGseg Classification approach. A

similar set of experiments to those conducted with respect to the Benchmark approach

presented in the previous chapter was undertaken using the collected Sample-PCG data

set. The objectives of the evaluation were:

Objective 1, Operational Analysis: To investigate the operation of the proposed

PCGseg Classification approach (both the pre-processing element and the classifica-

tion element).
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Objective 2, Most Appropriate Classifier: To identify the most appropriate clas-

sification model. The same two models as considered previously were evaluated:

(i) Nearest Neighbour Classification (NNC) and (ii) Smallest Average Classification

(SAC).

Objective 3, Comparison with Benchmark PCG Classification Approach: To

compare the operation of the proposed PCGseg Classification approach with the

Benchmark approach from the previous chapter in terms of computational efficiency

(runtime) and effectiveness (accuracy).

Objective 4, Most Appropriate Parameter Settings: To establish the most appro-

priate parameter settings for: (i) ω, the size of the candidate motifs and (ii) r, the

number of MK references.

Each of these objectives is considered in turn in the following four sub-sections, Sub-

sections 6.5.1 to 6.5.4. The evaluation metrics recorded were accuracy (acc), precision

(prec), recall (rec), F-score (f-s) and runtime. Five-fold cross-validation was adopted

and the data was statically stratified with respect to all the reported experiments. The

PCGseg Classification approach was implemented using the Java programming language.

The experiments were run on an iMac Pro (2017) computer with 8-Cores, 3.2GHz Intel

Xeon W CPU and 19MB RAM.

6.5.1 Operational Analysis

In this sub-section, the evaluation of the operation of the proposed PCGseg Classifica-

tion approach is presented. Examples of Sample-PCG motifs for each of the four classes

obtained during the evaluation of the approach are given in Figure 6.6. These were all

generated using the proposed PCGseg Classification approach with ε = 2. As the figure

shows, each pair of motifs has the same number and type of segments and sub-segments,

but with different lengths and depths.

Using NNC and five-fold cross-validation, the best and worst accuracies recorded were

72.0% and 58.3%. The precisions, recalls and F-scores were 0.181, 0.281 and 0.211 for

the best accuracy, and 0.041, 0.250 and 0.065 for the worst. In addition, the recorded

standard deviation for the PCGseg classification model was good, giving an average of

around 0.04. The average runtime to extract ε = 2 motifs from one record was less than

12 minuets. The total time for the whole data set was roughly eleven and a half hours, on

average, for each experiment; a set of nine experiments was conducted to determine the

best values for the MK variables, more details concerning these experiments are given in

Sub-section 6.5.4.

The number of data points in the point series within the evaluation data set was more

than 25.5 million. Closer inspection of the operation of the PCGseg Classification approach

indicated that once the proposed PCGseg segmentation technique had been applied, the

length was reduced to some 6 million segments. A reduction in the data volume by a
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Figure 6.6: Examples of pairs of motifs, for each class in the segmented Sample-PCG
evaluation data set, generated using the proposed PCGseg Classification approach
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factor of more than four; it was anticipated that this would be reflected in the required

model generation runtime as discussed later in Sub-section 6.5.3. Some further statistics

related to segmentation results using the PCGseg approach are given in Appendix A.

6.5.2 Most Appropriate Classifier

As already noted above, and similar to the evaluation in the previous chapter, Chapter 5,

two classification models were considered with respect to the evaluation presented here:

NNC and SAC. In this sub-section, the performance of these models is considered in

terms of accuracy, precision, recall and F-score. For NNC, knnc = 1 was used although, as

discussed later in Sub-section 6.5.4, no performance difference was found when considering

a higher value for knnc such as knnc = 3.

The results obtained from the two classifiers, NNC and SAC, are presented in Table 6.2.

As can be seen from the table, the accuracy using NNC was better than that obtained

using SAC; although there are two cases where the accuracy using NNC and SAC were

the same, including the best accuracy obtained among the nine experiments. Likewise,

the precision and recall results using NNC were better than those obtained using SAC.

Therefore, with respect to the rest of the evaluation presented in this section, only results

obtained using NNC are reported.

Table 6.2: Comparison of classification performance using NNC and SAC with respect to
the proposed PCGseg Classification approach

ω r
NNC (knnc = 1 or 3) SAC

Acc Prec Rec F-s Acc Prec Rec F-s

25
2 0.635 0.112 0.316 0.164 0.618 0.074 0.258 0.112
4 0.583 0.041 0.250 0.065 0.575 0.085 0.211 0.105
6 0.711 0.105 0.250 0.147 0.660 0.104 0.243 0.139

50
2 0.711 0.105 0.250 0.147 0.711 0.105 0.250 0.147
4 0.661 0.142 0.203 0.165 0.644 0.117 0.191 0.144
6 0.720 0.181 0.281 0.211 0.720 0.190 0.288 0.221

75
2 0.711 0.105 0.250 0.147 0.591 0.088 0.181 0.114
4 0.670 0.151 0.246 0.186 0.642 0.161 0.293 0.205
6 0.668 0.197 0.266 0.221 0.643 0.162 0.257 0.196

6.5.3 Comparisons with Benchmark PCG Classification Approach

To evaluate the performance of the proposed segmentation approach presented in this

chapter, its operation was compared with the Benchmark PCG Classification approach pre-

sented in Chapter 5, in terms of computational efficiency and effectiveness. The recorded

runtime and accuracy results are presented in Tables 6.3 and 6.4 alongside the Benchmark

approach runtime and accuracy results. In Table 6.3, the runtimes for the PCGseg Classi-

fication approach are divided into the runtime required for segmentation and the runtime

required for motif discovery (model generation). From the table, it can firstly be noted
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that the runtime required to conduct the segmentation was negligible. From the table, it

can also be clearly seen that the runtime for model generation using the MK algorithm,

with ε = 2 motifs, with respect to the PCGseg Classification approach was much better

than the time required with respect to the Benchmark approach. It required, on aver-

age, less than 12 minutes per record using the PCGseg Classification approach, whereas

the Benchmark approach required more than 2 hours per record. The proposed PCGseg

Classification approach therefore reduced the model generation time by a factor of more

than eleven without adversely affecting the accuracy. With reference to Table 6.4, the best

recorded accuracy for the PCGseg Classification approach was 72.0%, whereas 71.1% was

the best recorded accuracy with respect to the Benchmark approach. Note that different

values were used for ω to reflect the change in data set size.

Table 6.3: Recorded runtime results (hh:mm:ss format) for the PCGseg and Benchmark
approaches

PCGseg Approach Benchmark Approach

ω r PCGseg MK ω r MK

25
2

00:00:00

00:10:02
250

2 00:42:39
4 00:06:04 4 00:51:18
6 00:13:51 6 00:59:25

50
2 00:09:01

500
2 00:51:11

4 00:10:52 4 01:02:14
6 00:07:00 6 01:26:27

75
2 00:18:03

750
2 04:10:22

4 00:10:45 4 04:32:22
6 00:19:08 6 05:17:44

Average 00:11:38 02:12:38

Table 6.4: Recorded accuracy, precision, recall and F-score for the PCGseg and Benchmark
approaches

PCGseg Approach Benchmark Approach

ω r Acc Prec Rec F-s ω r Acc Prec Rec F-s

25
2 0.635 0.112 0.316 0.164

250
2 0.635 0.133 0.206 0.159

4 0.583 0.041 0.250 0.065 4 0.685 0.148 0.226 0.175
6 0.711 0.105 0.250 0.147 6 0.617 0.097 0.146 0.116

50
2 0.711 0.105 0.250 0.147

500
2 0.711 0.225 0.351 0.270

4 0.661 0.142 0.203 0.165 4 0.694 0.174 0.291 0.213
6 0.720 0.181 0.281 0.211 6 0.636 0.195 0.179 0.177

75
2 0.711 0.105 0.250 0.147

750
2 0.643 0.154 0.183 0.160

4 0.670 0.151 0.246 0.186 4 0.678 0.189 0.286 0.224
6 0.668 0.197 0.266 0.221 6 0.696 0.290 0.296 0.282
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6.5.4 Most Appropriate Parameter Settings

The proposed PCGseg segmentation algorithm used five thresholds: (i) t1 to define the

“vertical” shape, (ii) t2 to identify the “slant” shape, (iii) t3 to distinguish between “dome”

and “flat” shapes, (iv) t4 to determine the type of a “dome” or “flat” shapes, and (v) t5

to determine the type of a sub-segment. A set of experiments, not reported here, was

conducted, using a range of values between the minimum and maximum values within

the Sample-PCG data used with respect to evaluation presented in this thesis, for the

first four thresholds whilst the fifth threshold was set to 0 to detect any change in the

trend. The experiments suggested a range of values for each one of the four thresholds,

an average of each range was used with respect to the experiments reported here, namely:

t1 = 32,500, t2 = 10,000, t3 = 2,000 and t4 = 32,768. A later experiment was conducted

to visualise the segmentation results which showed that the algorithm can detect all the

segments and their sub-segments and distinguish between different shapes and types in all

the records in the evaluation data set. This is represented in Figure 6.5. The segmentation

was also applied to some other files [1, 2, 48, 184] with the same format, these were also

segmented perfectly. An example of generated segments and their sub-segments was shown

in Figure 6.5.

The MK motif discovery algorithm also uses two parameters: (i) ω to define the size

(length) of the candidate motifs, and (ii) r to determine the number of references in

similarity calculation. Experiments were conducted using a number of values for these

parameters; ω = {25, 50, 75}, which were selected to get the best accuracies, and r =

{2, 4, 6} as used in the benchmark approach. The three values for r and three values for

ω combined to give nine separate combinations; thus, nine experiments.

The criteria used for the evaluation was classification performance using NNC because

earlier experiments, reported in Sub-section 6.5.2, had demonstrated that this classification

model produced good results. Recall that NNC classification uses a parameter knnc, the

number of votes for a class-label to be assigned. Experiments, not reported here, using

knnc = 1 and knnc = 3 demonstrated that both values produced the same class-labels (as

in the case of the Benchmark PCG Classification approach). Only results using knnc = 1

are therefore reported in the remainder of this sub-section.

The results obtained are presented in Figure 6.7 in terms of a sequence of five plots.

The values for the first four plots (accuracy, precision, recall and F-score) were given earlier

in Table 6.2. The best accuracy was obtained using ω = 50 and r = 6 (72.0%). The lowest

accuracy score was obtained using ω = 25 and r = 4. It is quite arbitrary as to how the

accuracy, precision and recall behave; in other words, no relation between their values,

increasing or decreasing with the parameter settings, was observed.

The recorded runtime results were presented previously in Table 6.3, but are shown

in graph form in Figure 6.7(e) in mm:ss format. The runtime required by the proposed

approach, to complete all nine experiments, was less than 4 days. It is difficult to deduce
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very much from the figure. From the figure, it can be seen that the shortest runtime

obtained was when using r = 4 and ω = 25; the longest when r = 6 and ω = 75. There

does not seem to be any clear correlation between runtime and the value of r and/or ω;

the reason for this is discussed in further detail in the following section.

6.6 Discussion

Given the results presented in the previous section, it can be concluded that, when using

the PCGseg Classification approach, the PCG data volume was reduced by a factor of more

than four. This was reflected in the recorded runtimes, which were reduced significantly; by

a factor of more than eleven. This runtime advantage is then the principal benefit offered

by the proposed PCGseg Classification approach, although there is also a small increase in

accuracy (see Table 6.4). Using the PCGseg Classification approach to extract two motifs

from a PCG time series record required less than 12 minutes on average; whilst in the case

of the Benchmark approach (which used unsegmented records) an average of 2 hours and

12 minutes was required to extract two motifs from a PCG record (see Chapter 5).

Looking at the results presented in Figure 6.7 in more detail, it is clear there is a

great deal of variability. The variability of the results was attributed to the fact that the

MK algorithm selects motifs in a random manner. Since the algorithm chooses reference

sub-sequences randomly, this randomness probably does not work well with high data

volumes (segmented or otherwise); the Sample-PCG time series data comprised some 6

million segments. It is conjectured that the limited performance effectiveness reported

above could be as a consequence of the random manner that candidate motifs were chosen

when using the MK algorithm, which may in turn have led to the selection of motifs that

were not especially indicative of a class. The MK algorithm chooses the most similar

sub-sequences to be motifs, whilst not taking into consideration whether these motifs are

in fact good indicators of class or not. In other words, the chosen motifs may not be the

best representatives of class. This might be solved by finding the most frequent motifs as

these might be a better indicator of class. Furthermore, the chosen motifs in the “motif

bank” from a specific class could be, as a following step, compared against each other to

keep only the best representatives of class. This idea is explored in more detail later in

this thesis.

A further cause for inaccuracy is the presence of “silent gaps” in the PCG data between

heartbeats, the MK algorithm does not exclude these which could easily be identified as

motifs despite not being indicative of any class. Therefore, it is suggested that these silent

gaps should be excluded when finding motifs. This might be done by pruning the time

series so that only sub-sequences that are indicative of a class are retained. This idea is

explored further later in this thesis. It is also conjectured that smoothing and filtering

may contribute to classification effectiveness as it will serve to reduce runtime and remove

noise. However, these last two ideas are not explored further in this thesis and, instead,

are left as an item for future work.
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Figure 6.7: Sequence of plots recording the results obtained from the evaluation of the
proposed PCGseg Classification approach using Sample-PCG evaluation data and NNC
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6.7 Summary

This chapter has presented the PCGseg Classification approach for Phonocardiogram clas-

sification using the concept of motifs. Central to the approach is a mechanism for the

segmentation of Sample-PCG data using a technique based on “shapes”; more specifically,

using the PCGseg segmentation algorithm. The objective of the work presented in this

chapter was to pre-process the Sample-PCG data in order to reduce the overall size of the

data, and hence reduce the execution time required for motif discovery. The evaluation

results of the proposed approach, compared to the Benchmark approach presented in the

previous chapter were good; runtime was reduced by a factor of more than eleven. To ob-

tain further runtime gains, the next chapter considers the idea of removing “silent gaps”

from PCG data and using frequency as a mechanism for identifying motifs. The intuition

underpinning these ideas was that they would not only further reduce the motif discovery

runtime, but also improve the quality of the identified motifs.



Chapter 7

The SGR-FMD Approach for

Phonocardiogram Classification

7.1 Introduction

In the previous chapter, the PCGseg approach to Phonocardiogram (PCG) classification

was presented. This comprised a segmentation technique which was applied to the Sample-

PCG time series data, and a motif discovery algorithm applied to the segmented data.

The evaluation of the PCGseg approach, reported in the previous chapter, indicated that

the segmentation pre-processing technique reduced the overall size of the input data and

hence the required runtime to identify motifs was decreased dramatically. However, the

runtime was still too high. Improving the runtime is the central theme of this chapter.

More specifically the central idea promoted in this chapter is an alternative pre-processing

mechanism, namely to prune the time series by removing sub-sequences that are unlikely

to be representative of any class-label.

From a generic time series analysis perspective, three different categories of time series

sub-sequences, categorised by the author, are suitable for pruning can be identified:

1. Common Sub-sequences: Sub-sequences that exist in every time series and hence

are not representative of any particular class.

2. Rare Sub-sequences: Sub-sequences that appear so infrequently so they cannot

be deemed to be relevant.

3. Poor Discriminator Sub-sequences: Sub-sequences that appear across two or

more classes and thus cannot be usefully employed to discriminate between classes.

The precise nature of the most appropriate pre-processing technique to be adopted is

very much dependent on the application domain under consideration; however, the work

presented in this thesis is directed at the classification of PCG signals according to a

variety of heart conditions. In the context of the above categorisation, the following can

be pruned from PCG time series:

82
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1. Common Sub-sequences: Sub-sequences representing “silent gaps” (because they

occur in every PCG time series and thus cannot be deemed to be suitable discrimi-

native).

2. Rare Sub-sequences: Sub-sequences that cannot be frequent.

3. Poor Discriminator Sub-sequences: Discounting sub-sequences that are not

good discriminators of a particular class.

With respect to the work presented in this chapter, to remove “silent gaps” from PCG

time series, the used data representation was the Amplitude-PCG time series where the

plots show the silent gaps in a heartbeat sequence is close to the zero value in the Amplitude

axis, see Figure 2.3(a). The proposed approach to PCG time series classification in this

chapter, building on earlier work, is thus referred to as the Silent Gap Removal - Frequent

Motif Detection (SGR-FMD) approach, which comprises two steps:

1. Silent Gap Removal: A pre-processing technique that includes the removal of

silent gaps; the PCGsgr technique.

2. Frequent Motif Detection (FMD): A three-step algorithm that includes:

• Candidate Frequent Motif Generation: Removing of sub-sequences that

clearly cannot be frequent, using a novel technique involving clustering.

• Frequent Motif Discovery for Local Class Discrimination: Discounting

sub-sequences that are considered not to be good discriminators of a single

class.

• Frequent Motif Selection for Global Class Discrimination: Identifying

sub-sequences that are considered to be good discriminators of all classes by

insuring any good discriminator of a class, given by the previous step, does not

contradict a discriminator in another class. The process of identifying good

discriminators is fairly standard.

The relevant symbols with respect to this chapter are presented in Table 7.1. This

includes some additional specific symbols not included in Chapter 4 where the formalism

used in this thesis was first introduced.

The remainder of this chapter is organised as follows. The Silent Gap Removal -

Frequent Motif Detection approach is presented in Section 7.2. Section 7.3 provides a

description of the proposed PCGsgr technique. Then, Section 7.4 presents the FMD tech-

nique. In Section 7.5, an extensive evaluation of the results obtained from experiments

conducted using the proposed approach, the SGR-FMD approach, is given. Some discus-

sion is presented in Section 7.6; and finally, in Section 7.7, some conclusions concerning

the material presented in this chapter are provided.
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Table 7.1: SGR-FMD approach symbol table

p A numeric value representing a point in a point (time) series.
P A point (time) series comprising a sequence of points {p1, p2, . . . } and, in the

case of PCGs, consisting of a number of cardiac cycles.
P ′ A pruned point series {p1, p2, . . . }, P ′ ⊂ P .
C A set of classes {c1, c2, . . . }.
ω A “window” size used to define the length of a point series sub-sequence.
q A point series sub-sequence of length ω, q ⊂ P ′.
m A motif, a sub-sequence q that is deemed (in some sense) to be representative of

a class.
zm The zero-motif, a hypothetical motif comprised of only zero values.
T A set of point series and class-label pairs {〈P1, c1〉, 〈P2, c2〉, . . . }.
Q A set of sub-sequences of length ω, there will be a maximum of x − ω + 1 sub-

sequences in a points series of length x.
CL An ordered set of clusters of sub-sequences qi ∈ Q, {CL1, CL2, . . . }, ordered

descendingly according to size.
Q′ The set of sub-sequences in Q that are considered frequent according to the

clustering.
Dz A set holding similarity values {dz1 , dz2 , . . . }, where dzi corresponds to qi ∈ Q.
f The frequency with which a sub-sequence q occurs in P ′.
M A set of motif and frequency value pairs {〈m1, f1〉, 〈m2, f2〉, . . . }.
L A set of motif and class-label pairs {〈m1, c1〉, 〈m2, c2〉, . . . }, drawn from P ′.
D A set of motif and class-label pairs {〈m1, c1〉, 〈m2, c2〉, . . . }, drawn from T .
D′ The set of motifs in D that are good global class-label discriminators.
D′′ The set of motifs in D that are not good global class-label discriminators, D′ ∩

D′′ = ∅.
G A histogram of some given values.
G′ A smoothed histogram G using the parameter µe.
A The set of local maxima in G′.
E The energy of P comprising a sequence of values {e1, e2, . . . }.
N The spectral centroid of P comprising a sequence of values {n1, n2, . . . }.
σm A pre-specified frequency threshold.
λ A pre-specified similarity threshold for comparing two sub-sequences or motifs.
θ A dynamically computed threshold for the number of clustered sets in Q.
α A pre-specified threshold for the number of clusters retained.
t A dynamically computed threshold for detecting silent gaps in E or N .
µe A pre-specified smoothing window parameter.
win A pre-specified threshold for the length of non-overlapping sub-sequences of a

point series P .
max A pre-specified maximum size for a set of sub-sequences Q.
k A pre-specified threshold limiting the number of motifs in M to the k most

frequently occurring motifs, k < max.
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7.2 The SGR-FMD Approach

This section presents the proposed Silent Gap Removal - Frequent Motif Detection PCG

classification approach. A schematic of the proposed SGR-FMD approach is given in

Figure 7.1. The schematic also shows the interconnection between the two individual pro-

cesses that make-up the SGR-FMD approach. In the figure, and similar to the schematics

given in Chapters 5 and 6, the training data set contains 9 labelled time series: 4, 3 and

2 time series belong to the classes blue, green and red respectively. It should be noted

that, according to the evaluation presented later in this chapter, the number of motifs of

any class retained at the end of the process (in the “motif bank”) does not seem to be

unduly affected by the number of time series associated with an individual class in the

training data set. In other words, in the example, the blue class is associated with the

highest number of time series; but at the end of the process, it has the lowest number

of motifs. From the figure, it should also be noted that the multiple arrows which enter

and exit the Silent Gap Removal pre-process, and the first and second sub-processes, are

intended to indicate that the time series could be processed in parallel; whereas this is not

the case with respect to single arrow inputs as in the case of the third sub-process which

only commences when a complete set of motifs so far is available.

In more detail, the “Silent Gap Removal” mechanism, PCGsgr, takes each time series

(PCG) and prunes it by removing the silent gaps; the silent gaps are marked with an “x”,

while the remainder are marked with a “X” (voiced). The pruned time series are then

sent to the next process for motif generation.

During “Candidate Frequent Motif Generation”, the time series sub-sequences (can-

didate motifs) are generated. Each time series (PCG signal) in the input is divided into

sub-sequences of some predefined length ω (the window size). In this step, the distance

(d) between each sub-sequence and a “zero-motif” is calculated (the zero-motif concept

is discussed in further detail in Sub-section 7.4.1). After all the distance values for all

sub-sequences in the time series have been calculated, they are clustered and ordered ac-

cording to size. The θ largest clusters are retained; in the example given in Figure 7.1, for

simplicity, θ is set to 1. The sub-sequences in that cluster are then sent to the next step.

During the “Local Frequent Motif Discovery” process, some max sub-sequences are

randomly selected to measure their frequency in Q′. Note that the random selection

is on the cluster level, which is already frequent, not on the whole time series level; in

other words, its negative effects, if any, are very limited compared to the random effects

associated with the MK algorithm discussed in the previous chapter. The k most frequent

sub-sequences are selected to be the “local” motifs, which means the best motifs for the

current time series P , not the entire class. A collection of k “local” motifs from each

time series in the training data set is then processed in the final sub-process; as shown in

the example given in Figure 7.1 where the 9 labelled time series in the training data set

produced k × 9 motifs.

In the final process, “Global Frequent Motif Selection”, the motifs are grouped accord-
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Figure 7.1: Schematic showing the basic operations of the SGR-FMD approach
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ing to their class-label, and then each “local” motif is checked globally against all motifs in

the different classes; if there is no similar motif in the time series belonging to other classes,

it is considered “global” and marked with a “X” (good discriminator of class), while the

remainder are marked with an “x” (not good discriminators of class). The retained motifs,

those with check-marks, then form the “motif bank” to be used to label previously unseen

time series.

The pseudo code for the parent process is given in Algorithm 14. The inputs are: (i) a

set T of point series and class pairs, (ii) a window size ω, (iii) the maximum size max for

specifying the number of sub-sequences in Q′, (iv) a threshold k for limiting the number

of frequent motifs selected, (v) a threshold α for pruning infrequent sub-sequences, (vi)

a threshold σm for defining the concept of frequency and (vii) a threshold λ for defining

the concept of similarity. The output is a set D′ of frequently occurring motifs that are

considered to be good global discriminators of class.

Algorithm 14 SGR-FMD Approach

Require: T , ω, max, k, α, σm, λ
Ensure: D′

1: D ← ∅, A set to hold frequent motifs that are good local discriminators of class
2: for ∀〈Pi, ci〉 ∈ T do
3: P ′i ← PCGsgr(Pi)
4: Qi ← A set of sub-sequences of length ω in P ′i
5: Q′i ← candidateFrequentMotifGen(Qi, α)
6: max = max

|Q′
i|

, k = k
|Q′

i|
7: for ∀Q′ij ∈ Q

′
i do

8: L← localMotifDiscovery(Q′ij ,max, k, σm, λ, ci)
9: D ← D ∪ L

10: end for
11: end for
12: if D 6= ∅ then
13: D′ ← globalMotifSelection(D)
14: end if
15: return( D′ )

The algorithm commences by initialising the setD with ∅ (empty set). It then processes

each time series and class pair 〈Pi, ci〉 in T in turn. The size of each time series Pi is first

reduced (line 3) by removing “silent gaps” so as to give a time series P ′i . Next, the set Qi

is generated (line 4) comprised of the complete set of sub-sequences in P ′i of length ω. This

is then further processed (line 5) to identify a set of θ sets of candidate frequent motifs Q′i;

in other words, sub-sequences that are infrequent are removed. The threshold max and k

are then calculated in line 6. Up to max frequent candidate motifs are retained, through

a call to the process localMotifDiscovery, and the set D is populated, the set of frequently

occurring motifs that are good local discriminators. The set D, if not empty, is processed

further in line 13 so that only motifs that are good global class discriminators are retained;

these are held in a set D′. The motifs in the set D′ are then returned (line 15) to be used
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as a “motif bank” in (say) a Nearest Neighbour Classification model with which to label

previously unseen time series.

From Algorithm 14, it can be seen that there are four function calls. The first call

(line 3) is for the Silent Gap Removal pre-processing, PCGsgr, which is presented in the

following section, Section 7.3. The remaining three function calls (lines 5, 8 and 13) are

for the three sub-processes of the FMD algorithm, these are discussed in further detail in

Section 7.4.

7.3 Silent Gap Removal

This section presents the PCGsgr silent gap removal technique. A number of pre-processing

methods were presented in Chapter 2. It was noted that, in some domains, it is possible

to prune (pre-process) time series data by removing parts that are previously known to

be irrelevant to the application; the techniques used for this purpose were referred to as

exclusive techniques. In the case of Amplitude-PCG data, a particular feature is that of

“silent gaps” existing in heartbeat sequences. An exclusive technique could be used with

respect to this data, given the domain knowledge, to exclude these gaps which are known

not to carry much information and appear in almost every PCG signal.

A feature of PCG signals is that they comprise cycles, each representing a heartbeat,

possibly some murmurs if diseased, and “silent gaps”. These silent gaps, because they

appear in all time series held in T , can be assumed not to contribute to any form of class

discrimination and therefore can be removed. The concept of silent gaps was originally

identified in the context of processing voice recordings [28, 67, 127, 141, 161, 179]. The

adopted mechanism for removing silent gaps is founded on the MathWorks mechanism1

for removing silent gaps in such recordings. The mechanism of removing silent gaps from

PCG signals, PCGsgr, operates using a sliding window, of a pre-specified length, to identify

a collection of all non-overlapping sub-sequences, Q, in a PCG signal.

For each sub-sequence, qi in Q, two parameters are calculated: (i) the signal energy

(ei) and (ii) the spectral centroid (ni). The first, ei, is the mean squared value of the

Amplitude values (p) in the ith sub-sequence; calculated as shown in Equation 7.1.

ei =

∑|qi|
j=1 p2(i×|qi|)−|qi|+j

|qi|
(7.1)

The parameter ni is the centre of “mass” of its spectrum (spectral centroid) obtained using

the weighted Discrete Fourier Transform (DFT) coefficient of the Amplitude values (p) in

the ith sub-sequence and calculated as in Equation 7.2.

ni =

∑|qi|
j=1 (j + 1)×DFT(i×|qi|)−|qi|+j∑|qi|

j=1 DFT(i×|qi|)−|qi|+j
(7.2)

1https://uk.mathworks.com/matlabcentral/fileexchange/28826-silence-removal-in-speech-signals
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The pseudo code for the PCGsgr process presented above is given by Algorithm 15.

The inputs are: (i) a point series P and (ii) a window length win measured in milliseconds.

The output is a pruned point series P ′. The process commences (line 1) by segmenting the

input point series into a set of non-overlapping sub-sequences (frames) Q. The parameters

ei and ni are then computed for each sub-sequence qi in Q and stored in the sets E and N

respectively (lines 5 to 10). The thresholds, te and tn, required to identify a sequence as

representing a silent gap are then calculated on lines 11 and 12; the threshold calculation

process is given in Algorithm 16 described below. Then (lines 13 to 17) for each sub-

sequence qi in Q, if both of its parameters (ei and ni) are greater than or equal to the

thresholds te and tn, the sub-sequence is appended to P ′, the set of retained sub-sequences

so far. The process continues until all the sub-sequences in Q have been processed and

either retained or rejected. The pruned point series P ′ is then returned (line 18).

Algorithm 15 PCGsgr

Require: P , win
Ensure: P ′

1: Q← A set of non-overlapping sub-sequences of length win in P
2: P ′ ← ∅, An empty set to hold pruned point series P
3: E ← ∅, An empty set to hold signal energy values
4: N ← ∅, An empty set to hold spectral centroid values
5: for ∀qi ∈ Q do
6: ei ← Signal energy calculated using Equation 7.1
7: E ← E ∪ ei
8: ni ← Spectral centroid calculated using Equation 7.2
9: N ← N ∪ ni

10: end for
11: te ← findThreshold(E)
12: tn ← findThreshold(N)
13: for i = 1 to |E| do
14: if ei ≥ te and ni ≥ tn then
15: P ′ ← append(P ′, qi)
16: end if
17: end for
18: return( P ′ )

The pseudo code for the function findThreshold, called from lines 11 and 12 in the

PCGsgr (Algorithm 15), is given in Algorithm 16. The input is a collection of values F ;

the output is a calculated threshold t. The process uses a smoothing window parameter µe

which is recommended2 to be set to 5. The first step (line 3) is to generate the histogram

G; this is then (line 4) smoothed, using the parameter µe, giving a smoothed histogram G′.

The local maxima in G′ are then identified and stored in a set A = {a1, a2, . . . } (line 5).

The threshold t is then calculated according to the number of maxima in A (lines 6 to 11),

which is then returned (line 12).

2https://uk.mathworks.com/matlabcentral/fileexchange/28826-silence-removal-in-speech-signals
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Algorithm 16 function findThreshold

Require: F
Ensure: t

1: avg, A variable to hold the average of a histogram values
2: µe ← 5, The “smoothing window” size
3: G← The histogram of F
4: G′ ← Smoothing filter applied to G using parameter µe
5: A← Local maxima in G′

6: if |A| > 1 then

7: t← µe×(a1+a2)
µe+1

8: else
9: avg ← The average value of G

10: t← avg
2

11: end if
12: return( t )

7.4 Frequent Motif Detection

In Section 7.2, a high-level overview of the approach was presented. In the previous section,

Section 7.3, the operation of Silent Gap Removal, PCGsgr, was presented. Once PCGsgr

has been applied to all the point series in the collection to be considered, the next step is

the discovery (mining) of frequent motifs, the FMD presented in this section.

As discussed earlier in Chapter 2, a motif is a time series sub-sequence that is repre-

sentative of a class and can therefore be used for the purpose of time series classification.

Determining whether a motif is representative of a time series or not is explored with

respect to this thesis using two strategies: (i) similarity- and (ii) frequency-based. With

respect to the motif discovery algorithm used in the previous two chapters, Chapters 5

and 6, the similarity-based strategy was used. An alternative strategy of extracting motifs

is based on frequency, which is the technique that was adopted with respect to the pro-

posed SGR-FMD approach presented in this chapter. This technique, the Frequent Motif

Detection (FMD) technique, is therefore presented in this section.

Given a set of sub-sequences Q, a frequent motif is a sub-sequence q ∈ Q that occurs

in Q more often than some threshold σm. In other words, for qj to be considered to be a

frequent motif, the set Q must include at least σm sub-sequences that are in some sense all

similar to qj , as defined according to a similarity threshold λ. The set of frequent motifs

generated from Q is then given by M = {〈m1, f1〉, 〈m2, f2〉, . . . }, where fi is the frequency

count (fi ≥ σm).

Given a set of frequent motifs M , the k most frequently occurring motifs associated

with a class-label ci, arguably, are the most representative of the underlying class asso-

ciated with the original time series P . The top k motifs drawn from a set of frequent

motifs M is given by the set L = {〈m1, ci〉, 〈m2, ci〉, . . . , 〈mk, ci〉}. Given a collection of

time series T , the complete set of identified frequent motifs that exist in the time series

collection is then given by D =
⋃z
i=1 Li, where z is the number of records in T . Each
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motif in D is included because it was considered to be a good local representative of a

class. This does not necessarily mean that it is also a good global representative. The

set D therefore needs to be pruned to give D′, a motif set that contains only motifs that

are good global representatives. The complement of D′ in D is then the set D′′, the set

of motifs that are not good global discriminators of class. A good representative motif is

defined as one where either there are no similar motifs in D or if there are similar motifs

in D, they are all linked to the same class; D′ and D′′ can be more formally defined as

follows:

• D′, D′′ ⊂ D : D′ ∪D′′ = D and D′ ∩D′′ = ∅.

• ∀ di ∈ D′ @ dj ∈ D : mi ' mj ∧ ci 6= cj .

• ∀ di ∈ D′′ ∃ dj ∈ D : mi ' mj ∧ ci 6= cj .

As mentioned above, the proposed motif discovery algorithm, FMD, comprises three

sub-processes as follows:

1. Candidate Frequent Motif Generation.

2. Frequent Motif Discovery for Local Class Discrimination.

3. Frequent Motif Selection for Global Class Discrimination.

Each sub-process is detailed in the following three sub-sections, Sub-sections 7.4.1 to 7.4.3.

7.4.1 Candidate Frequent Motif Generation

Given a pruned point series P ′, with silent gaps removed, this can be pruned further by

removing sub-sequences that clearly cannot be considered to be frequent so as to retain

a set of candidate frequent motifs Q′, where Q′ is a subset of Q, the complete set of sub-

sequence in P ′ of length ω. Note that this does not mean that all sub-sequences in Q′ will

be frequent, it simply means they are likely to be frequent. To do this, a novel algorithm

was proposed whereby a hypothetical motif zm = {zmj : zmj = 0, 1 ≤ j ≤ ω} was

used. This hypothetical motif is referred to as the “zero-motif” for obvious reasons. The

similarity between each sub-sequence qi = {qi1 , qi2 , . . . , qiω}, qi ∈ Q, and zm is calculated

using a similarity function; Euclidean Distance was used with respect to the evaluation

presented later in this chapter, calculated as shown in Equation 7.3:

d(qi, zm) =

√√√√ ω∑
j=1

(qij − zmj)2 (7.3)

However, given that the zero-motif is a vector of zeros, the similarity function can be

simplified as presented in Equation 7.4, which coincides with the Root Sum Square (RSS)

method.
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d(qi, zm) = dzi =

√√√√ ω∑
j=1

q2ij (7.4)

RSS assumes that most of the point values qi fall in the middle of theQ value range; in other

words, the point values could be easily clustered. The obtained distance values d(qi, zm)

were therefore used to cluster the set of sub-sequences Q into an ordered set of clusters,

CL = {CL1, CL2, . . . }, one cluster per unit distance value, in descending order according

to size. The sub-sequences in Q contained in the largest cluster, CL1, were retained;

however, if the difference between the size of CL1 and CL2 was proportionally small, then

the sub-sequences represented by the second cluster were also retained. This is dynamically

computed; whether one or two clusters are retained was defined by a parameter θ, which

can take the value 1 or 2 and was calculated using Equation 7.5 as follows:

θ =

{
1 if |CL1|−|CL2|

|Q| × 100 > α

2 otherwise
(7.5)

Where, α is a percentage of the total number of sub-sequences in Q. This means that

if CL1 contains x% of the sub-sequences in Q, CL2 must contain at least x − α% of the

sub-sequences in Q to be retained; otherwise, only CL1 is retained. This closeness in

size between the largest two clusters is important because it indicates the significance of

the clusters. The value α = 5% was used with respect to the evaluation presented in

Section 7.5 because alpha = 0.05 is frequently used in statistical analyses as the cut-off

for significance [86].

The pseudo code for the Candidate Frequent Motif Generation sub-process is given in

Algorithm 17. The inputs are: (i) a set of sub-sequences Q and (ii) a threshold α. The

output is a set Q′ of θ sets of candidate frequent motifs; the number of sets is dynamically

computed according to the clustering results as illustrated above, which may consist of

one or two sets.

The algorithm commences (line 1) by defining the zero-motif zm, this is included for

clarity purposes, in practice zm does not need to be specifically defined. Next, an empty

set Dz corresponding to the set Q is initialised (line 2) to hold the similarity values once

calculated. The set Q is then processed (lines 3 to 6) so as to populate Dz; note that there

is a one-to-one correspondence between Q and Dz. The set Q is then clustered (line 7)

according to Dz, each cluster represents a unit distance. The largest cluster is retained

(line 8) and the second largest might also be retained depending on the θ parameter value

(lines 9 to 12). The retained set of clusters Q′ is then returned (line 13).

7.4.2 Frequent Motif Discovery for Local Class Discrimination

The next sub-process, localMotifDiscovery, takes a set of candidate frequent motifs Q′,

and identifies the most frequent motifs that, by definition, are deemed to be good local

discriminators. However, even after silent gap removal and the removal of infrequent
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Algorithm 17 Candidate Frequent Motif Generation

Require: Q, α
Ensure: Q′

1: zm← The zero-motif
2: Dz ← ∅, A set to hold distance values
3: for ∀qi ∈ Q do
4: dzi ← The euclidean similarity between qi and zm calculated using Equation 7.4
5: Dz ← Dz ∪ dz
6: end for
7: CL ← An ordered set of clusters obtained by clustering all qi ∈ Q according to the

corresponding value dzi ∈ Dz, CL = {CL1, CL2, . . . }
8: Q′ ← CL1

9: θ ← A parameter calculated using Equation 7.5
10: if θ = 2 then
11: Q′ ← Q ∪ CL2

12: end if
13: return( Q′ )

sub-sequences, as described above, the number of remaining sub-sequences in Q′ is still

likely to be large. We therefore propose limiting the number of candidate frequent motifs

considered using a user-defined threshold max. Thus, the idea is to randomly select max

candidates from the set Q′.

The pseudo code for the Local Frequent Motif Discovery algorithm is presented in

Algorithm 18. The inputs are: (i) a set of candidate frequent motifs Q′, (ii) the thresholds

max, k, σm and λ and (iii) a class-label c associated with the given time series. The output

is a set L of identified frequent motifs.

The algorithm commences (lines 1 and 2) by defining the sets M and L to hold the

selected motifs and, line 3, a counter to ensure that max candidate motifs are selected.

The process then enters a loop (lines 4 to 14) in which up to max time series are selected.

On each iteration, a candidate time series sub-sequence qi is randomly selected from Q′

(line 5). In the case where the set Q′ is empty, or all its sub-sequences have been tested,

this loop will be terminated (lines 6 to 8) even though max candidate motifs have not

been added to M ; otherwise, the frequency count fi for the sub-sequence qi is calculated

(using an Euclidean Distance function and the λ parameter for determining the similarity

between sub-sequences while maintaining the early abandonment concept). In each case,

if the count is greater than or equal to σm% of |Q′|, the sub-sequence and its frequency

value are stored in the set M = {〈m1, f1〉, 〈m2, f2〉, . . . }. Note that on completion of the

loop, if a high σm threshold value has been used, the set M may be empty, this is tested for

in line 15. If the set M is not empty, it is processed by testing its size, if it is greater than

k, the content of the set M is arranged in descending order according to the frequency

values (line 17). If the size of M is less than k, the latter is adjusted to |M | (line 19).

Next, the set L of the k most frequently occurring motifs, paired with their class-label, is

generated (lines 21 to 23). The set L is then returned (line 25).
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Algorithm 18 Local Frequent Motif Discovery

Require: Q′, max, k, σm, λ, c
Ensure: L

1: M ← ∅, An empty set to hold motifs
2: L← ∅, An empty set to hold top k frequent motifs
3: count← 0, A counter variable
4: while count < max do
5: qi ← A randomly selected sub-sequence from Q′

6: if qi = Null then
7: exit this loop
8: end if
9: fi ← The number of sub-sequences in Q′ that are similar to qi according to the

threshold λ
10: if fi ≥ σm×|Q′|

100 then
11: M ←M ∪ 〈qi, fi〉
12: count← count+ 1
13: end if
14: end while
15: if M 6= ∅ then
16: if |M | > k then
17: Reorder the set M according to frequency values in descending order
18: else
19: k ← |M |
20: end if
21: for i = 1 to k do
22: L← L ∪ 〈qi, c〉 (〈qi, 〉 ∈M)
23: end for
24: end if
25: return( L )

The Silent Gap Removal pre-process, and both Candidate Frequent Motif Generation

and Local Frequent Motif Discovery sub-processes, are applied to each point series in the

input set T = {P1, P2, . . . }; thus, a sequence of sets L are generated, {L1, L2, . . . }. These

are collated into a set D as shown previously in line 9 in the parent process, which was

given in Algorithm 14.

7.4.3 Frequent Motif Selection for Global Class Discrimination

As noted earlier, although the individual motifs in D were deemed to be good local class

discriminators, this did not automatically mean that they were also good global class

discriminators. The issue here was that D may contain pairs, 〈mi, ci〉 and 〈mj , cj〉, where

mi ' mj and ci 6= cj . In other words, D may contain motif-class pairs that contradict each

other. Thus, the final step was to derive a set D′ ⊂ D that comprised only good global

class discriminators within the context of the time series collection T . The implementation

of this step is presented in this sub-section.
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The pseudo code for the Global Frequent Motif Selection process is presented in Algo-

rithm 19. It takes as input: (i) the generated set of frequent motifs D and (ii) a threshold

λ for similarity calculation. The output is the set D′ which contains the motifs that are

good global discriminators.

Algorithm 19 Global Frequent Motif Selection

Require: D, λ
Ensure: D′

1: D′ ← ∅, A set to hold frequent motifs that are good global discriminators of class
2: isGoodGlobalDiscriminator, A Boolean variable used as a flag to detect not global

discriminators
3: for ∀〈mi, ci〉 ∈ D do
4: isGoodGlobalDiscriminator← true
5: for ∀〈mj , cj〉 ∈ D and i 6= j do
6: if ci 6= cj and mi ' mj then
7: isGoodGlobalDiscriminator← false
8: exit this loop
9: end if

10: end for
11: if isGoodGlobalDiscriminator then
12: D′ ← D′ ∪ 〈mi, ci〉
13: end if
14: end for
15: return( D′ )

The Algorithm commences by defining a variable isGoodGlobalDiscriminator, a Boolean

variable used as a flag to detect global discriminators; it is assumed, in the beginning of

the search, that each motif is a good global discriminator (line 4) until the alternative is

established (line 7). In the Global Frequent Motif Selection sub-process, each motif-class

pair in D (line 3) is compared with all other motif-class pairs in D (line 5); if no similar

motif associated with a different class-label is found (lines 6, 7 and 11), the motif-class

pair is then added to the set D′ (line 12). Similarity is measured in the same way as before

using the Euclidean Distance function and the λ parameter. Checking all motif-class pairs

in D, the data set D′ is returned (line 15) which can then be used as a “motif bank” for

the Nearest Neighbour Classification (NNC) for labelling previously unseen time series.

7.5 Evaluation

In the previous two sections, Sections 7.3 and 7.4, the operation of the Silent Gap Removal

technique, PCGsgr, and Frequent Motif Detection algorithm, FMD, were presented. These

two algorithms form the SGR-FMD approach which is evaluated in detail in this section.

The evaluation results obtained with respect to a set of experiments undertaken, using

the collected evaluation data set (see Chapter 3), to analyse the operation of the proposed

approach were considered. The objectives of the evaluation were:
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Objective 1, Operational Analysis: To investigate the operation of the proposed

approach.

Objective 2, Comparison of Pruning Techniques: To compare the effect of the

pruning techniques used in SGR-FMD approach on the data size and on the classi-

fication performance.

Objective 3, Comparison with the PCGseg Classification Approach: To com-

pare the operation of SGR-FMD approach with the PCGseg Classification approach

described in the previous chapter in terms of computational efficiency (runtime) and

effectiveness (accuracy).

Objective 4, Most Appropriate Parameter Settings: To establish the most appro-

priate parameter settings for:

• The Silent Gap Removal pre-processing technique (PCGsgr), which used a win-

dow length win expressed in milliseconds.

• The Frequent Motif Detection algorithm (FMD), which used the parameters:

(i) ω, the size of the candidate motifs, (ii) λ, the similarity threshold, (iii) σm,

the frequency threshold and (iv) k and max, the selection thresholds.

• The used classification model (NNC) and the most appropriate method for

conflict resolution, where a number of motifs is considered.

Each of the above objectives are considered in turn in the following four sub-sections, Sub-

sections 7.5.1 to 7.5.4. The evaluation metrics recorded were accuracy (acc), precision

(prec), recall (rec), F-score (f-s) and runtime. Five-fold cross-validation was adopted

and the data was statically stratified with respect to all the reported experiments. The

evaluation was conducted using the Java programming language. The experiments were

run on an iMac Pro (2017) computer with 8-Cores, 3.2GHz Intel Xeon W CPU and 19MB

RAM.

7.5.1 Operational Analysis

In this sub-section, the evaluation of the operation of the SGR-FMD approach is presented.

Examples of Amplitude-PCG motifs, for each of the four classes, obtained during the

evaluation of the SGR-FMD approach are given in Figure 7.2. Using NNC and five-

fold cross-validation, the best and worst accuracies recorded were 71.3% and 56.1%. The

precisions, recalls and F-scores were 0.458, 0.442 and 0.440 for the best accuracy, and

0.112, 0.166 and 0.124 for the worst. In addition, the recorded standard deviation for the

classification model was good, with an average of around 0.05. The average runtime to

extract the k most frequent motifs from one record was 2.5 seconds. The total runtime for

the whole data set was about two and a half minutes, on average, for each experiment; a

set of nine experiments was conducted to determine the best values for the FMD algorithm

variables. More details are given in Sub-section 7.5.4.
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(a) Class# 1 (b) Class# 2

(c) Class# 3 (d) Class# 4

Figure 7.2: Example motifs for each class in the Amplitude-PCG evaluation data generated
using the SGR-FMD approach

7.5.2 Comparison of Pruning Techniques

In the proposed SGR-FMD approach, two pruning techniques were used: (i) Silent Gap

Removal using the PCGsgr algorithm, and (ii) excluding infrequent sub-sequences during

Candidate Frequent Motif Generation. Applying the former technique, the number of

points in each input time series Pi was reduced by just under half (47%). The Candidate

Frequent Motif Generation process then took as input a pruned point series P ′i (the output

from the PCGsgr) and a window size ω defining the motif size (in terms of a number of

points). Experiments were conducted using ω = {100, 200, 300} to identify the most

appropriate parameter settings (more details are given in Sub-section 7.5.4). It was found

that the motif size affects the percentage of retained points. The results indicated that

when ω = 200, the point series size was reduced by approximately a further 45% (71%

of the original size); when ω = 100 and ω = 300, the point series size was reduced by

approximately a further 32% (64% of the original size). It would appear, from a pruning

only perspective, that ω = 200 was the most effective.
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Given that the raw Amplitude-PCG time series comprised approximately 50 million

data points, this was reduced to 26.5 million data points once PCGsgr had been applied,

and down to between 14.5 and 18 million data points (depending on the value for ω

used) once infrequent sub-sequences had been removed; a substantial difference from 50

million data points. This reduction in size was anticipated to be reflected in the execution

time; althoughthe impact of each of the two techniques on the classification accuracywas

unknown.

Further experiments were conducted to determine the effect on runtime and accuracy

when either the Silent Gap Removal or the Candidate Frequent Motif Generation phase

was omitted, and when both were omitted. In the first case, line 3 in Algorithm 14 was

removed and line 4 was replaced with:

Qi ← A set of sub-sequences of length ω in Pi

In the second case, line 4 in Algorithm 14 was replaced with:

Q′i ← A set of sub-sequences of length ω in P ′i

and lines 5, 6, 7 and 10 were removed. In the third case, lines 3, 4 and 5 in Algorithm 14

were replaced with:

Q′i ← A set of sub-sequences of length ω in Pi

and lines 6, 7 and 10 were removed.

The results obtained by these three sets of experiments are given in Appendix B in

Tables B.1 to B.3 for classification performance, and Table B.4 for runtime. The results

using the best performing parameters are presented in Table 7.2. The accuracy results are

average results obtained using five-fold cross-validation and the runtime is given in seconds

(and decimals of seconds). Considering PCGsgr first, the first two rows in the table, it

can be seen that PCGsgr had a slight adverse effect on accuracy. However, it improved

runtime although this is not entirely apparent from the reported runtime in the table

because different ω and k values produced the best results (recall that low ω and k values

result in efficiency gains because they entail less calculation). Candidate Frequent Motif

Generation, on the other hand, had a positive effect on accuracy and resulted in significant

speed up (although again it should be noted that the results reported in Table 7.2 were

obtained using different ω values). When the two were run together, as in the case of later

experiments reported in Sub-section 7.5.4.3, accuracy was slightly reduced, because of the

negative effect of PCGsgr, but runtime was enhanced considerably.

7.5.3 Comparison with the PCGseg Classification Approach

To evaluate the performance of the SGR-FMD approach presented in this chapter, its

operation was compared with the PCGseg Classification approach presented in Chapter 6,
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Table 7.2: The best classification accuracy for finding frequent motifs with different prun-
ing techniques

Pruning Techniques Attributes Results

PCGsgr CFMG ω k CRM knnc Acc Runtime

x x 300 10 HV 3 0.703 08.27

X x 100 30 HV 1 0.693 15.39

x X 300 10 SD 3 0.716 03.74

X X 100 10 HV 1 0.713 00.49

Key: CFMG = candidate frequent motif generation, the first step of FMD; and CRM =
conflict resolution method.

the best approach presented in this thesis so far, in terms of computational efficiency

and effectiveness. To determine the runtime complexity, nine sets of experiments were

conducted using ω = {100, 200, 300} and k = {10, 20, 30}. The adopted values for both λ

and σm were 0.025 because the experiments reported in Sub-section 7.5.4 had indicated

that these were the most appropriate “general” values to use; max = 2× k was used.

The recorded runtime results are presented in terms of milliseconds in Table 7.3, these

are average runtimes for one PCG time series obtained by running each experiment five

times (FCV). In the table, the runtimes for the SGR-FMD approach are presented for

the Silent Gap Removal pre-process (PCGsgr) and the Frequent Motif Detection process

(FMD) which are divided into three sub-process: (i) Candidate Frequent Motif Generation,

(ii) Local Frequent Motif Discovery and (iii) Global Frequent Motif Selection. The last

column in the table presents the total runtime to process a single PCG time series (the

sum of the values in the previous four columns).

Table 7.3: Runtime results for the SGR-FMD approach (in milliseconds)

ω k PCGsgr
FMD

Total
CFMG LFMD GFMS

100
10

55.76

116.61
0316.27 0.17 0488.81

20 0634.92 1.69 0808.98
30 0952.54 5.42 1130.33

200
10

094.75
1021.86 0.68 1173.05

20 2040.68 2.88 2194.07
30 3062.20 8.14 3220.85

300
10

083.56
2190.85 0.85 2331.02

20 4376.10 3.39 4518.81
30 6560.34 9.32 6708.98

Key: CFMG = candidate frequent motif generation; LFMD = local frequent
motif discovery; and GFMS = global frequent motif selection.

From the table, it is evident that the larger the ω value (the window size), the less

time that was required to generate a set of candidate frequent motifs because when using a

large ω value, there will be fewer sub-sequences to consider. However, the runtime required

for the Local Frequent Motif Discovery sub-process increases with ω, because larger sub-
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sequences require more processing. Note that the runtime required for the final Global

Frequent Motif Selection sub-process is negligible.

To compare with the PCGseg Classification approach in terms of efficiency, the runtime

required for both approaches are presented in Table 7.4, these are the total runtimes,

including pre-processing, to classify one record in mm:ss.SS format. From the table, it

can be clearly seen that the runtime for the SGR-FMD approach was much better than

the time required with respect to the PCGseg Classification approach. It took, on average,

two and a half seconds to process a record using the SGR-FMD approach, this compared

very favourably with the PCGseg Classification approach which required more than 11.5

minutes (about 698 seconds) to process a record. The proposed SGR-FMD approach

therefore reduced the model generation time by a factor of more than 278.

Table 7.4: Recorded runtime results (mm:ss.SS format) for the SGR-FMD and PCGseg

Classification approaches

ω k SGR-FMD Approach ω r PCGseg Approach

100
10 00:00.49

25
2 10:02.03

20 00:00.81 4 06:04.15
30 00:01.13 6 13:51.10

200
10 00:01.17

50
2 09:01.25

20 00:02.19 4 10:52.41
30 00:03.22 6 07:00.39

300
10 00:02.33

75
2 18:03.06

20 00:04.52 4 10:45.44
30 00:06.71 6 19:08.09

Average 00:02.51 11:38.21

To compare the SGR-FMD approach with the PCGseg Classification approach in terms

of effectiveness, the classification measurements for both approaches are presented in Ta-

ble 7.5. For the proposed approach, only the experiments that used knnc = 1 with NNC

coupled with a Highest Votes (HV) method to resolve class-label conflicts was used (where

a number of motifs is considered, see discussion in Sub-section 7.5.4.3 below) are reported

here because this combination produced the best classification measurements. The best

recorded accuracy for the SGR-FMD approach was 71.3%, a reduction of 0.7% compared

with the PCGseg Classification approach which produced a best accuracy of 72.0%. The

precision, recall and F-score of the SGR-FMD approach were 0.458, 0.442 and 0.440, this

compared favourably with the PCGseg Classification approach where 0.181, 0.281 and

0.211 were reported. Given that, using the best accuracy results, the SGR-FMD approach

required only 0.49 seconds to mine one record, whereas the PCGseg Classification approach

required 7 minutes; and knowing that the application of this research is point-of-care dis-

ease diagnoses, the reduction in accuracy (0.7%) might be considered acceptable in order

to gain a classification speed up by a factor of 858. Note that the classification is intended

to be a guide and not a definitive result.
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Table 7.5: Recorded accuracy, precision, recall and F-score for the SGR-FMD and PCGseg

Classification approaches

SGR-FMD Approach PCGseg Approach

ω k Acc Prec Rec F-s ω r Acc Prec Rec F-s

100
10 0.713 0.458 0.442 0.440

25
2 0.635 0.112 0.316 0.164

20 0.686 0.150 0.226 0.172 4 0.583 0.041 0.250 0.065
30 0.711 0.105 0.250 0.147 6 0.711 0.105 0.250 0.147

200
10 0.651 0.192 0.231 0.206

50
2 0.711 0.105 0.250 0.147

20 0.645 0.197 0.253 0.220 4 0.661 0.142 0.203 0.165
30 0.670 0.277 0.263 0.265 6 0.720 0.181 0.281 0.211

300
10 0.656 0.162 0.275 0.193

75
2 0.711 0.105 0.250 0.147

20 0.636 0.158 0.236 0.185 4 0.670 0.151 0.246 0.186
30 0.710 0.296 0.321 0.300 6 0.668 0.197 0.266 0.221

7.5.4 Most Appropriate Parameter Settings

As shown in the previous section, Section 7.4, the proposed approach used a number of

parameters which needed to be set by the user. A set of values for each parameter was

experimented with to determine the best value. These experiments are discussed in further

detail, with respect to PCGsgr, FMD and the classification model, in the following three

sub-sections, Sub-sections 7.5.4.1 to 7.5.4.3 respectively.

7.5.4.1 Parameter Settings for the PCGsgr Technique

The silent gap removal technique used was originally designed for use with human-voice

recordings; in this context, a window length of win = 50 milliseconds was suggested3.

Experiments were conducted to determine the most appropriate value for win with respect

to PCG signals. To this end, a range of window lengths from win = 10 milliseconds to

win = 90 milliseconds, increasing in steps of 10 milliseconds, was experimented with.

Examples of the results obtained are given in Figure 7.3 using a fragment of one of the

Amplitude-PCG time series used for the evaluation. In the figure, sub-sequences that were

retained are indicated in blue. The reason why some sub-sequences which clearly do not

represent silent gaps have been discarded is because of the way the “signal energy” and

“spectral centroid” parameters interact when large window lengths are used. From the

figure, it can be seen that a window length of 10 milliseconds (last row) produced the best

result. This was confirmed by visual inspection of further Amplitude-PCG example time

series. This was the value therefore used with respect to the remainder of the experiments

presented in this section.

3https://uk.mathworks.com/matlabcentral/fileexchange/28826-silence-removal-in-speech-signals
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Figure 7.3: Sequence of Amplitude-PCG time series plots illustrating the operation of
the PCGsgr technique using window lengths ranging from 90 to 10 milliseconds (top to
bottom), greyed-out regions indicate sub-sequences that are identified as silent gaps and
therefore pruned
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7.5.4.2 Parameter Settings for the FMD Algorithm

Recall that the proposed Frequent Motif Detection algorithm required five parameters:

(i) ω to define the desired frequent motif length expressed in terms of a number of points,

(ii) max to define the maximum number of candidate frequent motifs to be considered,

(iii) k to define the maximum number of frequent motifs to be selected (k < max), (iv)

λ to determine the similarity threshold to be used, expressed in terms of the maximum

distance between two motifs, (v) σm to determine the frequency threshold to be used,

expressed in terms of the minimum percentage of possible motifs.

The selected values for these parameters all affect the number of frequent motifs iden-

tified and consequently the quality of any further utilisation of the motifs. Clearly, the

higher the σm value, the fewer the number of motifs that would be identified because the

criteria for frequency would become stricter as σm increased. Inversely, the higher the λ

value, the greater the number of motifs that would be identified because the criteria for

similarity would become less strict as λ increased; these parameters will be clarified more

later on in this section. It was anticipated that as ω increased, the number of frequent

motifs would decrease as there would be fewer sub-sequences to choose candidate frequent

motifs from. The values for max and k would also affect the number of identified candidate

frequent motifs and, it was conjectured, would thus also influence the number of selected

frequent motifs as it will be mentioned later.

To identify the most appropriate parameter settings, a range of values for the param-

eters were considered although there was no guarantee that these selected values would

yield a best result, they were intuitively selected for this purpose. The values for ω and

k were {100, 200, 300} and {10, 20, 30} respectively. The value for max was set to 2 × k
although any value greater than k could have been used. The results obtained are given

in Table 7.6. In the table, the results are presented for knnc = 1 and knnc = 3, and using

three Conflict Resolution Methods (CRMs): (i) Shortest Distance (SD), (ii) Shortest Total

Distance (STD) and Highest Votes (HV). Further consideration will be given to the value

for knnc and the CRMs in the next sub-section, Sub-section 7.5.4.3. The best accuracy

was obtained using ω = 100 and k = 10 (71.3%), the grey cell in the table. The lowest

accuracy score was obtained using ω = 100 and k = 30. There does not seem to be any

clear correlation between these two parameters and the obtained accuracy values.

Given the ω = 100 had produced the best results, it was hypothesised that with even

smaller window sizes, accuracy might increase further. Therefore, an extra experiment was

conducted using ω = 50 combined with the best performing parameter settings and conflict

resolution method (k = 10 with Knnc = 1 coupled with the HV conflict resolution method).

However, it was found that accuracy dropped to 68.7%. It was also hypothesised, given

that best results were obtained when k = 10, that accuracy might be improved if a lower

value for k was considered. An extra experiment with k = 5 was therefore undertaken,

with all other parameters as before, but it was found that this significantly reduced the

accuracy to 51.4%.
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Table 7.6: Classification performance measures using the SGR-FMD approach and differ-
ent parameter settings

CRM ω k
knnc= 1 knnc= 3

Acc Prec Rec F-s Acc Prec Rec F-s

SD

100
10 0.693 0.310 0.356 0.329 0.677 0.234 0.266 0.246
20 0.686 0.192 0.248 0.213 0.669 0.128 0.206 0.155
30 0.711 0.208 0.271 0.215 0.711 0.209 0.271 0.214

200
10 0.643 0.278 0.319 0.297 0.601 0.171 0.269 0.207
20 0.636 0.355 0.231 0.274 0.637 0.360 0.244 0.285
30 0.643 0.274 0.234 0.245 0.610 0.209 0.188 0.190

300
10 0.654 0.211 0.275 0.225 0.662 0.211 0.275 0.229
20 0.636 0.150 0.227 0.179 0.650 0.181 0.273 0.215
30 0.657 0.339 0.347 0.329 0.644 0.251 0.293 0.261

STD

100
10 0.660 0.347 0.339 0.338 0.617 0.275 0.234 0.247
20 0.602 0.190 0.218 0.202 0.626 0.278 0.276 0.275
30 0.561 0.112 0.166 0.124 0.576 0.105 0.109 0.105

200
10 0.635 0.213 0.289 0.244 0.626 0.228 0.294 0.245
20 0.642 0.262 0.301 0.268 0.618 0.242 0.223 0.225
30 0.575 0.165 0.124 0.134 0.593 0.244 0.214 0.223

300
10 0.637 0.158 0.250 0.184 0.662 0.211 0.275 0.229
20 0.615 0.148 0.198 0.168 0.649 0.216 0.286 0.237
30 0.613 0.240 0.213 0.212 0.644 0.284 0.301 0.281

HV

100
10 0.713 0.458 0.442 0.440 0.667 0.316 0.325 0.310
20 0.686 0.150 0.226 0.172 0.686 0.097 0.220 0.133
30 0.711 0.105 0.250 0.147 0.711 0.105 0.250 0.147

200
10 0.651 0.192 0.231 0.206 0.626 0.157 0.223 0.180
20 0.645 0.197 0.253 0.220 0.653 0.224 0.258 0.232
30 0.670 0.277 0.263 0.265 0.661 0.277 0.259 0.258

300
10 0.656 0.162 0.275 0.193 0.640 0.120 0.225 0.149
20 0.636 0.158 0.236 0.185 0.649 0.172 0.282 0.208
30 0.710 0.296 0.321 0.300 0.678 0.112 0.225 0.148

Overall, the combination of ω = 100 and k = 10, coupled with the HV conflict resolu-

tion method and knnc = 1, gave the best result; a combination that was also the fastest,

0.49 seconds to classify a single record. The recorded runtime results for all the nine com-

binations, ω = {100, 200, 300} and k = {10, 20, 30}, were presented previously in Table 7.3,

but are shown in graph form in Figure 7.4 in seconds format. The runtime required by

the proposed FMD process, to complete all the nine experiments, was about 22 minutes.

The shortest runtime obtained (about half a second) was when the minimum values for

the parameters were used, whilst the longest time (about seven seconds) was when the

maximum values for the parameters were considered. From Figure 7.4, it can be seen that

the runtime increases proportionally as the values associated with the ω and k parameter

values increases.

A range of values for λ and σm was also experimented with, from 0.005 to 0.100

increasing in steps of 0.005 (thus, twenty values). Both λ and σm were considered to be
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Figure 7.4: Runtime of SGR-FMD approach

more significant with respect to the performance of the proposed approach and thus a

greater number of values was considered, compared to the range of values considered for

ω, k and max.

The results from the experiments are presented in graph form in Table 7.7. In the table,

the columns represent the selected settings for the max parameter. The rows represent the

sequence of conducted experiments. The first row presents the results from experiments

where the λ and σm values were incremented in unison. The second row gives the results

where σm is held at 0.025 and λ is increased from 0.005 to 0.100 in steps of 0.005; whilst

the third row gives the results where λ is held at 0.025 and σm is increased from 0.005

to 0.100 in steps of 0.005. The value of 0.025 was used in the second and third sets of

experiments because the first set of experiments indicated this to be a most appropriate

value. In all cases, the entire data set was used for the experiments. The y-axis of each

graph represents the Number of Retained Motifs (NRM) that were derived on completion

of the proposed max selection process; note that different scales are used.

Considering the first row of results in Table 7.7, it can first be seen that there are clear

“peaks” when ω = 100, while in the case of ω = 200 and ω = 300 a “plateaux” is reached

before NRM starts to decrease. As expected, NRM increases as max increases, and tends

to decreases as ω decreases. The best general setting for λ and σm, regardless of the value

of max or ω, can be seen to be in the region of 0.025; thus this was the constant value

used for λ and σm in all the sets of experiments conducted in this chapter. Considering

the second row of results in Table 7.7, it can be seen that similar results were obtained

to those reported in the first row. Considering the third row of results, it can be seen

that there is no clear best value for σm although it is interesting to note that ω = 200

consistently produced best results. This improved performance could be due to the high

percentage of pruning when ω = 200 was used. Considering the results given in rows two

and three together, it can be concluded that λ has more influence on the criterion, NRM,

than σm.
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Table 7.7: Number of Retained Motifs (NRM) for the SGR-FMD approach using different
values for λ, σm, max and ω
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7.5.4.3 Parameter Settings for the Classification Model

As mentioned in the objectives above, the NNC model was considered with respect to

the evaluation presented here. NNC operates by finding the knnc most similar existing

(labelled) records, held in the “motif bank”, to a previously unseen record to be classified.

The class-labels for the most similar records are then used to label the new record. With

respect to the evaluation reported here, similarity was measured using Euclidean Distance

(ED) measurement. More specifically, with respect to the evaluation presented here, the

bank comprised a set of motifs, D′ = {〈m1, c1〉, 〈m2, c2〉, . . . } where mi is a frequent motif

and ci is a class-label. The time series to be labelled, the query time series, was then

processed, using the proposed SGR-FMD approach, so that it is represented as a set of

sub-sequences, Q′ = {q′1, q′2, . . . } each of which is to be matched with the motifs held in

D′. In other words, qi will be labelled based on the knnc most similar mi in D′. Two values

for the number of nearest neighbours to be identified were used, knnc = 1 and knnc = 3.

Given that the proposed Candidate Frequent Motif Generation process presented in

this chapter will typically identify more than one frequent motif in a time series, |Q′|
classification labels will be identified; only one is required, the most appropriate label. To

select the “winning” class-label, three different Conflict Resolution Methods (CRMs) were

considered: Shortest Distance (SD), Shortest Total Distances (STD) and Highest Votes

(HV). The SD method simply chooses the class associated with the most similar motif.

The STD method chooses the class associated with the lowest accumulated distance; the

total similarity distances is calculated for each class and the class with the shortest total

distance is selected. The HV method chooses the class with the highest number of votes.

In each case, if there is more than one winner, one of the other CRMs is applied.

From the foregoing, a set of two values for knnc, {1, 2}, and three CRMs, {SD, STD,

HV}, were experimented with to classify unlabelled point series. The metrics used were

accuracy, precision, recall and F-score for both knnc = 1 and knnc = 3. For the experiments,

ω = {100, 200, 300} and k = {10, 20, 30} were again used, coupled with σm = 0.025,

λ = 0.025 and max = 2× k. The results obtained using the three proposed CRMs, {SD,

STD, HV}, were presented in Table 7.6. As can be seen from the table, HV produced

the best results in terms of classification accuracy; a best accuracy (in bold) in 14 of the

18 experiments. The SD method provided the second-best results with respect to 7 of

the experiments, followed by the STD method which produced only two best accuracy

results (in both cases, one of the other methods also produced the best result). In terms

of F-score, SD produced the best performance (9 experiments), followed by both STD

and HV (5 experiments for each). The best value for knnc seems to be difficult to identify;

although knnc = 1 gave slightly more best accuracy results and produced the best accuracy

result in the table (the grey cell).

Although the three considered CRMs were ordered according to their best accuracies,

the difference between these accuracies was slight. The accuracy results are therefore

presented in graph form in Table 7.8. Inspection of the graphs indicates that accuracy was
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around 70% for SD and HV, and bellow 70% for STD, regardless of the knnc value used.

It can thus be concluded that there was little to choose between the SD and HV methods.

Table 7.8: Classification accuracy for the SGR-FMD approach using three different conflict
resolution methods, and two values for knnc in classification
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7.6 Discussion

Given the results presented in the previous section, it can be concluded that, when using

the proposed SGR-FMD approach, the PCG data volume was reduced to between 29%

and 36% of its original volume, depending on the ω value used (the motif size). This was

reflected in the recorded runtime results, which were reduced significantly; by a factor of

more than 278. This runtime advantage is then the principal benefit offered by the SGR-

FMD approach, although a small decrease in accuracy was observed. Using the SGR-FMD

approach to extract the k most frequent motifs from a PCG time series record required

2.5 seconds on average; whilst in the case of the PCGseg Classification approach (which

used a bespoke segmentation technique) an average of 11.6 minutes was require to extract

two motifs from a PCG time series record (see Chapter 6).

Looking at the best results obtained by both the SGR-FMD and PCGseg Classification

approaches, it would be acceptable if the runtime were to slightly increase (by a matter

of seconds) in order to obtain a higher accuracy. As the application of this research is

electronic stethoscope diagnosis based on heart sounds, producing a higher accuracy than

obtained by the SGR-FMD approach presented in this chapter, at the relatively small

expense of a few seconds of extra waiting time, might be worthwhile. Of course, the faster

the better, but there is typically a trade-off between accuracy and speed when considering

classification methods.

One consideration is that the way of selecting motifs should be precise in order to

increase the likelihood of selecting best motifs, and hence improve effectiveness. In the

proposed SGR-FMD approach, they were selected from the collection of generated candi-

date frequent sub-sequences, Q′i, in a random manner, this could be the cause of the low

accuracy. Therefore, it is suggested that motifs should be selected in a more meaningful

manner. An alternative mechanism for finding motifs therefore merits consideration, even

at the expense of increased runtime. This possibility is explored in the following chapter

with respect to another proposed PCG classification approach, the fourth considered in

this thesis.

7.7 Summary

This chapter has presented the SGR-FMD approach to PCG classification. The objective

of this chapter was to address the challenge of finding discriminative motifs in long time

series by proposing two pruning mechanisms: (i) Silent Gap Removal and (ii) Candidate

Frequent Motif Generation. The first mechanism PCGsgr was founded on ideas proposed

with respect to voice time series to identify words and syllables, the intuition was that

little useful information could be extracted from the “silent gaps” between words and

syllables. The second mechanism, Candidate Frequent Motif Generation, featured a novel

way of clustering sub-sequences, without comparing all sub-sequences with all other sub-

sequences, to identify the most frequently occurring sub-sequences. The performance of the
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proposed SGR-FMD approach was ascertained in the context of runtime and the quality

of the motifs identified; runtime was improved by a factor of more than 278; however, a

slight drop in effectiveness was observed. The intuition was that the drop in effectiveness

could be attributed to the random nature in which motifs were selected using the SGR-

FMD approach; an intuition that led to the fourth approach presented in this thesis, the

CE-FCS approach. This approach is discussed in further detail in the following chapter.



Chapter 8

The CE-FCS Approach for

Phonocardiogram Classification

8.1 Introduction

In the previous chapter, the SGR-FMD approach was presented, applied to Amplitude-

PCG time series data. The approach comprised of two core processes: a silent gap removal

pre-processing technique (PCGsgr) and a frequent motif discovery algorithm (FMD) for

application to the pruned data. At the end of the chapter, it was suggested that, so as to

improve the quality of the selected motifs, more “meaningful” motifs should be generated.

This is the central theme of this chapter where the Cycle Extraction - Frequent Cycle

Selection (CE-FCS) approach to PCG time series classification is presented. The main

idea is to pre-process the PCG time series so that “more meaningful” candidate motifs

are retained by focusing on the heart cycles that feature in PCG data; the intuition was

that these would be more meaningful than those generated using the SGR-FMD approach

described in the previous chapter.

As in the case of the SGR-FMD approach, the Amplitude-PCG time series represen-

tation was used so that heartbeat cycles could be readily identified, see Figure 2.3(a).

This also offered the advantage that the process of detecting cycles can be visualised and

checked. The main objective of the work presented in this chapter was thus to generate

meaningful motifs, using a cycle extraction technique, so that a useful classification model

could be generated in an efficient and effective manner.

The proposed CE-FCS approach comprises two steps:

1. Cycle Extraction: A pre-processing technique for the extraction of heartbeat cycles

called the PCGce technique.

2. Frequent Cycle Selection (FCS): A two-step process comprised of:

• Candidate Frequent Cycle Detection: Removing of cycles that are infre-

quent, using a novel technique involving the distribution of cycles.

111



112 Hajar Alhijailan

• Frequent Motif Discovery: Discounting cycles that are considered not to be

good discriminators of a single class.

As in the case of the previously presented PCG classification approaches, the relevant

symbols with respect to the CE-FCS technique presented in this chapter are given in

Table 8.1.

The remainder of this chapter is organised as follows. The Cycle Extraction - Frequent

Cycle Selection approach is presented in Section 8.2. Section 8.3 provides a description

of the proposed PCGce cycle extraction pre-process. The proposed FCS process is then

presented in Section 8.4, which includes descriptions of the Candidate Frequent Cycle De-

tection and Frequent Motif Discovery sub-processes. In Section 8.5, an extensive analysis

of the results obtained from experiments conducted to evaluate the proposed CE-FCS

approach is presented. Some further discussion is given in Section 8.6, and finally in

Section 8.7, some conclusions concerning the information presented in this chapter are

provided.

8.2 The CE-FCS Approach

This section presents the proposed Cycle Extraction - Frequent Cycle Selection (CE-FCS)

PCG classification approach. A schematic of the proposed approach is given in Figure 8.1.

The figure shows the “Cycle Extraction” pre-process and the two sub-processes, “Candi-

date Frequent Cycle Detection” and “Frequent Motif Discovery”, within the FCS process.

The example training data set, in the figure, is the same as that used for the schematics

given in Chapters 5 to 7; nine labelled time series: 4, 3 and 2 time series belonging to

the classes blue, green and red respectively. It should be noted that, as demonstrated

by the evaluation results presented later in this chapter, that the number of motifs of

any class retained at the end of the process (in the “motif bank”) does not seem to be

unduly affected by the number of the time series associated with an individual class in the

training data set. Thus, in the example shown in the figure, the blue class features the

highest number of time series but, by the end of the process, results in the lowest number

of motifs. From the figure, it should also be noted (as in the case of the schematics given

in Chapters 5 to 7) that the input to processes indicated by multiple arrows are intended

to indicate that time series could be processed in parallel; whereas a single arrow indicates

that parallel processing is not possible.

The CE-FCS approach starts with the Cycle Extraction process where the proposed

PCGce technique is applied. This is the data pre-processing step which is discussed in

detail in the following section, Section 8.3. The extracted cycles are then sent to the

Candidate Frequent Cycle Detection sub-process. As can be seen from the figure, the

cycles associated with each class are processed in turn.

During the Candidate Frequent Cycle Detection process, the distance, d, between each

cycle and a “zero-motif” is calculated (the zero-motif concept was discussed previously
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Table 8.1: CE-FCS approach symbol table

p A numeric value representing a point in a point (time) series.
P A point (time) series comprising a sequence of points {p1, p2, . . . } and, in the

case of PCGs, consisting of a number of cardiac cycles.
C A set of classes {c1, c2, . . . }.
h A heartbeat, a sub-sequence of P considered to form a cardiac cycle, h ⊂ P .
m A motif, a heartbeat h that is deemed (in some sense) to be representative of a

class.
zm The zero-motif, a hypothetical motif comprised of only zero values.
T A set of point series and class-label pairs {〈P1, c1〉, 〈P2, c2〉, . . . }.
H A set of cycle and class-label pairs {〈h1, c1〉, 〈h2, c2〉, . . . }.
ζ The z-score, in a Gaussian Distribution, used with respect to the distribution of

Dz.
z1,z2 Two numbers forming the boundaries of ζ.
H ′ The set of pairs in H which appear within the range of z1 and z2, H

′ ⊂ H.

H A set of cycles of a certain class-label ci, H ⊂ H.
H ′′ The set of pairs in H ′ that are good class-label discriminators, H ′′ ⊂ H ′.
Dz A set holding similarity values {dz1 , dz2 , . . . }, where dzi corresponds to hi ∈ H.

f The frequency with which a cycle h occurs in H.
M A set of motif and frequency value pairs {〈m1, f1〉, 〈m2, f2〉, . . . }.
E The energy of P comprising a sequence of values {e1, e2, . . . }.
E′ The standardised E.
V The envelope of E′ consisting of a number of oscillations.
X A set of points in V that might lead to the boundaries of cardiac cycles hi in P .
X ′ A set of points in V that are anticipated to form the boundaries of hi in P .
µd The mean of Dz.
µe The mean of E.
σd The standard deviation of Dz.
σe The standard deviation of E.
σm A pre-specified frequency threshold.
α A pre-specified oscillation-width threshold.
λ A pre-specified similarity threshold for comparing two sub-sequences or motifs.

max A pre-specified maximum size for a set of motifs M .
flag A pre-specified decision for eliminating the size of each class in M to be either

max or not (all).
k A pre-specified threshold limiting the number of motifs in M to the k most

frequently occurring motifs, k < max.
t A dynamically computed threshold for detecting cycles hi in V .
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Figure 8.1: Schematic showing the basic operations of the CE-FCS approach

in Chapter 7). After all the distance values for all cycles in the given class have been

calculated, their Gaussian distribution is considered. Cycles whose associated distance

value falls within a given number of standard deviations from the mean (µd) distance

value, defined by the threshold ζ, are retained. The process is repeated for each class and

the collected candidate frequent cycles passed to the Frequent Motif Discovery sub-process.

The Frequent Motif Discovery process commences by determining the “real” distances

between the cycles (as opposed to the computationally less expensive zero-motif distance).

The cycles are then arranged in descending order according to their frequency so that

the most frequent can be selected. At this stage, one option was to consider pruning the

retained cycles so that only a predefined number, max, were retained; the alternative was

to retain all cycles. Whatever the case, the next step was to group the retained cycles

according to their class-label. Each cycle is then compared to each other cycle in each

other group. The cycles that are found to be similar to cycles in other groups are marked

with an “x” (not good discriminators of class). The remaining cycles are then processed
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further. The algorithm needs only the top k frequent cycles per class, if available. These

are marked with a “X” (good discriminators of class) and the process is terminated for

that class. In the example given in Figure 8.1 k = 5 was used, the example motif bank

however contains: 3, 4 and 5 motifs belong to the classes blue, red and green respectively

because k is a maximum. The identified cycles then form the “motif bank” to be used to

label previously unseen time series.

The pseudo code for the CE-FCS approach parent process is given in Algorithm 20.

The inputs are: (i) a set T of point series and class pairs, (ii) a set C of class-labels, (iii)

the maximum size max for specifying the number of cycles in M , (iv) a threshold k for

limiting the number of frequent motifs selected, (v) a threshold α for extracting cycles, (vi)

a threshold σm for defining the concept of frequency, (vii) a threshold λ for defining the

concept of similarity, (viii) a distribution threshold ζ used for determining which cycles

to retain and (ix) a pruning flag, flag, set to “max” if M is to be pruned, and “all”

otherwise. The output is a set H ′′ of frequently occurring motifs that are considered to

be good discriminators of class.

Algorithm 20 CE-FCS Approach

Require: T , C, max, k, α, σm, λ, ζ, flag
Ensure: H ′′

1: H ← ∅, A set to hold cycle-class pairs
2: H ′ ← ∅, A set to hold subset of H, the frequent pairs
3: for ∀〈Pi, ci〉 ∈ T do
4: Hi ← PCGce(Pi, ci, α)
5: H ← H ∪Hi

6: end for
7: for ∀ci ∈ C do
8: H i ← A set of cycles of class ci deducted from H
9: H ′i ← candidateFreqCycDetection(H i, ci, ζ)

10: H ′ ← H ′ ∪H ′i
11: end for
12: if H ′ 6= ∅ then
13: H ′′ ← freqMotifDiscovery(H ′, C,max, k, σm, λ, flag)
14: end if
15: return( H ′′ )

The algorithm commences by initialising the sets H and H ′ with ∅ (empty set). Each

time series and class pair, 〈Pi, ci〉 in T , is processed in turn. The cycles in each time series

Pi are then extracted using the PCGce process described later in Section 8.3 (lines 3 to 6).

The resulting cycle and class pairs, 〈hi, ci〉, are stored in H. Each class is then processed in

turn (lines 7 to 11) and the size of the set H is reduced by removing infrequent cycles so as

to give a set of cycles H ′. The cycles associated with the class ci are collected in a set H i

(line 8). This is then processed (line 9), using the Candidate Frequent Cycled Detection

sub-process (candidateFreCycDetecion) described in Sub-section 8.4.1 below, to identify

the set of frequent cycles H ′i. All frequent cycles from all classes are stored in the set H ′
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(line 10). This is then further processed (line 13), using the Frequent Motif Discovery

process (freqMotifDiscovery) described in Sub-section 8.4.2, to identify the set H ′′, the set

of k most frequent cycles which can be then used as a “motif bank” in a Nearest Neighbour

Classification (NNC) model to label previously unseen PCG time series.

From Algorithm 20, it can be seen that there are three function calls. The first call

(line 4) is for the pre-processing technique, PCGce, presented in the following section,

Section 8.3. The remaining two function calls (lines 9 and 13) are for the two sub-processes

making up the FCS parent process discussed in further detail in Section 8.4.

8.3 Cycle Extraction

This section presents the PCGce cycle extraction technique. A number of pre-processing

methods were presented in Chapter 2, where it was noted that, in the case of Amplitude-

PCG data, it is possible to extract the heartbeat cycles and then to isolate the cycle

components. PCG signals comprise cycles, each comprised of: (i) a heartbeat, (ii) some

murmurs and clicks, if diseased, and (iii) noise, if applicable. In a cycle there are two heart

sound components, S1 and S2, corresponding to the closing of the atrioventricular valve

and then the semilunar valve. A cycle is measured, in this chapter, from the start of the

S1 component to the start of the following S1 component. The central idea underpinning

the CE-FCS approach presented in this chapter was to segment a data set of labelled PCG

signals into a collection of cycles with cycles grouped (clustered) according to class-label.

This idea is common in the field of Signal Processing and has been applied previously

to PCG signals, for example to study the duration of S1 or to find what are known as

“click positions” [110, 159, 177]. The proposed technique in this section differs from this

previous work in that the focus is on “whole cycles” rather than their components. The

technique, was founded on that presented in [58], but with modifications, and operates

using a dynamic threshold computed for each signal (PCG time series) to detect the

beginning of cycles.

For each point series P = {p1, p2, . . . }, two parameters are calculated: (i) the stan-

dardised signal energy envelope, V , and (ii) the threshold, t. The first, V , is the signal

(time series) energy E which is standardised to give E′ and then the encompassing “en-

velope” extracted. The threshold t, as will become clear later in this chapter, is used to

define an Amplitude “cut-off” value used to detect the beginning of cycles. The energy

E = {e1, e2, . . . } is computed by squaring the Amplitude values (pi) in P , where each ei

in E is calculated as shown in Equation 8.1:

ei = p2i (8.1)

There are many other ways to calculate the energy of a signal, such as using absolute

value, Shannon entropy or Shannon energy [58]; each of them serves a goal. The aim in the

context of the work presented in this chapter is to detect the beginning of cycles, the start

of the S1 component, usually the component with the highest Amplitude (the loudest) [40].
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The above method of calculating the energy (squaring the points) was therefore adopted

because point values with high Amplitude will be favoured over those with low Amplitude.

This will in turn facilitate S1 detection.

The standardised energy E′ = {e′1, e′2, . . . } is then calculated as presented in Equa-

tion 8.2:
e′i =

ei − µe
σe

(8.2)

Where µe and σe are the mean and standard deviation of E respectively. The envelope V

of E′ can thus be defined and used to detect the beginning of cycles using the Amplitude

“cut-off” value t.

The process is illustrated in Figure 8.2. The process starts by identifying the oscilla-

tion in V with the highest energy value, the magenta oscillation in Figure 8.2(a). Then,

the predefined α threshold, a percentage of the width of the oscillation with the highest

Amplitude (the start and end of an oscillation can be identified from trend changes in

V ), is used to determine the value for t, the cyan line shown in Figure 8.2(b) (and Fig-

ure 8.2(c)). The value for t is used to find ascending intersection points in V as shown

in Figure 8.2(c). Any oscillations in the energy envelope V whose Amplitude falls below

t are ignored, because they are deemed to be clicks and murmurs. Using this process,

some ascending intersection points demarcating S2 components will still be retained, as

illustrated in Figure 8.2(c). To remove these, the distance between intersection points is

considered, if this falls below the average distance then we have an S2 intersection point

which should be ignored. The retained points are then used to “track” back along the

envelope until a change in trend is discovered; this marks the start of an S1 component

and thus the start of a cycle, the cycle ends with the start of the following S1 component.
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Figure 8.2: Dynamic t value calculation using a PCG envelope signal: (a) example PCG
envelope with the highest Amplitude oscillation highlighted, (b) t value calculation and
(c) intersect points

The pseudo code for the PCGce technique, incorporating the above, is given in Algo-

rithm 21. The inputs are: (i) a point series P , (ii) a class-label c and (iii) an oscillation-

width threshold α. The output is a set H containing identified cycle and class pairs,
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H = {〈h1, c〉, 〈h2, c〉, . . . }. The technique commences by initialising the sets H and X ′

with ∅ (empty set), and defining two variables: startS1 to hold the start index of an oscil-

lation in an envelop V and avg to hold the average of the distances between intersection

points. The process then operates by calculating the signal energy E (line 5) and then

standardising this (line 6). The energy envelope V is then determined (line 7). Next, a

value for t is calculated using the threshold α (line 8). This is then used to populated a

set X of intersection points (line 9) from which a set X of distances between points in X

is calculated and a consequent average distance value derived (lines 10 and 11). The set

X is then processed (lines 12 to 17) and points in X associated with distances below the

average removed from X; in other words, intersection points indicating S2 components are

removed. The remaining points in X, indicating locations in V , are used to track back

along the energy envelope to identify cycle start points (change in trend points); these are

stored in X ′. Consecutive cycle start points in X ′ are used to define cycles in P . Each

index value in X ′ is processed in turn (lines 18 to 23), except the last value, to define a

set of cycles each of which starts with a point x′i and ends just before the next start point

x′i+1; these cycles are stored in H together with the given class-label, c. The algorithm

exits with H (line 24).

Algorithm 21 PCGce

Require: P , c, α
Ensure: H

1: H ← ∅, A set to hold cycle-class pairs
2: X ′ ← ∅, A set to hold points expected to be the beginning of cycles
3: startS1, A variable to hold a point value marking the start of S1 component
4: avg, A variable to hold an average value
5: E ← Signal energy for P calculated using Equation 8.1
6: E′ ← Standardisation of signal energy E calculated using Equation 8.2
7: V ← Envelope of E′

8: t← A “cut-off” value computed for V using the threshold α as in Figure 8.2(b)
9: X ← A list of test points extracted from V as in Figure 8.2(c)

10: X ← A list of distances between points in X
11: avg ← Average distances in X
12: for ∀xi ∈ X do
13: if xi > avg then
14: startS1← Point in V , tracking back from xi, marking the start of increase
15: X ′ ← X ′ ∪ startS1
16: end if
17: end for
18: for ∀x′i ∈ X ′ do
19: if i 6= |X ′| then
20: h← ∀ pj ∈ P : x′i ≤ j < x′i+1

21: H ← H ∪ 〈h, c〉
22: end if
23: end for
24: return( H )
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8.4 Frequent Cycle Selection

In Section 8.2, a high-level overview of the proposed CE-FCS approach was presented.

The approach comprises two processes, Cycle Extraction (PCGce) and Frequent Cycle

Selection (FCS). The first was discussed in the above section, the second is discussed in

this section.

As discussed earlier in Chapter 2, a motif is a time series sub-sequence that is represen-

tative of a class which can be used for the purpose of time series classification. Determining

whether a motif is representative of a time series or not is explored, in the context of this

thesis, using two strategies: (i) similarity- and (ii) frequency-based. With respect to the

motif discovery algorithm used in the first two approaches presented in this thesis, the MK

Benchmark and the PCGseg Classification approaches (discussed in Chapters 5 and 6), the

similarity-based strategy was used because this is what was proposed in [112] with respect

to the original MK algorithm. The alternative strategy to extract motifs based on fre-

quency, was explored in the previous chapter. The advantage, demonstrated in Chapter 7,

was that more representative motifs could be discovered leading to more accurate PCG

classification. The trade-off was greater time complexity, which was mitigated against in

the previous chapter using the concept of silent gap removal and in this chapter using the

concept of cycle extraction.

For the proposed motif discovery algorithm with respect to this chapter, FCS, repre-

sentativeness was measured from the frequency-based perspective. Given a set H of cycles

associated with a particular class, a frequent motif is a cycle h ∈ H that occurs in H more

often than some threshold σm. In other words, for hj to be considered to be a frequent

motif, the set H must include at least σm cycles that are in some sense all similar to

hj , as defined according to a similarity threshold λ. The set of candidate frequent motifs

generated from H is then given by M = {〈m1, f1〉, 〈m2, f2〉, . . . }, where fi is the frequency

count (fi ≥ σm% of |H|).
Given a set of candidate frequent motifs M , the k most frequently occurring motifs

associated with a class-label ci are, arguably, the most representative of their class ci.

The top k motifs drawn from the set of frequent motifs M is given by the set H ′′ =

{〈h′′1, c1〉, 〈h′′2, c2〉, . . . }. The top k motifs should not be similar to other motifs in H ′′ that

are associated with different class-labels. In other words, a motif in the set H ′′ is defined

as one where either there are no similar motifs in H ′′ or, if there are similar motifs in H ′′,

they are all linked to the same class; H ′′ can be more formally defined as follows:

• H ′′ = {〈h′′1, c1〉, 〈h′′2, c1〉, . . . , 〈h′′k, c1〉,
〈h′′k+1, c2〉, 〈h′′k+2, c2〉, . . . , 〈h′′2×k, c2〉,
. . . ,

〈h′′(|C|−1)×k+1, c|C|〉, 〈h
′′
(|C|−1)×k+2, c|C|〉, . . . , 〈h

′′
|C|×k, c|C|〉}.

• ∀ 〈h′′i , ci〉 ∈ H ′′ @ 〈h′′j , cj〉 ∈ H ′′ : h′′i ' h′′j ∧ ci 6= cj .
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As mentioned above, the proposed motif discovery algorithm, FCS, comprises two sub-

processes, Candidate Frequent Cycle Detection and Frequent Motif Discovery; each of

which is detailed in the following two sub-sections, Sub-sections 8.4.1 and 8.4.2.

8.4.1 Candidate Frequent Cycle Detection

As in the case of the Frequent Motif Discovery (FMD) algorithm described in the previous

chapter, the idea is to prune, early on in the process, cycles (sub-sequences) that cannot be

frequent in order to enhance the efficiency of the proposed FCS process, and consequently

the CE-FCS approach. This pruning leads to retaining only a set of candidate frequent

cycles, H ′, that are good indicators of a class; H ′ is thus a subset of H. Recall that

the intuition was that frequent cycles would equate to motifs. To find cycle frequency,

a novel algorithm was proposed in Chapter 7 which used a hypothetical motif (cycle in

this chapter) zm, the “zero-motif”, holding only zero values, zm = {zmj : zmj = 0, 1 ≤
j ≤ |h| ∀ h ∈ H}. The similarity between each heartbeat hi ∈ H, and zm was calculated

using an Euclidean Distance similarity function, d(hi, zm). However, given that zm is

a vector of zeros, the similarity function can be simplified as presented in Equation 8.3,

which coincides with Root Sum Square (RSS) calculation.

d(hi, zm) =

√√√√√ |hi|∑
j=1

h2ij (8.3)

Since the length of each cycle |hi| is not fixed, the similarity value was normalised by divid-

ing it by the cycle length; the similarity function thus becomes as shown in Equation 8.4.

This was then the function used to populate the set of distances Dz.

d(hi, zm) = dzi =

√∑|hi|
j=1 h

2
ij

|hi|
(8.4)

RSS assumes that most of the obtained values fall to the middle of the value range and

describe a Gaussian distribution. The zero-motif distances were arranged in bins (the

x-axis of a Gaussian distribution curve), for which the mean (µd) and standard deviation

(σd) values were calculated. Using µd, σd and a given number of standard deviations

threshold ζ; the value of two variables z1 and z2 can be calculated using Equation 8.5.

The variables z1 and z2 are designed to limit the range of frequent similarity values; the

cycles associated with the bins falling within the range defined by z1 and z2 are retained

to give H ′.

z1 = µd + (ζ × σd) z2 = µd − (ζ × σd) (8.5)

The pseudo code for the Candidate Frequent Cycle Detection sub-process is given in

Algorithm 22. The inputs are: (i) a set of cycles, H, of a given class, (ii) their class-label c,

and (iii) a threshold ζ. The output is a set of candidate frequent cycles H ′. The algorithm

commences (line 1) by defining the zero-motif zm, this is included for clarity purposes, in
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practice zm does not need to be specifically defined. Then, the sets H ′ is initialised with ∅
(the empty set). An empty set Dz corresponding to the given set H is also initialised with

∅ to hold the distance (similarity) values from zm, once calculated. First, the set H is

processed (lines 4 to 7) so as to populate Dz; note that there is a one-to-one correspondence

between H and Dz. The µd and σd parameters of the set Dz are then extracted (lines 8

and 9). Given the calculated µd and σd values and the ζ input parameter, the limits z1

and z2 are calculated (line 10). The cycles in H associated with distances (bins) within

the range between z1 and z2 are stored in H ′ (lines 11 to 15). The retained set of cycles

H ′ is then returned (line 16).

Algorithm 22 Candidate Frequent Cycle Detection

Require: H, c, ζ
Ensure: H ′

1: zm← The zero-motif
2: H ′ ← ∅, A set to hold frequent cycles, which are within ζ standard deviations
3: Dz ← ∅, A set to hold distance values
4: for ∀hi ∈ H do
5: dzi ← Euclidean similarity between hi and zm calculated using Equation 8.4
6: Dz ← Dz ∪ dzi
7: end for
8: µd ← The mean of the set Dz

9: σd ← The standard deviation of the set Dz

10: z1, z2 ← Two numbers calculated using µd, σd, ζ and Equation 8.5
11: for ∀hi ∈ H do
12: if z2 ≤ dzi ≤ z1 then
13: H ′ ← H ′ ∪ 〈hi, c〉
14: end if
15: end for
16: return( H ′ )

8.4.2 Frequent Motif Discovery

The final process in the FCS algorithm is the Frequent Motif Discovery sub-process. The

aim of this sub-process, given a set of candidate frequent cycles H ′ generated using the

Candidate Frequent Cycle Detection sub-process described in the foregoing sub-section, is

to identify the most frequent motifs (cycles) that, by definition, are deemed to be good

discriminators of class. However, the number of remaining cycles in H ′ may still be large

and some may not necessarily be good discriminators of class. As in the case of the SGR-

FMD approach described in the previous chapter, an optional step is therefore to limit

the number of candidate frequent cycles to be considered using a user-defined threshold

max. Thus, the idea is to select the max most frequent candidates from the set H ′. If

this option is not chosen, all the frequent candidates in the set H ′ will be considered.

The pseudo code for the Frequent Motif Discovery algorithm is presented in Algo-

rithm 23. The inputs are: (i) a set of candidate frequent cycles H ′; (ii) a set C of all
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class-labels; (iii) the thresholds σm, λ, k and max; and (iv) a pruning decision, flag, set

to “max” if M is to be pruned, and “all” otherwise. The output is a set H ′′ of identified

frequent cycles.

Algorithm 23 Frequent Motif Discovery

Require: H ′, C, max, k, σm, λ, flag
Ensure: H ′′

1: H ′′ ← ∅, An empty set to hold top k frequent cycles
2: M ← ∅, An empty set to hold frequent cycle and frequency pairs
3: for ∀ci ∈ C do
4: H ← A set of cycles of class ci deducted from H ′

5: for ∀hj ∈ H do
6: fj ← The number of cycles in H that are similar to hj according to the threshold

λ
7: if fj ≥ σm×|H|

100 then
8: M ←M ∪ 〈hj , fj〉
9: end if

10: end for
11: if M 6= ∅ then
12: Reorder the set M according to frequency values in descending order
13: if flag = “max” and |M | > max then
14: M ← A set of first max motifs (cycles) in M
15: end if
16: count← 0, A counter for selecting k cycles from M
17: for ∀mj ∈M and count < k do
18: if isGoodDiscriminator(H ′,mj , ci) then
19: H ′′ ← H ′′ ∪ 〈mj , ci〉
20: count← count+ 1
21: end if
22: end for
23: end if
24: end for
25: return( H ′′ )

The algorithm commences by initialising the sets H ′′ and M with ∅ (the empty set).

The algorithm processes the cycles associated with each class separately (lines 3 to 24). In

each iteration, the generated set H is comprised of the complete set of cycles associated

with the class-label ci and the content deducted from H ′ (line 4). Next, the frequency

count fi for each cycle hj ∈ H is calculated (lines 5 to 10) using Euclidean Distance and

the λ parameter for determining the similarity between cycles; note that the similarity

comparisons are abandoned as soon as the similarity value exceeded λ. In each case, if the

count is greater than or equal to σm% of |H|, the cycle and its frequency value are stored

in a set M = {〈m1, f1〉, 〈m2, f2〉, . . . }. Note that if a high σm threshold value is used, the

set M may be empty, this is tested for in line 11. If the set M is not empty, it is reordered,

in descending order of frequency value (line 12). The next step (lines 13 to 15) depends

on the pruning decision flag, if flag = “max”, only the max most frequent cycles are
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retained in the set M . Otherwise, the algorithm goes directly to line 16 where a counter,

count, is set for selecting the k most “discriminative” motifs from the set M . The most

discriminative motifs are considered to be the most frequently occurring cycles that are

associated with only one class (there are no similar cycles associated with other classes).

The function isGoodDiscriminator (line 18) therefore ensures that by comparing each cycle

mj in M with all other cycles in H ′ that are associated with different class-labels; only

the discriminative cycles are added to the set H ′′ (line 19). Similarity is measured in the

same way as before using Euclidean Distance and the λ parameter.

8.5 Evaluation

In the foregoing, the operation of the Cycle Extraction technique (PCGce), and Frequent

Cycle Selection algorithm (FCS) were presented. These two processes form the CE-FCS

approach, the evaluation of which is reported on in this section. As in the case of the

evaluation reported in the three previous chapters, the evaluation was conducted using

the collected evaluation data set described in Chapter 3. The objectives of the evaluation

were:

Objective 1, Operational Analysis: To investigate the operation of the proposed

approach.

Objective 2, Pruning Techniques Analysis: To investigate the effect of the pruning

techniques used on the data size.

Objective 3, Comparison with the SGR-FMD Approach: To compare the oper-

ation of the proposed CE-FCS approach with the SGR-FMD approach in terms of

computational efficiency (runtime) and effectiveness (accuracy).

Objective 4, Most Appropriate Parameter Settings: To establish the most appro-

priate parameter settings for:

• The Cycle Extraction pre-processing technique (PCGce), which uses the param-

eter α, the oscillation width.

• The Frequent Cycle Selection (FCS) process, which uses the parameters: (i) a

similarity threshold λ, (ii) a frequency threshold σm, (iii) a number of standard

deviations threshold ζ, (iv) two selection thresholds k and max, and (v) the

pruning decision option flag.

• The adopted NNC classification model, and the most appropriate method for

conflict resolution, where a number of motifs is considered.

Each of the above objectives are considered in turn in the following four sub-sections, Sub-

sections 8.5.1 to 8.5.4. The evaluation metrics recorded were accuracy (acc), precision

(prec), recall (rec), F-score (f-s) and runtime. Five-fold cross-validation was adopted
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and the data was statically stratified with respect to all the reported experiments. The

evaluation was conducted using the Java programming language. The experiments were

run on an iMac Pro (2017) computer with 8-Cores, 3.2GHz Intel Xeon W CPU and 19MB

RAM.

8.5.1 Operational Analysis

In this sub-section, the evaluation of the operation of the proposed CE-FCS approach

is presented. Examples of cycle motifs for each of the four classes obtained during the

evaluation of the approach are given in Figure 8.3. As the figure shows, each motif is a

complete cycle. Using NNC and five-fold cross-validation, the best and worst accuracies

recorded were 72.0% and 53.3%. The precisions, recalls and F-scores were 0.253, 0.311

and 0.272 for the best accuracy, and 0.042, 0.076 and 0.041 for the worst. In addition, the

recorded standard deviation for the classification model was good, giving an average of

around 0.05. The average runtime to extract the k most frequent motifs from one record

was 0.65 seconds. The total time for the whole data set was less than a minute (38.45

seconds), on average, for each experiment. A set of 90 experiments was conducted to

determine the best values for the FCS algorithm variables, more details concerning these

experiments are given in Sub-section 8.5.4.

8.5.2 Pruning Techniques Analysis

In the proposed CE-FCS approach, two pruning techniques were used: (i) extracting cycles

using PCGce and (ii) identifying candidate frequent cycles. Applying the former technique,

the input time series P was reduced by about 11%. The Candidate Frequent Cycle Detec-

tion then takes as input a set of cycles H (the output from the PCGce technique) and a

threshold ζ defining the number of standard deviations to select the most frequent cycles

and prune the remainder. The proposed method involved determining the Gaussian dis-

tribution of the similarity values (distances) of the given cycles and then selecting those

that were within ζ standard deviations.

A histogram of the distances of each class in the evaluation data set was plotted where

the number of bins was a tenth of the number of distances to be distributed. This is

illustrated in Figure 8.4 which shows the distribution for each class in the evaluation data

set (the red line is the best-fit curve). From the figure, it can be seen that a Gaussian

distribution curve results with long tails for all four classes. This tail was trimmed because

the focus of the proposed method is the frequent (peak) area. The so called “68-95-99.7

empirical rule” was adopted for selecting the frequent cycles. This rule assumes that

68.27%, 95.45% and 99.73% of the data, cycles, fall within 1, 2 and 3 standard deviations

respectively from the mean (µd). This is illustrated in Figure 8.5. The mean (µd) and

standard deviation (σd) values was calculated using fitdist1, a built-in function in the

MATLAB software package.

1https://uk.mathworks.com/help/stats/fitdist.html
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Figure 8.3: Example motifs (cycles) for each class in the Amplitude-PCG evaluation data
generated using the proposed CE-FCS approach

Experiments were conducted using ζ = {1, 2, 3} to identify the most appropriate pa-

rameter settings (more details are given in Sub-section 8.5.4). Using the three values for

ζ, the data set size, the set of cycles H, was reduced by approximately 32%, 5% and

1% respectively. The total percentage reductions were 45%, 18% and 13% of the original

data size for ζ = {1, 2, 3} respectively. Given that the raw Amplitude-PCG time series

comprised approximately 50 million data points, the remainder after application of the

first pruning technique was 44.5 million data points. A further pruning was achieved with

the second pruning technique; 24.5, 36.5 or 38.7 million data points respectively. The

significance of the total reduction in the size of the input data was that it reduced the

total number of motifs (sub-sequences, cycles) to be considered, which was not the case

with respect to the previous three approaches presented in this thesis in Chapters 5 to 7.

8.5.3 Comparison with the SGR-FMD Approach

To evaluate the performance of the proposed CE-FCS approach presented in this chapter,

its operation was compared with the SGR-FMD approach presented in Chapter 7, the
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Figure 8.4: The best-fit distribution curve for distance similarity values for each of the
four classes that appear in the evaluation data set

best approach presented in this thesis so far in terms of computational efficiency and

effectiveness. To determine the runtime complexity, 18 sets of experiments were conducted

using ζ = {1, 2, 3}, k = {10, 20, 30} and flag = {all, max}; max = 2×k was again used as

in the case of the SGR-FMD approach. Later experiments, detailed in Sub-section 8.5.4,

demonstrated that the adopted range of values for both λ and σm had no effect on runtime;

although for the experiments reported in this sub-section λ = 17e5 and σm = 0.1 were

used. Therefore, the discussion of the runtime experiments presented here focuses on the

ζ, k and flag parameters (the pruning option used).

The recorded CE-FCS runtime results are presented in terms of milliseconds in Ta-

ble 8.2, these are the average runtime for one PCG time series obtained using Five-fold

Cross-Validation (FCV). In the table, the runtime results for the CE-FCS approach are

presented for the Cycle Extraction pre-process (PCGce) and the Frequent Cycle Selection

process (FCS) comprised of the Candidate Frequent Cycle Detection and Frequent Motif

Discovery sub-processes. The second sub-process has two versions, “all” where all frequent

cycles are considered, and “max” where only a predefined maximum number of frequent

cycles are considered. The last column in the table (Total) presents the total runtime to

process a single PCG time series (the sum of the values in the previous three columns).
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Figure 8.5: Distance distribution of the four classes that appear in the evaluation data set
showing the first three standard deviations

Table 8.2: Detailed runtime results for CE-FCS approach (in milliseconds)

ζ k PCGce

FCS
Total

CFCD
FMD

all max all max

1
10

270.68

69.15
178.81 255.93 518.64 595.76

20 197.80 193.22 537.63 533.05
30 210.68 188.47 550.51 528.30

2
10

69.49
205.08 507.46 545.25 847.63

20 236.27 416.61 576.44 756.78
30 259.15 403.05 599.32 743.22

3
10

69.66
201.19 606.27 541.53 946.61

20 237.63 531.19 577.97 871.53
30 265.59 514.24 605.93 854.58

Key: CFCD = candidate frequent cycle detection and FMD = frequent
motif discovery.

From the table, it can be clearly seen that the difference between the runtime results

using different values of ζ, when selecting candidate frequent cycles, was negligible. More-

over, the larger the k value, the more time that was required to discover the frequent

motifs using the “all” pruning option, and the less time that was required to discover the

frequent motifs using “max” pruning option. The difference between the pruning options

(“all” and “max”) in runtime was not very clear: most “max” experiments required longer

runtime; however, two of them (ζ = 1 with k = 20, and ζ = 1 with k = 30), achieved

lower runtimes than the “all” option. It is more obvious when using the “max” option

that the required runtime increased with ζ because a larger number of included cycles re-

quires more processing. However, the total runtime required for a single time series to be

processed, on average, was similar in all cases; the difference in runtime was less than half

a second, the fastest was 518.64 ms (0.52 sec) and the slowest was 946.61 ms (0.95 sec).

Comparing these runtime results with the SGR-FMD approach, the runtimes required for
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both approaches are presented in Table 8.3, these are the total runtimes to classify one

record in s.SS format (seconds and decimals of seconds). From the table, it can clearly

be seen that the runtime for the CE-FCS approach was much better than that required

using the SGR-FMD approach. It took, on average, less than a second per record using

CE-FCS, this compared very favourably with the SGR-FMD approach, which required, on

average, more than two and a half seconds per record. The proposed CE-FCS approach

therefore reduced the model generation time by a factor of more than three.

Table 8.3: Recorded runtime results (s.SS format) for the CE-FCS and SGR-FMD ap-
proaches

ζ k
CE-FCS Approach

ω k SGR-FMD Approach
all max

1
10 0.52 0.60

100
10 0.49

20 0.54 0.53 20 0.81
30 0.55 0.53 30 1.13

2
10 0.55 0.85

200
10 1.17

20 0.58 0.76 20 2.19
30 0.60 0.74 30 3.22

3
10 0.54 0.95

300
10 2.33

20 0.58 0.87 20 4.52
30 0.60 0.85 30 6.71

Average 0.65 2.51

To compare with the SGR-FMD approach in terms of effectiveness, the classification

metrics for both approaches are presented in Table 8.4. In the table, the first column

indicates the adopted NNC Conflict Resolution Method (CRM), Shortest Distance (SD),

Shortest Total Distances (STD) and Highest Votes (HV). Details of these CRMs were given

in the previous chapter, Chapter 7, where the SGR-FMD approach was presented. For the

proposed approach, only the experiments that used λ = 164e5, σm = 0.1, knnc = 3 and

“max” pruning option are presented in the table, because this combination produced the

best classification accuracy; for the SGR-FMD approach, only the experiments that used

knnc = 1 are presented for the same reason. The best recorded accuracy for the CE-FCS

approach was 72.0%, whereas 71.3% was the best recorded accuracy with respect to the

SGR-FMD approach. The precision, recall and F-score values were 0.253, 0.311 and 0.272

for the CE-FCS approach, and 0.458, 0.442 and 0.440 for the SGR-FMD approach. Using

the best accuracy results, the CE-FCS approach required 0.74 second to mine one record,

whereas the SGR-FMD approach required 0.49 second. However, most of the runtime for

the CE-FCS approach was for the FCS processes which would only be conducted in the

training stage, whilst in the application stage, only PCGce is needed, which required 0.27

seconds on average. The increase in runtime, using CE-FCS, for the training stage was a

matter of milliseconds (a quarter of a second) for an increase in accuracy of 72.0% versus

71.3%, and a decrease in the application runtime of 0.27 sec versus 0.49 sec.
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Table 8.4: Recorded accuracy, precision, recall and F-score for the CE-FCS and SGR-FMD
approaches

CRM
CE-FCS Approach SGR-FMD Approach

ζ k Acc Prec Rec F-s ω k Acc Prec Rec F-s

SD

1
10 0.618 0.176 0.263 0.189

100
10 0.693 0.310 0.356 0.329

20 0.592 0.145 0.211 0.151 20 0.686 0.192 0.248 0.213
30 0.592 0.145 0.211 0.151 30 0.711 0.208 0.271 0.215

2
10 0.601 0.053 0.250 0.086

200
10 0.643 0.278 0.319 0.297

20 0.627 0.229 0.265 0.231 20 0.636 0.355 0.231 0.274
30 0.626 0.233 0.265 0.234 30 0.643 0.274 0.234 0.245

3
10 0.609 0.149 0.216 0.156

300
10 0.654 0.211 0.275 0.225

20 0.575 0.098 0.146 0.111 20 0.636 0.150 0.227 0.179
30 0.602 0.147 0.191 0.157 30 0.657 0.339 0.347 0.329

STD

1
10 0.609 0.151 0.221 0.173

100
10 0.660 0.347 0.339 0.338

20 0.575 0.157 0.178 0.140 20 0.602 0.190 0.218 0.202
30 0.594 0.216 0.228 0.207 30 0.561 0.112 0.166 0.124

2
10 0.618 0.208 0.254 0.221

200
10 0.635 0.213 0.289 0.244

20 0.585 0.115 0.201 0.129 20 0.642 0.262 0.301 0.268
30 0.602 0.153 0.234 0.167 30 0.575 0.165 0.124 0.134

3
10 0.601 0.172 0.246 0.192

300
10 0.637 0.158 0.250 0.184

20 0.567 0.159 0.176 0.166 20 0.615 0.148 0.198 0.168
30 0.575 0.201 0.144 0.147 30 0.613 0.240 0.213 0.212

HV

1
10 0.617 0.076 0.270 0.114

100
10 0.713 0.458 0.442 0.440

20 0.626 0.083 0.279 0.123 20 0.686 0.150 0.226 0.172
30 0.626 0.087 0.273 0.125 30 0.711 0.105 0.250 0.147

2
10 0.650 0.180 0.283 0.211

200
10 0.651 0.192 0.231 0.206

20 0.712 0.241 0.301 0.261 20 0.645 0.197 0.253 0.220
30 0.720 0.253 0.311 0.272 30 0.670 0.277 0.263 0.265

3
10 0.660 0.132 0.248 0.171

300
10 0.656 0.162 0.275 0.193

20 0.679 0.172 0.275 0.200 20 0.636 0.158 0.236 0.185
30 0.687 0.147 0.255 0.176 30 0.710 0.296 0.321 0.300

8.5.4 Most Appropriate Parameter Settings

As shown in the previous section, Section 8.4, the proposed approach used a number of

user-defined parameters for: (i) the PCGce pre-process, (ii) the FCS process and (iii)

the classification model. A set of values for each parameter was experimented with to

determine the best value. These are discussed, with respect to the above listed processes,

in the following three sub-sections, Sub-sections 8.5.4.1 to 8.5.4.3 respectively.

8.5.4.1 Parameter Settings for the PCGce Technique

The proposed cycle extraction technique uses a dynamic cut-off value t, computed using a

user-specified α% threshold expressed as a percentage of the width of the oscillation with

the highest Amplitude in a given PCG time series. This method was also adopted in [58],

where α = 70 was suggested to detect the S1 and S2 PCG components, and α = 90 to
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detect possible“click”. The focus with respect to this chapter was the detection of the

start of S1, therefore α = 70 was used which was able to detect all S1 components (and

some S2 components which were discarded later). An example of the results obtained is

given in Figure 8.6 using a fragment of one of the PCG time series used for the evaluation.

In Figure 8.6(a), the envelope signal is given for the raw signal shown in Figure 8.6(b).

From the figure, it can be seen that all S1s are identified (and in this case no S2s) but no

noise points. Using α = 70, applied to all PCG recordings in the data set, resulted in the

extraction of 2,139 cardiac cycles; an average of 36.25 cycles per PCG time series.
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Figure 8.6: Extraction of cardiac cycles from the envelope of signal energy using the PCGce

technique

8.5.4.2 Parameter Settings for the FCS Process

Recall that the proposed Frequent Cycle Selection process, FCS, required six parameters:

(i) the ζ a threshold to determine the number of standard deviations to be used, (ii)

max to define the maximum number of candidate frequent motifs to be considered, (iii)

k to define the maximum number of frequent motifs to be selected (k < max), (iv) the

λ similarity threshold, expressed in terms of the maximum distance between two motifs,

(v) the σm frequency threshold, expressed in terms of the minimum percentage of possible

motifs and (vi) a flag to determine the pruning option (“max” or “all”).

The selected values for these parameters all affected the number of frequent motifs

identified and consequently the quality of any further utilisation of the motifs. Clearly,

the higher the σm value, the fewer the number of motifs that would be identified, because

the criteria for frequency would become stricter as σm is increased. On the contrary, the

higher the λ value, the greater the number of motifs that would be identified because the

criteria for similarity would become less strict as λ is increased. Moreover, as the value

for ζ is increased, the number of selected motifs would increase but the average frequency

of occurrence would decrease (as illustrated previously in Figure 8.4). The values for max
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and k would also affect the number of identified candidate frequent motifs (cycles) and,

it was conjectured, would thus also influence the number of frequent motifs eventually

selected.

To identify the most appropriate parameter settings, a range of three values for both ζ

and k were considered, {1, 2, 3} and {10, 20, 30} respectively. The value for max was again

set to 2× k although any value greater than k could have been used. The set of ζ values

are axiomatic values in the Gaussian distribution, while the k and max values were chosen

according to a set of experiments, not reported here, which showed that when max > 60,

the number of motifs in some classes did not exceed 60, therefore this value was chosen

to be the highest value in the selected set of values. With regard to the pruning option,

flag, early experiments indicated that when using the “max” option some classes had no

motifs associated with them. A modification was therefore made to the “max” procedure

to ensure that each class had at least one motif associated with it. This change solved the

problem and it is the reported algorithm above in Section 8.4.

A range of twenty values for λ was also experimented with, from dmin, which is the

minimum distance between all motifs in different classes, to dmax, which is the maximum

distance between all motifs in different classes, increasing in steps of (dmax − dmin)/19.

A range of eight values for σm was also considered, these values were derived using the

formula: σm = p× 10q, where p = {1, 5} and q = {−2,−1, 0, 1}; this formula was used for

producing a variety of values in ascending order from 0.01% and as big as 50.0%. Both

λ and σm were considered to be more significant with respect to the performance of the

proposed approach, and thus a greater number of values was considered compared to the

range of values considered for ζ, k and max.

For the experiments to determine the most appropriate parameter settings for λ and

σm, both pruning options, “all” and “max”, were considered. The results are presented in

graph form in Figure 8.7. The first three columns in the grid represent a range of values

for the max parameter, {20, 40, 60}, applicable when using the “max” option; the final

column shows the results obtained when using the “all” option. The grid rows indicate

the calculated σm settings, in ascending order. For each graph, the Y-axis represents the

Number of Retained Motifs (NRM), the number of frequent motifs that were retained on

completion of the max selection process. The X-axis indicates the λ value. Inspection of

Figure 8.7 indicates that the results can be grouped into three clusters according to σm

value:

• Low (σm = {0.01, 0.05, 0.1}) Rows 1, 2 and 3 in the grid given in Figure 8.7.

• Medium (σm = {0.5, 1}) Rows 4 and 5 in the grid.

• High (σm = {5, 10, 50}) Rows 6, 7 and 8 in the grid.

The behaviours associated with these three σm defined clusters are summarised in

Figure 8.8. The figure shows three NRM plots, one for each of the three clusters: low
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Figure 8.7: Average Number of Retained Motifs (NRM) using different values for the
thresholds λ, σm, ζ, flag and max. The twenty λ values start with 17e5 and end with
1418e5, for a clear view of the X-axis, see Figure 8.8
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(blue), medium (green), high (magenta). The X-axis represents the 20 λ values, where

the first value represents dmin and the last value represents dmax. The NRM values are

referenced by the Y-axis, each cluster plot is given with reference to the maximum number

of motifs indicated by a grey box on the Y-axis. In the figure, the top five best σm-

λ combinations are highlighted with red circles. Considering the NRM plot lines first,

from the figure, for the “high” cluster, it can be seen that the NRM value increases as

λ increases, reaching a peak followed by a small drop, before stabilising. The “medium”

cluster displays a similar behaviour. The “low” cluster displayed a different behaviour, the

highest recorded NRM value was recorded with a low λ value after which the NRM values

dropped off. It is conjectured that there is a behaviour somewhere between the centroids

of the “medium” and “high” clusters where the NRM plot changes from increasing at the

start to decreasing.
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Figure 8.8: Summary of graphs presented in Figure 8.7 with graphs grouped according to
associated σm values (low, medium or high)

Returning to the “Best value” points in Figure 8.8, these are the σm-cluster, λ com-

binations associated with the top five best NRM values. The set of combinations was:

{〈low, 17e5〉, 〈low, 91e5〉, 〈low, 164e5〉, 〈low, 238e5〉, 〈medium, 238e5〉}. These were there-

fore the values used with respect to the further classification experiments reported on with

respect to this chapter.

To summarise, for the further experiments reported on in the remainder of this chapter,

the parameter settings used with respect to the FCS process were as follows:

• ζ = {1, 2, 3}.

• k = {10, 20, 30}.

• max = 2× k.

• λ = {17e5, 91e5, 164e5, 238e5}.

• σm = {0.1, 1}.
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• flag = {all, max}.

Using these values there are 90 combinations, hence 90 sets of experiments were conducted.

Given that there are five combinations of λ and σm: all four λ values were combined with

σm = 0.1 and the last λ value with σm = 1 (for reasons established above); in other words,

the five combinations of λ and σm are: 17e5, 0.1; 91e5, 0.1; 164e5, 0.1; 238e5, 0.1 and

238e5, 1. The results obtained are given in Appendix C in Tables C.2 to C.11. The results

using the best performing parameters, with regard to the λ and σm combination, are pre-

sented in Table 8.5. In the table, the relevant λ and σm values are given in Columns 1 and

2, and the Candidate Frequent Cycle Detection and Frequent Motif Discovery parameters

in Columns 3, 4, 5, 6 and 7. The relevance of the Conflict Resolution Method (CRM),

Column 4, will be discussed further in the following sub-section, Sub-section 8.5.4.3. The

results, in terms of accuracy and runtime, are given in Columns 8 and 9. The runtime is

the time to process an individual time series, and is given in seconds. The best recorded

accuracy was 0.720 (72.0%) when λ = 164e5 and σm = 0.1; this was produced using the

“max” pruning method, the HV conflict resolution method, ζ = 2, k = 30 and knnc = 3,

and took only 0.74 seconds per PCG time series.

Table 8.5: The best classification accuracies for the CE-FCS approach using different
parameters

Thresholds Parameters Results

λ σm flag CRM ζ k knnc Acc Runtime

17e5 0.1 all HV 3 10 1 0.667 0.54

91e5 0.1 max HV 3 20 3 0.704 0.87

164e5 0.1 max HV 2 30 3 0.720 0.74

238e5 0.1 max HV 2 30 3 0.695 0.74

238e5 1 max HV 2 30 3 0.695 0.74

8.5.4.3 Parameter Settings for the Classification Model

As mentioned in the objectives for the evaluation, the adopted process for classifying

previously unseen cycles (motifs) was NNC. As in all previous approaches proposed in this

thesis, the data set was divided into a training set T and a testing set using FCV. The

accuracy of the classification would then be an indicator of the quality of the proposed

CE-FCS approach; the metrics used were accuracy (acc), precision (prec), recall (rec) and

F-score (f-s).

The NNC model, considered with respect to the evaluation presented here, classifies

an unseen cycle according to the knnc most similar existing (labelled) motifs held in the

“motif bank”. Similarity was measured using Euclidean Distance (ED) measurement.

More specifically, with respect to the evaluation presented here, the bank comprised a

set of motifs, H ′′ = {〈m1, c1〉, 〈m2, c2〉, . . . } where mi is a frequent motif (cycle) and ci

is a class-label. A new query, PCG time series, is processed using the proposed PCGce
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pre-processing algorithm (see Section 8.3), so that it is represented as a set of cycles,

H = {h1, h2, . . . } each of which is to be matched with the motifs held in H ′′. In other

words, hi will be labelled based on the knnc most similar mi in H ′′. Two values for the

number of nearest neighbours to be identified were used, knnc = 1 and knnc = 3.

Given that each query PCG to be labelled usually comprises a number of cycles, each

of which will be labelled separately, there is a chance that more than one class-label

will be associated with the query PCG. However, only a single, most appropriate class-

label is required. To select the “winning” class-label, three Conflict Resolution Methods

(CRMs) were proposed with respect to the SGR-FMD approach described in the previous

chapter, Chapter 7: (i) Shortest Distance (SD), (ii) Shortest Total Distances (STD) and

(iii) Highest Votes (HV). These CRMs were also experimented with in the context of the

CE-FCS approach presented in this chapter.

From the foregoing, experiments were conducted using two values for knnc, {1, 3}, and

three CRMs, {SD, STD, HV}. Performance was recorded in terms of accuracy, precision,

recall and F-score. For the experiments, ζ = {1, 2, 3} and k = {10, 20, 30} were again

used, coupled with the five combinations of λ and σm: 17e5, 0.1; 91e5, 0.1; 164e5, 0.1;

238e5, 0.1 and 238e5, 1; and max = 2× k. This resulted in 90 combinations, hence 90 sets

of experiments, each of which could be coupled with the two considered values for knnc

and three CRMs; thus 540 sets of results (acc, prec, rec and f-s) were produced.

The results obtained are given in 10 tables in Appendix C, Tables C.2 to C.11. Among

these results, there are some interesting patterns. For λ = 17e5, 91e5 and λ = 164e5,

HV always produced the worst accuracy, with ζ = 1, regardless of the knnc value used.

The other two CRMs, SD and STD, almost always produced the worst accuracy when

ζ = 3 and λ = 238e5. However, λ = 238e5 and ζ = 2 always produced the best accuracy

regardless of the knnc value, flag and CRM used. Furthermore, it was found that when

using the values {0.1, 1} for σm, there was no difference in terms of accuracy, runtime

or the other metrics considered (prec, rec and f-s). From a broader perspective, the 10

best accuracy results obtained from the 10 tables were obtained using the HV conflict

resolution method, most using knnc = 3.

To better compare the classification model parameter settings, the accuracy results of

the best performing combination, λ = 164e5, σm = 0.1 and the “max” pruning method;

are presented in graph form in Table 8.6. Inspection of the results indicates that accuracy

was around 60% for SD and STD, and increased to peak above 70% for HV regardless of

the knnc value used. Given that HV also produced the 10 best accuracy results for the

10 combinations of λ, σm and CRM, it can be concluded that the HV conflict resolution

method was the most appropriate.

8.6 Discussion

Given the results presented in the previous section, it can be concluded that, when using

the CE-FCS approach, the PCG data volume was reduced from 55% to 87% of its orig-
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Table 8.6: Classification accuracy for the CE-FCS approach using three conflict resolution
methods, two values for knnc and the parameter settings that produced the best accuracy
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inal volume, depending on the number of standard deviations used (the ζ value). The

adopted motif generation process, FCS, offered a number of significant advantages leading

to a dramatic reduction in the total number of motifs compared with the previous three

approaches considered in this thesis, in Chapters 5 to 7. All of these improvements were

reflected in the recorded runtime results, which were reduced by a factor of more than

three. This runtime advantage was not the only benefit offered by the proposed CE-FCS

approach, another was the increase in accuracy, which reached 72%, the best recorded

accuracy in this thesis. Using the CE-FCS approach to extract the k most frequent motifs

from a PCG time series record required less than a second on average; whilst in the case

of the SGR-FMD approach, an average of two and a half seconds was required to extract

the k most frequent motifs from a PCG time series record.

Given the effect of the similarity and frequency thresholds on accuracy results, it can be

observed that accuracy might be increased if an alternative similarity function were used.

Given that the motifs in the CE-FCS approach are cycles, whose envelopes were calculated

using the Cycle Extraction process (PCGce), these envelopes could be isolated and then the

FCS process applied with Dynamic Time Warping (DTW) similarity measurement instead

of Euclidean Distance similarity measurement. DTW offers the advantage that two cycles

can be “warped” so that a best similarity distance can be found. It was anticipated

that this would improve the similarity measurement, and hence the overall classification

performance. However, this idea is not explored further in this thesis and instead is left

as an item for future work.

The best classification accuracy results obtained by all four approaches considered in

this thesis, (i) the MK Benchmark, (ii) PCGseg Classification, (iii) SGR-FMD and (iv) CE-

FCS, are presented in Table 8.7. For each approach, the best accuracy result, the runtime

required to obtain the accuracy, divided between the training stage and the application

stage, and the associate F-score are given. Inspection of the table indicates that the CE-

FCS approach produces the overall best results. CE-FCS features the same accuracy as

the PCGseg Classification approach, but achieved in a matter of milliseconds; a significant

decrease in the application time. For the application domain considered in this thesis,

diagnosing mitral valve disease using an electronic stethoscope, a processing time of less

than one second, with 72% accuracy, is an encouraging result.

Table 8.7: The best classification performance for all four approaches considered in this
thesis

Approach Acc
Runtime

F-s
Training Application

Benchmark 0.711 51:11.02 51:11.02 0.270

PCGseg Classification 0.720 07:00.39 07:00.39 0.211

SGR-FMD 0.713 00:00.49 00:00.49 0.440

CE-FCS 0.720 00:00.74 00:00.27 0.272
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8.7 Summary

This chapter has presented the CE-FCS approach for PCG time series classification. The

objective of the proposed approach was to address the challenge of finding frequent dis-

criminative motifs in long time series in a manner that surpassed the previous approaches

considered in this thesis. Two mechanisms were incorporated into the proposed CE-FCS

approach that served to enhance performance. This comprised two processes: (i) Cycle

Extraction and (ii) Candidate Frequent Cycle Detection. The first was derived from simi-

lar work, reported in the literature in the context of other application domains, and used

to support motif generation. The second featured a novel way of using the statistical dis-

tribution of candidate frequent motifs, without comparing all cycles with all other cycles,

to identify the most frequently occurring cycles; the Candidate Frequent Cycle Detection

sub-process. The retained cycles were then further processed to extract motifs, the Fre-

quent Motif Discovery sub-process. The performance of the proposed CE-FCS approach

was ascertained in the context of runtime and the quality of the motifs identified; runtime

was improved by a factor of more than three. The evaluation indicated that the CE-FCS

approach was the most appropriate of the four approaches considered in this thesis. Fur-

ther discussion of this observation is given in the following chapter, where the thesis is

concluded with a summary and an overview of the main findings in terms of the original

research question and subsidiary research questions postulated in Chapter 1. The fol-

lowing chapter also considers some potential directions for future work whereby the work

presented in this thesis can be extended.



Chapter 9

Conclusions and Future Work

9.1 Introduction

This chapter concludes the work described throughout this thesis. The chapter com-

mences, Section 9.2, with a summary of the material presented so far. This is followed, in

Section 9.3, by the main findings and contributions of the work presented with respect to

this thesis in the context of the overriding research question, and its subsidiary research

questions, presented in Chapter 1. The chapter is concluded, in Section 9.4, with some

suggestions regarding further potential areas for future work that might build-on the work

provided in the thesis.

9.2 Summary of Thesis

The work presented in this thesis commenced with a scene-setting chapter, Chapter 1,

where the “thesis map” was provided, including the motivations, the research question

and its subsidiary questions, the main contributions of the thesis and the adopted research

methodology. The theme of the thesis was Phonocardiogram classification for clinical

diagnosis. The motivation for Phonocardiogram classification was the high percentage of

mortality and morbidity worldwide because of heart diseases [47, 163]. It is also one of the

most expensive medical conditions to treat. In addition, its diagnosis requires specialists

and expensive special equipment not provided in primary care clinics. The overwhelming

majority of cases diagnosed by primary care physicians for referral to cardiologists are for

healthy subjects [164]. One way of minimising faulty diagnosis and therefore the total cost,

not to mention other negative effects, such as disease worsening and weak productivity

(in the case of false negatives), and frustration and fear in patients (in the case of false

positives), is to provide Artificial Intelligence support for the diagnosis process. The need

for AI technology in healthcare was identified in the UK Life Sciences Industrial Strategy

report [24]. Electronic stethoscopes, a recent innovation, are able to provide a record

of heartbeat activity (PCG). The fundamental idea presented in this thesis is that PCG

signals can be fruitfully exploited, by applying time series analysis techniques to PCG data,

139
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to address the issues associated with heart disease identified above. PCG time series are

typically very large, given the standard computing power available in doctors’ surgeries,

this presents a computational challenge; one way of addressing this issue is by identifying

motifs within the time series [36, 39, 50, 150, 165, 171, 176]. However, finding motifs

that are good representatives of class-labels, which can then be used to label (classify)

previously unseen time series, is also computationally challenging. Therefore, the work

presented in this thesis investigated techniques where by PCG classification, using the

concept of motifs, could be conducted using a limited computational resource. Ideally, we

would like “point of care” diagnosis using machine learning software shipped with digital

stethoscopes; what might then be referred to as intelligent digital stethoscopes. This is the

central motivation for the work presented in this thesis.

The thesis then went on, in Chapter 2, to give a review of the relevant previous work.

The chapter commenced with an overview of time series analysis by considering: (i) time

series supervised learning techniques (time series classification); (ii) the literature con-

cerning PCG classification, the application domain of interest with respect to this thesis;

and (iii) the idea of motif discovery, the particular time series analysis technique that

dominates the work presented in this thesis, noting that the motif concept has not pre-

viously been applied to PCG data (to the best knowledge of the author). The chapter

then reviewed common solutions presented in the literature to the challenge of time series

analysis due to data volume; namely the pre-processing of the data with a particular fo-

cus on segmentation, because of its significance with respect to this thesis. The chapter

was concluded with a review of the common evaluation methods used in the literature to

measure classification model performance.

The following short chapter, Chapter 3, gave a description of the PCG data sets with

respect to the evaluations reported on later in this thesis. The chapter started with a

review of the application domain used as focus for the work presented in this thesis,

building on discussion from earlier chapters. The chapter then went on to consider the

existing PCG data sets that have been referenced in the literature and that are available

for download. Next, a comprehensive overview was provided of the bespoke canine PCG

data set specifically collected to support the work presented in this thesis.

Chapter 4 presented a formalism for Phonocardiogram classification using time series.

Intuitively, a Phonocardiogram time series is a sequence of continuous real-valued data

points representing Sample or Amplitude sound waves. It was noted that Phonocardiogram

time series could be represented using the WAVE audio file format whereby each PCG

point was conceptualised as a temporal event (pi) where i is a time stamp and p is the

Amplitude- or Sample-PCG value.

The following four chapters, Chapters 5 to 8, presented a sequence of time series-

based Phonocardiogram classification approaches of increasing sophistication directed at

Amplitude- and Sample-PCGs. The time series analysis technique used in these chapters

was motif discovery; however, two different strategies for defining the motif were used,

similarity and frequency. All these four chapters were structured in a similar manner
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comprising proposed approach, evaluation and discussion sections.

Chapter 5 introduced the first Phonocardiogram classification approach considered in

this thesis, namely the MK Benchmark PCG Classification approach. The principle idea

of the Benchmark approach was to provide a vehicle with which to compare the alternative

approaches presented in this thesis. Any alternative approach, to be of merit, would need

to be better than the benchmark. The idea underpinning the work presented in this

chapter was to analyse the operation of the Benchmark approach in the context of the

PCG application domain. The intention was then to develop a number of refined variations

according to the outcome of the analysis. For this purpose, the Benchmark approach was

directed at both the Amplitude- and Sample-PCG representations. The evaluation of

the Benchmark approach was conducted using the two representations and a comparison

was performed using a number of performance measurements. The evaluation indicated

that the use of the Sample-PCG representation was more effective than Amplitude-PCG

representation; thus the former was adopted with respect to the approach described in

the following chapter. What was also clear from the evaluation was that some form of

pre-processing of the data was an essential requirement if the runtime issue was to be

addressed.

Chapter 6 presented the second Phonocardiogram classification approach, the PCGseg

Classification approach. Central to the approach was a novel bespoke segmentation tech-

nique, based on “shapes”, to reduce the overall size of the PCG time series, hence the

runtime. The proposed segmentation technique was directed at the Sample-based PCG

representation. This was because earlier work, described in Chapter 5 and as noted above,

had demonstrated this to be the most appropriate representation (as opposed to the al-

ternative Amplitude-based representation). The similarity function used with respect to

the PCGseg Classification approach was especially designed to operate with the proposed

segmentation technique. The evaluation results of the proposed approach, compared to

the Benchmark approach presented in the previous chapter, were good; runtime was re-

duced by a factor of more than eleven. The evaluation also suggested that by removing

sub-sequences from individual PCG time series, sub-sequences that were unlikely to be

representative of any class-label, further runtime gains and improvements in the quality

of the identified motifs might be achieved.

The thesis then continued with Chapter 7 which presented the third Phonocardiogram

classification approach, the SGR-FMD approach. The two main principles of this approach

were: (i) to identify frequent motifs and (ii) to prune the time series in order to reduce the

runtime and identify good motifs. Three different categories of time series sub-sequences

suitable for pruning were identified: (i) sub-sequences that exist in every time series and

hence are not representative of any particular class, (ii) sub-sequences that appear so

infrequently that cannot be deemed to be relevant and (iii) sub-sequences that appear

across two or more classes and thus cannot be usefully employed to discriminate between

classes. The aim of this approach was to address the challenge of finding discriminative

motifs in long time series by proposing two pruning mechanisms: (i) silent gap removal and
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(ii) candidate frequent motif generation. The first technique was adopted because little

useful information could be extracted from the “silent gap”. The second technique featured

a novel way of clustering sub-sequences, without comparing all sub-sequences with all other

sub-sequences, to identify the most frequently occurring motifs, namely using the “zero-

motif” concept. This approach used the Amplitude-based PCG representation because

it was the most appropriate representation for tracking (identifying) the silent gaps. A

comparison was performed, using a number of performance measurements, which indicated

that runtime was improved by a factor of more than 278, this was more than satisfying. The

reported evaluation revealed that the use of the Amplitude-PCG representation showed

promise with respect to Phonocardiogram classification which could then be fruitfully

employed for PCG time series analysis. For improvement in the quality of the selected

motifs, it was suggested that more meaningful motifs could be generated by isolating

recognisable patterns in the input time series.

In Chapter 8, the fourth Phonocardiogram classification approach, the CE-FCS ap-

proach, was presented. The idea presented in this chapter was to pre-process the PCG

data so as to generate meaningful motifs and, at the same time, reduce the computations

needed later in the process of discovering frequent motifs. This was applied to the PCG

signals by extracting the heart cycles that represented potential motifs using a technique

referred to as the PCGce technique and by considering the statistical distribution of these

motifs to select the most frequent among them. Because the reoccurring heart cycles in

the PCG time series were the subject of interest, the used data representation for the eval-

uation in this chapter was again the Amplitude-PCG time series where the plots clearly

feature the heartbeat cycles. The performance of the proposed approach was ascertained

in the context of runtime and the quality of the motifs identified. This approach seems to

be the best of the four approaches discovered in this thesis; its accuracy was the highest

recorded and the application runtime was the shortest.

9.3 Main Findings and Contributions

This section revisits the postulated research question and the associated subsidiary re-

search questions. They are discussed, in this section, in terms of the “main findings” of

the work presented throughout this thesis. The motivation for this research was the need

for AI support to provide point of care diagnosis by applying time series analysis tech-

niques to PCG data. The fundamental idea promoted in this thesis was to use the concept

of motifs to build a classification model. The challenge was how this can best be achieved;

the research question to be answered was thus:

What are the most appropriate mechanisms that can be used to identify indicative

patterns (motifs) in previously unseen PCG data in a manner that is both efficient and

effective for the purpose of PCG data classification?
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The resolution of this research question necessitated the resolution of a number of related

subsidiary research questions. Therefore, prior to considering the main research question

to be addressed, the responses to the subsidiary questions are considered first. Note that

some of the responses are common to more than one subsidiary question because, in some

cases, a range of aspects were taken into consideration. In other words, some of the

solutions presented in this thesis served to provide answers to more than one subsidiary

question. Also, some subsidiary questions had more than one answer. The four subsidiary

research questions and the answers to these questions were as follows:

1. Best “motif”.

What is the most appropriate mechanism to identify “motifs” that are

indicative of some conditions within the PCG time series of interest?

The challenge of finding a mechanism that can be used to identify the most represen-

tative motifs of a class was addressed by considering a number of aspects of the sub-

sidiary question as itemised below. Considering all these aspects, the most appro-

priate technique to recognise representative motifs, discovered through-

out this thesis, was to extract the heart cycles from the Amplitude-PCG

time series using the PCGce technique and then to consider the statistical

distribution of these cycles to select the most frequent among them using

a technique referred to as the FCS process. These two techniques were built

into the CE-FCS approach presented in Chapter 8. This conclusion was reached

after exploring a number of potential solutions:

• Two strategies for determining whether a motif is representative of a class or

not, one based on similarity and the other on frequency.

• A novel way of representing the data points within a WAVE file, to form a series

of “Samples” in place of “Amplitudes”, the former was used for the first time

with respect to the work described in this thesis. Both data representations,

Amplitude- and Sample-based, were experimented with.

• A tractable benchmark motif discovery algorithm, the MK approach.

• A novel bespoke segmentation technique, PCGseg, for Sample-based data.

• Two novel similarity measurements, strict and tolerant for use with PCGseg.

• A novel “zero-motif” mechanism for removing sub-sequences that cannot be fre-

quent, used with respect to the proposed SGR-FMD and CE-FCS approaches.

• A “best of the best” approach where best performing motifs are identified and

selected, and then the top k “best of the best” performing motifs are selected,

as used in the SGR-FMD and CE-FCS approaches.

• Two techniques to exclude parts of the input data: (i) silent gap removal

(PCGsgr) and (ii) avoidance of trivial matches (matches between sub-sequences

that overlap), as used with respect to the four approaches.
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• A two-level mechanism whereby globally discriminative motifs are identified by

first considering motifs at the local level before moving on to the global level,

as used in the SGR-FMD and CE-FCS approaches.

• A pre-processing technique to isolate cycles, meaningful reoccurring patterns in

the data, as incorporated into the CE-FCS approach.

• A technique, built into the CE-FCS approach, that used all parts of the data

to participate in motif discovery (the alternative techniques considered did not

do this).

2. Tractable process.

With regard to the answer to the first subsidiary question, how can this

mechanism be applied in a tractable manner, given the challenge of pro-

cessing large PCG data time series?

The CE-FCS approach was made tractable by: reducing the overall size

of the input data, reducing the number of computations and incorporat-

ing the idea of early abandonment. This was achieved using: (i) the “zero-

motif” concept which enhanced the runtime by retaining only potential frequent

sub-sequences and hence reducing the computations needed for comparing all sub-

sequences with all other sub-sequences to identify the most frequently occurring

motifs, (ii) the statistical distribution of the outcomes of the application of the zero-

motif concept to identify frequent motifs and hence reduce the required runtime, (iii)

motif selection using the “best of the best” idea which reduced the number of com-

putations required, and (iv) the “early abandonment” concept whereby comparison

computation is terminated as early as possible. These techniques were all incorpo-

rated into the CE-FCS approach to make it tractable. Using these techniques, the

runtime for diagnosing one subject was less than a second.

3. Best classification model.

How can the identified motifs be best used to generate a PCG classification

model?

This subsidiary research question was investigated using two classification models,

the Nearest Neighbour Classification (NNC) model frequently used in the context of

time series analysis, and the Smallest Average Classification (SAC) model. These

models were experimented with using a range of parameter settings and three differ-

ent Conflict Resolution Methods (CRMs): Shortest Distance (SD), Shortest Total

Distances (STD) and Highest Votes (HV). It was found that the most appropri-

ate mechanism for generating a PCG classification model was the NNC

model. A best accuracy of 72% was obtained. Recall that the CRMs were used be-

cause any unlabelled time series to be classified, using the CE-FCS approach, would
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be represented by a number of motifs. Each one of these motifs had a class-label,

which might be contradictory, when only a single class-label was required.

4. Best usage.

How can the generated PCG classification model best be used to provide

point of care, near real time, diagnosis?

The challenge of finding a model that can be used to diagnose PCG data, without the

support of accompanying ECG data, was addressed by conducting more than 1600

experiments using the four proposed approaches, (i) the MK Benchmark, (ii) PCGseg

Classification, (iii) SGR-FMD and (iv) CE-FCS approaches (Chapters 5 to 8). The

CE-FCS approach (Chapter 8) was found to be the most accurate and provided

the fastest in response time. Thus, the CE-FCS approach was considered the

best classification model among all the four approaches considered to

address the issue of PCG signal diagnosis in real time at point of care.

For the application domain considered in this thesis, diagnosing mitral valve disease

using an electronic stethoscope, the best response time achieved was in a matter of

milliseconds coupled with an accuracy of 72%.

Returning to the overriding research question, the most appropriate mechanism for

identifying indicative patterns in previously unseen PCG data was the CE-FCS approach

presented in Chapter 8, the fourth main contribution of this thesis.

For completeness, the main contributions for the work presented in this thesis are

restated from Chapter 1 as follows:

• Contribution 1, The MK Benchmark PCG Classification Approach: The

principle idea of the Benchmark approach was to provide a vehicle with which to

compare the three alternative approaches proposed later in the thesis. The aim was

to analyse the operation of this approach in the context of the Phonocardiogram

application domain. A number of techniques were used in this approach:

1. A tractable, not approximate, algorithm (the MK algorithm [112]) for Phono-

cardiogram classification.

2. The “Sample” representation method. The typical way of representing PCG

signals is as Amplitude series; a novel method is to represent it as Sample series.

The novel method showed a reduction in the data size by approximately half.

3. The similarity-based representation strategy for identifying motifs that were

“representative” of a class.

4. An exclusion technique to exclude “trivial” comparisons from consideration

during the motif discovery process as an in-process technique.
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5. Process termination using the concept of “early abandonment” when conduct-

ing similarity comparison for classification purposes, hence providing efficiency

gains.

6. A new classification model, Smallest Average Classification (SAC), developed

by the author; a variation of Nearest Neighbour Classifier. It takes into con-

sideration the similarity between a new motif to be labelled and all motifs for

each class in the “motif bank”.

The evaluation of this approach indicated that some form of pre-processing of the

data was an essential requirement if the runtime issue was to be addressed. This is

discussed further in Chapter 5.

• Contribution 2, The PCGseg Classification Approach: This approach was

designed to address the issue of the overall size of the PCG time series to be processed.

The techniques incorporated into this approach, to improve upon the benchmark

approach in terms of efficiency and effectiveness, were as follows:

1. The “Sample” representation method, which reduced the overall data size.

2. A novel bespoke, two layer, time series segmentation technique, the PCGseg

technique, to transform the data representation. It was proposed to further

reduce the data size; the number of segments was much less than the number

of points.

3. Two novel mechanisms to measure similarity when using the proposed two-level

hierarchical segmentation: Strict and Tolerant Similarity Measurement.

4. A process termination technique for use with the proposed two-level segmenta-

tion to allow early abandonment to avoid the need of going down to the bottom

level of the segmentation if the top level did not satisfy prescribed similarity

conditions.

5. The similarity-based representation strategy, the exclusion technique for “triv-

ial” matches, “early abandonment” and the SAC classification model as pro-

posed with respect to the Benchmark approach.

The PCGseg approach improved the runtime (by a factor of more than eleven) with-

out adversely affecting the resulting accuracy. This is discussed further in Chapter 6.

• Contribution 3, The SGR-FMD Approach: This approach was designed to

reduce the complexity of the motif discovery process by pre-processing the data in

preparation for motif discovery. The fundamental idea was to prune the time series

by removing sub-sequences that were unlikely to be representative of any class-label.

This approach used the following techniques to enhance the quality criteria:

1. A frequency-based representation strategy for identifying “representative” mo-

tifs of a class.
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2. In addition to the exclusion technique for “trivial” matches, an exclusion tech-

nique, to enhance motif selection, used as a pre-processing technique, the PCGsgr

technique. It excluded some parts of the data on the grounds that they were

irrelevant to the analysis task at hand; namely, excluding the silent gaps that

appear in the PCG signals.

3. Two levels of representativeness were considered: local and global. The first

was widely used in the literature, where a motif is selected at the single time

series level. Using the local technique, time series that might be the result of

background noise could be selected as being representative of a class. Given an

unseen record to be classified which features the same background noise, the

record could be labelled based on that noise. The local technique therefore has

some disadvantages. Consequently, by using global representativeness the effect

of unwanted noise could be avoided.

4. A pruning technique used the novel “zero-motif” concept; a base motif with

which all sub-sequences in the data can be compared. This technique retained

the potential discriminative sub-sequences which led to reduce the data size,

hence the required runtime. This technique also served to eliminate the ran-

domness used in selecting potential motifs and to reduce the number of com-

putations.

5. A bespoke pruning technique involving clustering, which further pruned infre-

quent sub-sequences from the data. This technique was also used for random-

ness elimination and computation reduction.

6. A selection technique for computation reduction based on “best of the best”

idea, where two selection thresholds, max and k, were applied to a set of po-

tential motifs obtained from previously pruned data.

7. Conflict resolution methods to address the issue whereby unlabelled time series

to be classified using the SGR-FMD approach ended up with a number of class-

labels, where one was required. The three methods considered to select the

most appropriate class-label were: Shortest Distance, Shortest Total Distances

and Highest Votes.

8. The process termination “early abandonment” concept also used in the previous

two proposed approaches.

The SGR-FMD approach served to significantly reduce the processing time (by a

factor of more than 278) compared to the previous approach, the PCGseg approach.

This is then the third contribution of the thesis and is discussed in further detail in

Chapter 7.

• Contribution 4, The CE-FCS Approach: This approach was designed to ad-

dress both motif quality and the required processing time by generating meaningful



148 Hajar Alhijailan

motifs and, at the same time, reducing the number of computations. This was

achieved using the following techniques:

1. A “motif generator” technique, the PCGce technique, for extracting meaningful

motifs, which was designed to isolate heartbeat cycles. A fundamental feature

in this generator was that it considered all data points in time series in the

generation process.

2. The frequency-based representation strategy.

3. The trivial-match exclusion technique.

4. The process termination using “early abandonment” concept.

5. The local and global representativeness idea.

6. The “zero-motif” pruning technique.

7. A second pruning technique that considered the statistical distribution of data

to exclude irrelevant sub-sequences, which made the motif discovery process

tractable.

8. The “best of the best” selection technique.

9. The conflict resolution methods from the previous approach.

The CE-FCS approach was found to be the best of the four presented approaches; its

performance was compared to all the approaches proposed in this thesis as discussed

in detail in Chapter 8. This is then the fourth, and last, contribution of the thesis.

9.4 Future Work

This final section considers some suggested directions for future work whereby the work

presented in this thesis can be extended. Below is an itemisation of these potential future

research directions:

• Additional layer in the PCGseg hierarchy: In Chapter 6, a bespoke, two layer,

PCG time series segmentation technique, PCGseg, was designed to address the issue

of the overall size of the PCG time series to be processed, which served to significantly

reduce the processing time. However, it is suggested that another way of achieving

this might be to add a third level into the hierarchy comprised of a sequences of

segments (repetitive segments). Thus, the three layers, from bottom to top, would

represent sub-segments, segments and a sequence of segments. For example, in

Figure 6.2(a), Chapter 6, the time series comprises 31 units (segments), it could be

compressed to be only 7 units, where the series of repetitive “vertical” and “slant”

shapes represent a “zigzag” in the third level. The assumption here is that this might

further shrink the data size dramatically, but still preserve the salient information,

hence enhancing the efficiency and effectiveness of classification model generation

and usage.
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• Hybrid approach: In Chapters 7 and 8, two different pre-processing techniques

were presented: (i) silent gap removal, PCGsgr, and (ii) cycle extraction, PCGce.

Each of which showed a positive effect on the outcome results. Therefore, it is

thought that a combination of the two can provide for additional efficiency gains.

This could be implemented by extracting the cycles and then removing the outer

silent gaps; thus, an investigation of using the proposed FCS algorithm (Chapter 8)

with the pre-processed data would be another useful direction for future work.

• Additional data pre-processing: The work described in this thesis used raw

data collected by electronic stethoscopes. Although good experimental results were

reported using this data, some additional pre-processing might produce further im-

provements. It is conjectured that smoothing and/or filtering the data may con-

tribute to classification effectiveness as it will serve to remove noise. Removing less

important parts of the data, such as noise, might help to only process the effective

portions of the data, hence further reducing the required processing time.

• Alternative similarity measurement: The Euclidean Distance function was used

throughout the work presented in this thesis as a similarity measurement because it

is frequently used in the context of time series similarity calculation. Alternatively,

Dynamic Time Warping (DTW) similarity measurement might be used. The advan-

tage offered is that DTW is able to “warp” the linearity of time series, thus, it is able

to capture similarity where offsets exist. This could then be fruitfully employed for

motif similarity checking, specifically with respect to the CE-FCS approach where

motifs are cycles, because the motifs can be “warped” to give a best similarity dis-

tance measurement. It is anticipated that this might improve overall classification

performance.

• Alternative domains: One presented contribution, Section 9.3, was a novel method

of reading WAVE files, where a time series point represents a Sample value in place of

the usual Amplitude value. Further experiments demonstrated that this method can

be applied to any WAVE file; thus in the context of alternative domains rather than

Phonocardiogram classification. One such domain is human voice recording analysis,

a requirement with respect to multiple applications, such as: authentication, trans-

lation and early psychiatric/physical diagnosis. The advantages of considering these

fruitful topics with this method (reading a recording as Samples) is the reduction in

data size to approximately half; hence reduced processing time.
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Appendix A

Additional Statistics Concerning

the Segmentation Results for the

PCGseg Classification Approach

Presented in Chapter 6

A.1 Overview

This appendix presents some additional results concerning the PCGseg Classification ap-

proach presented in Chapter 6. In particular, statistics related to the segmentation results

using the PCGseg approach are presented in Figure A.1. Figure A.1(a) gives the average

number of points in “slant”, “dome” and “flat” shapes with respect to each one of the

four classes in the PCG data set. Figure A.1(b) shows the average trend alterations in

each segment; “trend alteration” in this context means the change in the sub-segment

type. The “vertical” shape always comprises two points and is therefore not shown in

Figure A.1(a). Similarly, it does not appear in Figure A.1(b), because there is only one

trend in the “vertical” shape. Figure A.1(c) presents the average ratio of each segment to

the PCG time series in terms of length.
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Figure A.1: Sequence of plots illustrating some statistics concerning the segmentation
proposed for the PCGseg approach



Appendix B

Further Results Concerning the

SGR-FMD Approach Presented in

Chapter 7

B.1 Overview

This appendix presents some further results concerning the experiments using the SGR-

FMD approach presented in Chapter 7, where some one or two of the proposed pruning

processes were omitted. The classification results of using all three pruning processes were

presented earlier in Table 7.6, Chapter 7. In this appendix, the presented experiments

were as follows:

• Case 1: Silent Gap Removal process omitted.

• Case 2: Candidate Frequent Motif Generation process omitted.

• Case 3: Both the Silent Gap Removal and the Candidate Frequent Motif Generation

processes omitted.

The classification performance results with respect to these three cases are presented in

Tables B.1, B.2 and B.3 respectively. The recorded runtime results for the three cases is

presented in Table B.4.
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Table B.1: Classification performance measures for the SGR-FMD approach (case 1)

CRM ω k
knnc= 1 knnc= 3

Acc Prec Rec F-s Acc Prec Rec F-s

SD

100
10 0.701 0.101 0.250 0.143 0.701 0.101 0.250 0.143
20 0.708 0.130 0.275 0.173 0.708 0.130 0.275 0.173
30 0.707 0.166 0.295 0.208 0.707 0.166 0.295 0.208

200
10 0.687 0.126 0.237 0.161 0.709 0.204 0.320 0.245
20 0.708 0.140 0.266 0.178 0.694 0.099 0.241 0.140
30 0.694 0.099 0.241 0.139 0.694 0.099 0.241 0.139

300
10 0.673 0.135 0.237 0.165 0.716 0.218 0.324 0.251
20 0.707 0.160 0.283 0.200 0.708 0.213 0.329 0.253
30 0.715 0.215 0.312 0.247 0.709 0.187 0.312 0.229

STD

100
10 0.693 0.129 0.258 0.169 0.693 0.129 0.258 0.169
20 0.715 0.208 0.308 0.239 0.693 0.186 0.266 0.214
30 0.693 0.179 0.308 0.222 0.700 0.187 0.312 0.228

200
20 0.666 0.142 0.233 0.171 0.686 0.188 0.283 0.219
20 0.678 0.166 0.253 0.195 0.672 0.106 0.220 0.141
30 0.700 0.207 0.320 0.243 0.679 0.165 0.258 0.196

300
10 0.659 0.256 0.299 0.271 0.709 0.229 0.316 0.259
20 0.636 0.177 0.249 0.202 0.714 0.239 0.316 0.265
30 0.708 0.244 0.333 0.276 0.686 0.162 0.257 0.194

HV

100
10 0.701 0.103 0.250 0.145 0.701 0.101 0.250 0.143
20 0.715 0.168 0.304 0.210 0.711 0.209 0.271 0.214
30 0.701 0.137 0.283 0.182 0.701 0.137 0.283 0.182

200
10 0.687 0.172 0.258 0.196 0.702 0.179 0.287 0.211
20 0.702 0.174 0.291 0.211 0.709 0.187 0.312 0.229
30 0.695 0.141 0.274 0.183 0.702 0.143 0.283 0.187

300
10 0.709 0.215 0.295 0.241 0.687 0.360 0.412 0.380
20 0.660 0.262 0.308 0.270 0.686 0.320 0.378 0.331
30 0.694 0.172 0.278 0.208 0.687 0.145 0.266 0.185
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Table B.2: Classification performance measures for the SGR-FMD approach (case 2)

CRM ω k
knnc= 1 knnc= 3

Acc Prec Rec F-s Acc Prec Rec F-s

SD

100
10 0.664 0.237 0.307 0.264 0.678 0.249 0.324 0.276
20 0.639 0.178 0.233 0.193 0.646 0.178 0.237 0.195
30 0.619 0.164 0.183 0.166 0.626 0.176 0.191 0.178

200
10 0.607 0.163 0.216 0.182 0.613 0.178 0.216 0.193
20 0.664 0.239 0.349 0.276 0.665 0.237 0.362 0.275
30 0.645 0.263 0.341 0.293 0.653 0.273 0.345 0.301

300
10 0.579 0.112 0.108 0.107 0.574 0.099 0.108 0.100
20 0.618 0.181 0.241 0.199 0.637 0.216 0.287 0.238
30 0.678 0.322 0.354 0.322 0.652 0.266 0.308 0.275

STD

100
10 0.623 0.228 0.253 0.237 0.658 0.247 0.312 0.273
20 0.567 0.141 0.123 0.123 0.596 0.183 0.249 0.190
30 0.581 0.125 0.137 0.129 0.555 0.060 0.104 0.069

200
10 0.627 0.183 0.299 0.215 0.620 0.181 0.249 0.205
20 0.645 0.188 0.295 0.224 0.638 0.201 0.349 0.241
30 0.661 0.311 0.324 0.311 0.626 0.195 0.253 0.201

300
10 0.579 0.129 0.125 0.124 0.583 0.116 0.125 0.116
20 0.624 0.179 0.224 0.194 0.641 0.185 0.291 0.219
30 0.625 0.176 0.237 0.185 0.598 0.162 0.187 0.166

HV

100
10 0.680 0.286 0.374 0.313 0.665 0.274 0.358 0.300
20 0.674 0.175 0.257 0.201 0.668 0.116 0.224 0.151
30 0.693 0.164 0.278 0.201 0.660 0.262 0.308 0.270

200
10 0.578 0.120 0.141 0.121 0.578 0.131 0.158 0.130
20 0.679 0.279 0.395 0.315 0.665 0.274 0.349 0.301
30 0.644 0.264 0.333 0.287 0.637 0.245 0.295 0.259

300
10 0.662 0.175 0.183 0.176 0.599 0.091 0.095 0.089
20 0.645 0.254 0.295 0.261 0.673 0.295 0.329 0.305
30 0.652 0.260 0.304 0.267 0.670 0.301 0.358 0.311
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Table B.3: Classification performance measures for the SGR-FMD approach (case 3)

CRM ω k
knnc= 1 knnc= 3

Acc Prec Rec F-s Acc Prec Rec F-s

SD

100
10 0.680 0.119 0.241 0.156 0.680 0.119 0.241 0.156
20 0.679 0.096 0.224 0.133 0.679 0.096 0.224 0.133
30 0.673 0.092 0.216 0.128 0.673 0.092 0.216 0.128

200
10 0.678 0.322 0.354 0.322 0.701 0.152 0.283 0.194
20 0.644 0.179 0.237 0.201 0.658 0.185 0.254 0.211
30 0.694 0.099 0.241 0.139 0.694 0.098 0.241 0.138

300
10 0.699 0.255 0.341 0.287 0.669 0.207 0.283 0.234
20 0.673 0.135 0.237 0.165 0.700 0.164 0.274 0.199
30 0.676 0.201 0.287 0.231 0.676 0.201 0.287 0.231

STD

100
10 0.629 0.133 0.208 0.158 0.636 0.135 0.220 0.163
20 0.658 0.114 0.216 0.146 0.672 0.144 0.249 0.176
30 0.693 0.164 0.278 0.201 0.666 0.142 0.233 0.171

200
10 0.672 0.151 0.249 0.184 0.695 0.186 0.304 0.227
20 0.694 0.241 0.316 0.268 0.618 0.181 0.241 0.199
30 0.679 0.152 0.262 0.188 0.678 0.154 0.262 0.191

300
10 0.652 0.195 0.245 0.211 0.695 0.200 0.287 0.232
20 0.686 0.186 0.262 0.206 0.686 0.202 0.295 0.232
30 0.680 0.170 0.287 0.211 0.688 0.175 0.287 0.210

HV

100
10 0.695 0.150 0.253 0.183 0.680 0.131 0.233 0.163
20 0.701 0.124 0.254 0.162 0.695 0.141 0.274 0.183
30 0.695 0.148 0.274 0.188 0.695 0.170 0.291 0.211

200
10 0.702 0.179 0.287 0.211 0.695 0.138 0.249 0.170
20 0.660 0.262 0.308 0.270 0.686 0.320 0.378 0.331
30 0.680 0.122 0.241 0.159 0.680 0.124 0.241 0.160

300
10 0.693 0.236 0.333 0.272 0.703 0.176 0.299 0.218
20 0.695 0.199 0.308 0.238 0.702 0.181 0.241 0.199
30 0.701 0.199 0.291 0.229 0.695 0.172 0.278 0.206

Table B.4: Runtime results (ss.SS format) for the SGR-FMD approach, where some prun-
ing processes omitted

ω k Case 1 Case 2 Case 3

100
10 00.76 00.79 01.29
20 01.32 06.30 10.78
30 01.88 15.39 28.33

200
10 02.10 02.37 04.04
20 04.09 09.43 16.21
30 06.00 21.20 36.47

300
10 03.74 04.81 08.27
20 07.13 14.22 24.50
30 10.82 28.48 48.90

Average 04.20 11.44 19.87



Appendix C

Further Results Concerning the

CE-FCS Approach Presented in

Chapter 8

C.1 Overview

This appendix presents some additional results concerning the experiments using the CE-

FCS approach presented in Chapter 8. The experiments used different values for the

parameters: λ, σm and flag as shown in Table C.1. This resulted in 10 tables presented

below.

Table C.1: Structure of tables presented in this appendix

λ σm flag Table

17e5

0.1

all C.2
max C.3

91e5
all C.4

max C.5

164e5
all C.6

max C.7

238e5

all C.8
max C.9

1
all C.10

max C.11
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Table C.2: Classification performance measures for the CE-FCS approach with “all” prun-
ing option using σm = 0.1 and λ = 17e5

CRM ζ k
knnc= 1 knnc= 3

Acc Prec Rec F-s Acc Prec Rec F-s

SD

1
10 0.583 0.156 0.178 0.160 0.574 0.117 0.159 0.124
20 0.566 0.147 0.138 0.135 0.591 0.190 0.194 0.181
30 0.575 0.096 0.184 0.115 0.575 0.043 0.191 0.069

2
10 0.617 0.155 0.270 0.172 0.609 0.104 0.260 0.130
20 0.592 0.099 0.218 0.120 0.601 0.069 0.249 0.106
30 0.583 0.096 0.193 0.105 0.583 0.048 0.208 0.077

3
10 0.609 0.125 0.245 0.144 0.601 0.074 0.235 0.103
20 0.583 0.068 0.193 0.092 0.608 0.119 0.251 0.142
30 0.583 0.098 0.193 0.106 0.600 0.115 0.234 0.135

STD

1
10 0.609 0.261 0.208 0.225 0.617 0.221 0.240 0.208
20 0.583 0.183 0.158 0.165 0.608 0.220 0.236 0.204
30 0.583 0.152 0.203 0.158 0.591 0.191 0.203 0.188

2
10 0.558 0.044 0.141 0.066 0.592 0.159 0.241 0.188
20 0.549 0.086 0.118 0.091 0.584 0.180 0.178 0.156
30 0.609 0.238 0.218 0.221 0.558 0.115 0.134 0.097

3
10 0.566 0.077 0.174 0.105 0.558 0.063 0.141 0.084
20 0.583 0.114 0.171 0.122 0.558 0.156 0.126 0.123
30 0.583 0.117 0.136 0.122 0.583 0.224 0.164 0.175

HV

1
10 0.601 0.097 0.235 0.110 0.592 0.047 0.225 0.077
20 0.601 0.050 0.250 0.082 0.592 0.046 0.225 0.075
30 0.592 0.046 0.225 0.075 0.592 0.046 0.225 0.075

2
10 0.592 0.132 0.183 0.137 0.576 0.068 0.163 0.091
20 0.634 0.118 0.261 0.149 0.634 0.104 0.261 0.138
30 0.610 0.077 0.260 0.112 0.601 0.050 0.250 0.082

3
10 0.667 0.141 0.251 0.174 0.626 0.108 0.223 0.140
20 0.617 0.079 0.238 0.115 0.642 0.137 0.271 0.162
30 0.610 0.077 0.300 0.120 0.601 0.050 0.250 0.082
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Table C.3: Classification performance measures for the CE-FCS approach with “max”
pruning option using σm = 0.1 and λ = 17e5

CRM ζ k
knnc= 1 knnc= 3

Acc Prec Rec F-s Acc Prec Rec F-s

SD

1
10 0.566 0.147 0.138 0.135 0.591 0.190 0.194 0.181
20 0.567 0.068 0.168 0.094 0.567 0.039 0.174 0.064
30 0.601 0.160 0.221 0.167 0.592 0.147 0.211 0.145

2
10 0.592 0.099 0.218 0.120 0.601 0.069 0.249 0.106
20 0.583 0.095 0.193 0.105 0.583 0.046 0.208 0.074
30 0.583 0.070 0.193 0.094 0.583 0.045 0.208 0.073

3
10 0.583 0.068 0.193 0.092 0.608 0.119 0.251 0.142
20 0.583 0.098 0.193 0.107 0.583 0.048 0.208 0.077
30 0.592 0.148 0.203 0.151 0.583 0.096 0.193 0.116

STD

1
10 0.583 0.183 0.158 0.165 0.608 0.220 0.236 0.204
20 0.601 0.196 0.223 0.196 0.583 0.142 0.201 0.150
30 0.601 0.206 0.239 0.216 0.619 0.222 0.279 0.237

2
10 0.549 0.086 0.118 0.091 0.584 0.180 0.178 0.156
20 0.592 0.213 0.198 0.197 0.575 0.119 0.161 0.121
30 0.592 0.167 0.196 0.170 0.575 0.119 0.176 0.123

3
10 0.583 0.114 0.171 0.122 0.558 0.156 0.126 0.123
20 0.599 0.153 0.178 0.163 0.593 0.146 0.153 0.137
30 0.625 0.211 0.244 0.223 0.592 0.148 0.191 0.154

HV

1
10 0.601 0.050 0.250 0.082 0.592 0.046 0.225 0.075
20 0.601 0.050 0.250 0.082 0.601 0.050 0.250 0.082
30 0.601 0.050 0.250 0.082 0.601 0.050 0.250 0.082

2
10 0.634 0.118 0.261 0.149 0.634 0.104 0.261 0.138
20 0.592 0.046 0.225 0.075 0.601 0.050 0.250 0.082
30 0.592 0.046 0.225 0.075 0.601 0.051 0.250 0.084

3
10 0.617 0.079 0.238 0.115 0.642 0.137 0.271 0.162
20 0.592 0.046 0.225 0.076 0.601 0.051 0.250 0.084
30 0.592 0.046 0.225 0.075 0.592 0.046 0.225 0.076
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Table C.4: Classification performance measures for the CE-FCS approach with “all” prun-
ing option using σm = 0.1 and λ = 91e5

CRM ζ k
knnc= 1 knnc= 3

Acc Prec Rec F-s Acc Prec Rec F-s

SD

1
10 0.592 0.136 0.203 0.151 0.601 0.115 0.234 0.136
20 0.583 0.113 0.193 0.130 0.575 0.066 0.183 0.094
30 0.574 0.091 0.176 0.108 0.574 0.039 0.183 0.064

2
10 0.617 0.155 0.270 0.172 0.609 0.104 0.260 0.130
20 0.592 0.099 0.218 0.120 0.609 0.120 0.259 0.144
30 0.583 0.096 0.193 0.105 0.592 0.076 0.218 0.108

3
10 0.601 0.075 0.235 0.104 0.601 0.075 0.235 0.104
20 0.592 0.073 0.210 0.099 0.592 0.073 0.210 0.099
30 0.592 0.113 0.210 0.124 0.583 0.069 0.193 0.092

STD

1
10 0.583 0.160 0.178 0.160 0.558 0.057 0.124 0.074
20 0.566 0.195 0.123 0.149 0.549 0.066 0.125 0.082
30 0.558 0.130 0.145 0.128 0.583 0.147 0.234 0.156

2
10 0.583 0.063 0.200 0.094 0.600 0.173 0.218 0.178
20 0.575 0.063 0.174 0.090 0.566 0.100 0.149 0.113
30 0.583 0.062 0.191 0.091 0.567 0.066 0.174 0.088

3
10 0.575 0.098 0.184 0.125 0.610 0.213 0.229 0.200
20 0.584 0.066 0.208 0.097 0.558 0.064 0.132 0.083
30 0.567 0.054 0.166 0.078 0.567 0.104 0.158 0.114

HV

1
10 0.584 0.043 0.216 0.071 0.592 0.094 0.226 0.116
20 0.601 0.050 0.250 0.082 0.592 0.046 0.233 0.077
30 0.601 0.050 0.250 0.082 0.601 0.050 0.250 0.082

2
10 0.635 0.168 0.283 0.207 0.584 0.081 0.188 0.108
20 0.675 0.238 0.283 0.244 0.642 0.117 0.221 0.147
30 0.695 0.225 0.321 0.260 0.675 0.167 0.261 0.192

3
10 0.686 0.209 0.276 0.224 0.619 0.108 0.204 0.138
20 0.670 0.142 0.235 0.167 0.686 0.174 0.276 0.202
30 0.670 0.090 0.220 0.126 0.678 0.166 0.251 0.189
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Table C.5: Classification performance measures for the CE-FCS approach with “max”
pruning option using σm = 0.1 and λ = 91e5

CRM ζ k
knnc= 1 knnc= 3

Acc Prec Rec F-s Acc Prec Rec F-s

SD

1
10 0.583 0.113 0.193 0.130 0.575 0.066 0.183 0.094
20 0.583 0.073 0.201 0.103 0.583 0.045 0.208 0.073
30 0.583 0.095 0.194 0.120 0.575 0.090 0.184 0.098

2
10 0.592 0.099 0.218 0.120 0.609 0.120 0.259 0.144
20 0.583 0.096 0.193 0.105 0.592 0.099 0.218 0.121
30 0.583 0.072 0.193 0.096 0.592 0.066 0.224 0.100

3
10 0.592 0.073 0.210 0.099 0.592 0.073 0.210 0.099
20 0.583 0.097 0.193 0.106 0.583 0.070 0.193 0.095
30 0.600 0.174 0.220 0.177 0.600 0.172 0.220 0.176

STD

1
10 0.566 0.195 0.123 0.149 0.549 0.066 0.125 0.082
20 0.592 0.162 0.204 0.173 0.592 0.156 0.218 0.164
30 0.593 0.205 0.238 0.215 0.576 0.121 0.196 0.140

2
10 0.575 0.063 0.174 0.090 0.566 0.100 0.149 0.113
20 0.576 0.060 0.191 0.088 0.592 0.107 0.233 0.128
30 0.601 0.178 0.186 0.167 0.594 0.186 0.243 0.200

3
10 0.584 0.066 0.208 0.097 0.558 0.064 0.132 0.083
20 0.576 0.060 0.191 0.085 0.602 0.146 0.249 0.176
30 0.609 0.206 0.236 0.196 0.601 0.212 0.233 0.213

HV

1
10 0.601 0.050 0.250 0.082 0.592 0.046 0.233 0.077
20 0.601 0.050 0.250 0.082 0.601 0.050 0.250 0.082
30 0.601 0.050 0.250 0.082 0.601 0.050 0.250 0.082

2
10 0.675 0.238 0.283 0.244 0.642 0.117 0.221 0.147
20 0.668 0.150 0.215 0.170 0.667 0.118 0.236 0.153
30 0.628 0.064 0.250 0.099 0.628 0.066 0.250 0.100

3
10 0.670 0.142 0.235 0.167 0.686 0.174 0.276 0.202
20 0.670 0.093 0.220 0.128 0.704 0.149 0.275 0.182
30 0.628 0.064 0.250 0.099 0.620 0.064 0.233 0.097
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Table C.6: Classification performance measures for the CE-FCS approach with “all” prun-
ing option using σm = 0.1 and λ = 164e5

CRM ζ k
knnc= 1 knnc= 3

Acc Prec Rec F-s Acc Prec Rec F-s

SD

1
10 0.601 0.055 0.250 0.089 0.601 0.051 0.250 0.084
20 0.618 0.178 0.263 0.191 0.618 0.177 0.263 0.190
30 0.601 0.170 0.221 0.173 0.610 0.173 0.246 0.183

2
10 0.601 0.053 0.250 0.086 0.601 0.050 0.250 0.082
20 0.601 0.059 0.250 0.094 0.609 0.103 0.266 0.133
30 0.610 0.131 0.245 0.156 0.610 0.101 0.245 0.137

3
10 0.601 0.111 0.213 0.133 0.592 0.104 0.188 0.111
20 0.584 0.107 0.179 0.123 0.592 0.084 0.189 0.109
30 0.583 0.125 0.164 0.137 0.583 0.101 0.171 0.116

STD

1
10 0.576 0.179 0.124 0.133 0.592 0.206 0.173 0.158
20 0.594 0.198 0.146 0.167 0.584 0.155 0.133 0.141
30 0.583 0.147 0.121 0.132 0.626 0.237 0.233 0.225

2
10 0.567 0.081 0.151 0.100 0.603 0.243 0.254 0.235
20 0.567 0.110 0.151 0.103 0.593 0.132 0.201 0.144
30 0.559 0.086 0.134 0.088 0.585 0.116 0.184 0.128

3
10 0.617 0.209 0.238 0.216 0.585 0.202 0.183 0.176
20 0.558 0.098 0.119 0.102 0.558 0.089 0.134 0.100
30 0.576 0.137 0.144 0.137 0.559 0.092 0.119 0.101

HV

1
10 0.601 0.050 0.250 0.082 0.601 0.050 0.250 0.082
20 0.601 0.050 0.250 0.082 0.601 0.050 0.250 0.082
30 0.601 0.050 0.250 0.082 0.609 0.101 0.260 0.128

2
10 0.670 0.131 0.260 0.167 0.592 0.081 0.213 0.110
20 0.679 0.144 0.255 0.171 0.661 0.173 0.271 0.198
30 0.662 0.131 0.248 0.157 0.712 0.248 0.345 0.281

3
10 0.601 0.068 0.220 0.101 0.618 0.120 0.246 0.150
20 0.687 0.193 0.256 0.215 0.626 0.100 0.208 0.130
30 0.695 0.175 0.251 0.200 0.652 0.116 0.216 0.149
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Table C.7: Classification performance measures for the CE-FCS approach with “max”
pruning option using σm = 0.1 and λ = 164e5

CRM ζ k
knnc= 1 knnc= 3

Acc Prec Rec F-s Acc Prec Rec F-s

SD

1
10 0.618 0.178 0.263 0.191 0.618 0.176 0.263 0.189
20 0.592 0.146 0.211 0.151 0.592 0.145 0.211 0.151
30 0.592 0.124 0.211 0.137 0.592 0.145 0.211 0.151

2
10 0.601 0.058 0.250 0.093 0.601 0.053 0.250 0.086
20 0.635 0.283 0.281 0.263 0.627 0.229 0.265 0.231
30 0.626 0.231 0.250 0.228 0.626 0.233 0.265 0.234

3
10 0.592 0.120 0.189 0.134 0.609 0.149 0.216 0.156
20 0.575 0.116 0.139 0.117 0.575 0.098 0.146 0.111
30 0.575 0.140 0.124 0.123 0.602 0.147 0.191 0.157

STD

1
10 0.602 0.213 0.178 0.185 0.609 0.151 0.221 0.173
20 0.566 0.089 0.125 0.096 0.575 0.157 0.178 0.140
30 0.575 0.121 0.133 0.120 0.594 0.216 0.228 0.207

2
10 0.559 0.054 0.149 0.074 0.618 0.208 0.254 0.221
20 0.576 0.135 0.169 0.140 0.585 0.115 0.201 0.129
30 0.601 0.157 0.226 0.162 0.602 0.153 0.234 0.167

3
10 0.550 0.089 0.094 0.087 0.601 0.172 0.246 0.192
20 0.559 0.111 0.111 0.106 0.567 0.159 0.176 0.166
30 0.592 0.125 0.186 0.142 0.575 0.201 0.144 0.147

HV

1
10 0.626 0.062 0.250 0.098 0.617 0.076 0.270 0.114
20 0.617 0.102 0.270 0.133 0.626 0.083 0.279 0.123
30 0.626 0.092 0.279 0.130 0.626 0.087 0.273 0.125

2
10 0.712 0.208 0.279 0.231 0.650 0.180 0.283 0.211
20 0.687 0.192 0.263 0.210 0.712 0.241 0.301 0.261
30 0.695 0.244 0.288 0.253 0.720 0.253 0.311 0.272

3
10 0.695 0.211 0.281 0.236 0.660 0.132 0.248 0.171
20 0.679 0.164 0.260 0.191 0.679 0.172 0.275 0.200
30 0.687 0.161 0.270 0.192 0.687 0.147 0.255 0.176
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Table C.8: Classification performance measures for the CE-FCS approach with “all” prun-
ing option using σm = 0.1 and λ = 238e5

CRM ζ k
knnc= 1 knnc= 3

Acc Prec Rec F-s Acc Prec Rec F-s

SD

1
10 0.601 0.135 0.234 0.142 0.584 0.056 0.201 0.082
20 0.609 0.158 0.244 0.161 0.609 0.167 0.244 0.162
30 0.626 0.181 0.271 0.187 0.626 0.197 0.271 0.192

2
10 0.575 0.172 0.146 0.154 0.602 0.231 0.176 0.195
20 0.618 0.241 0.194 0.211 0.643 0.320 0.279 0.292
30 0.626 0.245 0.204 0.219 0.643 0.285 0.264 0.269

3
10 0.575 0.141 0.268 0.168 0.583 0.165 0.278 0.191
20 0.566 0.137 0.211 0.157 0.558 0.109 0.201 0.122
30 0.574 0.150 0.188 0.156 0.558 0.096 0.161 0.108

STD

1
10 0.617 0.287 0.269 0.269 0.617 0.267 0.251 0.248
20 0.576 0.200 0.171 0.177 0.567 0.087 0.193 0.119
30 0.583 0.178 0.194 0.174 0.574 0.126 0.201 0.143

2
10 0.610 0.225 0.258 0.232 0.626 0.229 0.286 0.251
20 0.627 0.216 0.278 0.240 0.644 0.304 0.368 0.327
30 0.643 0.261 0.286 0.266 0.669 0.270 0.309 0.283

3
10 0.584 0.189 0.269 0.208 0.601 0.210 0.289 0.221
20 0.541 0.037 0.166 0.055 0.592 0.230 0.278 0.214
30 0.574 0.218 0.213 0.203 0.584 0.178 0.216 0.177

HV

1
10 0.619 0.104 0.283 0.141 0.619 0.102 0.283 0.137
20 0.609 0.108 0.260 0.136 0.609 0.099 0.253 0.129
30 0.626 0.181 0.279 0.202 0.626 0.129 0.279 0.161

2
10 0.669 0.180 0.269 0.211 0.670 0.178 0.269 0.208
20 0.637 0.107 0.254 0.148 0.661 0.208 0.236 0.213
30 0.636 0.145 0.239 0.172 0.678 0.191 0.264 0.219

3
10 0.583 0.127 0.204 0.136 0.550 0.068 0.158 0.085
20 0.567 0.137 0.211 0.150 0.533 0.036 0.101 0.042
30 0.583 0.196 0.231 0.185 0.542 0.070 0.111 0.067
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Table C.9: Classification performance measures for the CE-FCS approach with “max”
pruning option using σm = 0.1 and λ = 238e5

CRM ζ k
knnc= 1 knnc= 3

Acc Prec Rec F-s Acc Prec Rec F-s

SD

1
10 0.609 0.147 0.251 0.158 0.609 0.125 0.245 0.138
20 0.617 0.150 0.246 0.159 0.617 0.107 0.255 0.140
30 0.617 0.148 0.246 0.158 0.626 0.157 0.271 0.174

2
10 0.651 0.323 0.256 0.284 0.660 0.300 0.266 0.279
20 0.643 0.284 0.246 0.260 0.660 0.274 0.273 0.268
30 0.675 0.313 0.278 0.291 0.667 0.298 0.268 0.274

3
10 0.566 0.182 0.186 0.169 0.574 0.205 0.236 0.206
20 0.591 0.202 0.221 0.208 0.583 0.256 0.204 0.207
30 0.600 0.293 0.231 0.249 0.592 0.329 0.189 0.232

STD

1
10 0.576 0.154 0.148 0.146 0.576 0.117 0.194 0.145
20 0.567 0.137 0.145 0.133 0.567 0.163 0.153 0.111
30 0.542 0.079 0.101 0.074 0.533 0.042 0.076 0.041

2
10 0.660 0.258 0.368 0.302 0.627 0.229 0.346 0.269
20 0.617 0.202 0.239 0.210 0.618 0.210 0.258 0.215
30 0.584 0.200 0.148 0.164 0.610 0.243 0.241 0.220

3
10 0.541 0.038 0.166 0.053 0.584 0.128 0.266 0.160
20 0.583 0.242 0.196 0.190 0.576 0.176 0.179 0.161
30 0.583 0.195 0.218 0.173 0.576 0.134 0.219 0.143

HV

1
10 0.601 0.120 0.236 0.142 0.609 0.102 0.260 0.126
20 0.651 0.191 0.283 0.215 0.626 0.137 0.259 0.165
30 0.642 0.129 0.228 0.157 0.659 0.155 0.278 0.192

2
10 0.635 0.202 0.206 0.201 0.643 0.139 0.205 0.164
20 0.660 0.244 0.316 0.270 0.660 0.161 0.223 0.184
30 0.652 0.235 0.266 0.248 0.695 0.250 0.296 0.269

3
10 0.600 0.253 0.313 0.261 0.541 0.066 0.111 0.071
20 0.566 0.123 0.181 0.131 0.583 0.153 0.231 0.163
30 0.567 0.111 0.175 0.117 0.549 0.067 0.139 0.078
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Table C.10: Classification performance measures for the CE-FCS approach with “all”
pruning option using σm = 1 and λ = 238e5

CRM ζ k
knnc= 1 knnc= 3

Acc Prec Rec F-s Acc Prec Rec F-s

SD

1
10 0.601 0.135 0.234 0.142 0.584 0.056 0.201 0.082
20 0.609 0.158 0.244 0.161 0.609 0.167 0.244 0.162
30 0.626 0.181 0.271 0.187 0.626 0.197 0.271 0.192

2
10 0.575 0.172 0.146 0.154 0.602 0.231 0.176 0.195
20 0.618 0.241 0.194 0.211 0.643 0.320 0.279 0.292
30 0.626 0.245 0.204 0.219 0.643 0.285 0.264 0.269

3
10 0.575 0.141 0.268 0.168 0.583 0.165 0.278 0.191
20 0.566 0.137 0.211 0.157 0.558 0.109 0.201 0.122
30 0.574 0.150 0.188 0.156 0.558 0.096 0.161 0.108

STD

1
10 0.617 0.287 0.269 0.269 0.617 0.267 0.251 0.248
20 0.576 0.200 0.171 0.177 0.567 0.087 0.193 0.119
30 0.583 0.178 0.194 0.174 0.574 0.126 0.201 0.143

2
10 0.610 0.225 0.258 0.232 0.626 0.229 0.286 0.251
20 0.627 0.216 0.278 0.240 0.644 0.304 0.368 0.327
30 0.643 0.261 0.286 0.266 0.669 0.270 0.309 0.283

3
10 0.584 0.189 0.269 0.208 0.601 0.210 0.289 0.221
20 0.541 0.037 0.166 0.055 0.592 0.230 0.278 0.214
30 0.574 0.218 0.213 0.203 0.584 0.178 0.216 0.177

HV

1
10 0.619 0.104 0.283 0.141 0.619 0.102 0.283 0.137
20 0.609 0.108 0.260 0.136 0.609 0.099 0.253 0.129
30 0.626 0.181 0.279 0.202 0.626 0.129 0.279 0.161

2
10 0.669 0.180 0.269 0.211 0.670 0.178 0.269 0.208
20 0.637 0.107 0.254 0.148 0.661 0.208 0.236 0.213
30 0.636 0.145 0.239 0.172 0.678 0.191 0.264 0.219

3
10 0.583 0.127 0.204 0.136 0.550 0.068 0.158 0.085
20 0.567 0.137 0.211 0.150 0.533 0.036 0.101 0.042
30 0.583 0.196 0.231 0.185 0.542 0.070 0.111 0.067
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Table C.11: Classification performance measures for the CE-FCS approach with “max”
pruning option using σm = 1 and λ = 238e5

CRM ζ k
knnc= 1 knnc= 3

Acc Prec Rec F-s Acc Prec Rec F-s

SD

1
10 0.609 0.147 0.251 0.158 0.609 0.125 0.245 0.138
20 0.617 0.150 0.246 0.159 0.617 0.107 0.255 0.140
30 0.617 0.148 0.246 0.158 0.626 0.157 0.271 0.174

2
10 0.651 0.323 0.256 0.284 0.660 0.300 0.266 0.279
20 0.643 0.284 0.246 0.260 0.660 0.274 0.273 0.268
30 0.675 0.313 0.278 0.291 0.667 0.298 0.268 0.274

3
10 0.566 0.182 0.186 0.169 0.574 0.205 0.236 0.206
20 0.591 0.202 0.221 0.208 0.583 0.256 0.204 0.207
30 0.600 0.293 0.231 0.249 0.592 0.329 0.189 0.232

STD

1
10 0.576 0.154 0.148 0.146 0.576 0.117 0.194 0.145
20 0.567 0.137 0.145 0.133 0.567 0.163 0.153 0.111
30 0.542 0.079 0.101 0.074 0.533 0.042 0.076 0.041

2
10 0.660 0.258 0.368 0.302 0.627 0.229 0.346 0.269
20 0.617 0.202 0.239 0.210 0.618 0.210 0.258 0.215
30 0.584 0.200 0.148 0.164 0.610 0.243 0.241 0.220

3
10 0.541 0.038 0.166 0.053 0.584 0.128 0.266 0.160
20 0.583 0.242 0.196 0.190 0.576 0.176 0.179 0.161
30 0.583 0.195 0.218 0.173 0.576 0.134 0.219 0.143

HV

1
10 0.601 0.120 0.236 0.142 0.609 0.102 0.260 0.126
20 0.651 0.191 0.283 0.215 0.626 0.137 0.259 0.165
30 0.642 0.129 0.228 0.157 0.659 0.155 0.278 0.192

2
10 0.635 0.202 0.206 0.201 0.643 0.139 0.205 0.164
20 0.660 0.244 0.316 0.270 0.660 0.161 0.223 0.184
30 0.652 0.235 0.266 0.248 0.695 0.250 0.296 0.269

3
10 0.600 0.253 0.313 0.261 0.541 0.066 0.111 0.071
20 0.566 0.123 0.181 0.131 0.583 0.153 0.231 0.163
30 0.567 0.111 0.175 0.117 0.549 0.067 0.139 0.078
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