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Abstract 

Tomography technologies including X-ray computed tomography (CT) and neutron 

tomography have been increasingly used by both research and industrial communities in 

many fields to non-invasively visualize opaque materials in three dimensions. Their 

applications in soil science over the last decades have substantially improved our 

understanding of many fundamental processes which would otherwise remain unknown. 

With the development in both technologies, we are now able to visualize and quantify 3D 

pore gnomery in porous materials at a spatial resolution as fine as a few microns. Combining 

these with process-based pore-scale simulations would enable us to elucidate how soil 

structure responds to agronomic practice changes as well as its consequence for soil physical 

properties such as permeability, water retention and tortuosity at different scales, which are 

important for soil functions. My PhD project aims to build a new system to investigate soil-

root interaction and soil property changes induced by both agronomical practice changes and 

root-soil interaction. 

In this thesis, I present two experimental results to analyse root growth and its consequent 

impact on soil structure under different managements and environments. The first experiment 

is to investigate how water and salinity stresses affect development of root architecture of 

maize in three dimensions. Maize seedlings were grown in pots packed with a loamy sand 

soil for three weeks under water and salinity stresses both in isolation and combination. I then 

scan them using X-ray CT at resolution of 110 microns to analyse the impact of these stresses 

on root architecture traits, including root length, root branching angle as well as diameters of 

the crown and primary roots. These could help us understand how plants respond to abiotic 

stresses by adjusting their root morphology. In the meantime, I also took soil aggregates 

adhered to the roots and scanned them using X-ray tomography at resolution of 4 microns to 

analyse the change in pore geometry under different stresses as well as its consequence for 

soil permeability and porosity as these parameters were important to estimate how roots take 

up water and nutrients from soil. The results showed that both abiotic stresses reduced the 

porosity and permeability of the rhizosphere when they worked in isolation. Their 

combination could reduce rhizosphere permeability by threefold.  

The second experiment was to quantify the structural change in soil aggregates following 

land use changes 70 years ago in long-term experiment at Rothamsted Research. Soil samples 

were taken from the topsoil in a field under different land usages: continuous grass, arable 

and fallow, for more than 70 years. I then scanned them using X-ray CT at a resolution of 1.5 

microns. Image analysis showed that the land usage change has a significant impact on intra-

aggregate structure in that the soil under continuous grassland is more porous while the soil 

having been fallowed for 70 years is least porous. Based on the X-ray images, I also analysed 

how the cropping systems affect the ability of soil to retain (water retention curves) and 

conduct water (permeability), as well as to move nutrients (diffusion coefficient). All these 

have direct implications for improving our understanding of root uptake of water and 

nutrients as well as hydrological cycle.   
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Chapter 1 Introduction 

1.1 Background  

Soil is the most complicated biomaterial on the earth. It not only produces foods to feed 

a growing global population which is projected to increase to 9.7 billion by 2050 (Affairs, 

2017), but also offers numerous ecosystem services that might be less known to the public. 

For example, soil stores a massive amount of carbon which is estimated to be more than the 

carbon in atmosphere and ocean combined (Cullen and Boyd, 2008). Depending on 

management, the soil could either become a carbon sink or source. For example, a study on 

the UK revealed that over the past century, the UK soil has been losing carbon at an average 

annual rate of 0.6% (Young et al., 2016). It is generally accepted that converting grassland 

and forests to arable land for agricultural production leads to a loss in soil carbon. For 

example, in an experiment lasting for more than 50 years, converting grassland to arable land 

had reduced carbon in the top 0-20 cm soil, while fallowing the soil reduced carbon in topsoil 

even more (Gregory et al., 2016). 

1.2. Soil and soil carbon 

Carbon in soil is dynamic changing temporarily. Input of plant roots and straws left-

over after harvest increases carbon stock in soil, while in the meantime microbial 

decomposition of organic matters reduces soil carbon. As microbial activity in soil is affected 

by a combination of numerous biotic and abiotic factors such as soil water content and 

temperature, the carbon input rate and its microbial decomposition rate are unlikely to be in 
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equilibrium always (Castro et al., 2010). Microbial respiration associated with its 

decomposition of soil organic matter is one of the main sources of the increase in carbon 

dioxide in the atmosphere - a mechanism underlying global warming. The increase in 

atmospheric carbon is partly due to microbial activity in soil (Lipson et al., 2005). For 

example, Stout et al. (2016) found that soil respiration accounts for a large proportion of 

carbon dioxide released into the atmosphere (Bill A. Stout, 2016). Bacteria and archaea, 

known as prokaryotes, constitute a large proportion of microbial biomass in soil, and their 

respiration releases carbon dioxide into the atmosphere at a rate depending on a multitude of 

biotic and abiotic factors such as soil temperature and moisture. In general, soil respiration 

increases with temperature if temperature does not exceed an extreme value (Morán et al., 

2017). In contrast, the impact of soil water content on soil respiration is more complicated but 

less studied (Orchard and Cook, 1983). 

Soil carbon consists of soluble carbon and soil organic matter (SOM) with the latter 

referring to carbon in microbial biomass and litters originating from plants (Condron et al., 

2010). SOM is essential for soil fertility and health, including retaining water and controlling 

water movement in soil (Rousseva et al., 2017). Since soil is a major carbon storage, 

developing new agronomic practices to improve soil carbon sequestration is critical to 

mitigating climate warming and constructing sustainable agriculture (Dignac et al., 2017). 

Apart from its importance in mitigating climate change, experimental results also found that 

enhancing soil carbon sequestration also improves crop yield and physical and biochemical 

properties of soil (Tanveer et al., 2019). Soil carbon exists in in different forms and based on 
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its bioavailability to microbiome, it can be divided into labile and recalcitrant carbon 

(Saljnikov et al., 2013). Labile carbon is carbon that is readily to be taken up by microbes, 

including amino acids and simple carbohydrates, while recalcitrant carbon refers to those that 

are difficult to be degraded by microbes, including humic acids and polysaccharide (Stott and 

Martin, 1989). The distributions of SOM and microbes in soil are spatially heterogeneous 

(Peth et al., 2014) and in most circumstances, the microbes need to secret extracellular 

enzymes to solubilize the SOM to acquire the nutrients, predominantly carbon, nitrogen and 

phosphorus, they require (Jacoby et al., 2017). Since the extracellular enzymes and 

solubilized nutrients move in liquid water which in turn is modulated by soil structure, 

recently studies found that it is soil physical structure rather than soil enzymes and soil 

microbial communities that controls carbon cycle and soil respiration (Schimel and Schaeffer, 

2012). For example, a recent review by Dungait et al. (2012) showed that the mechanisms 

underlying the protection of soil SOM from decomposition is its accessibility to microbes 

rather than the recalcitrance of the soil carbon due to the impact of soil physical structures.  

The change in SOM is affected by a multitude of interactive biotic and abiotic processes 

including soil texture, climate and land usage (Poulton et al., 2018), which vary with scales. 

At local scale, agronomic practices such as tillage, fertilizations and cropping system play a 

key role in controlling soil carbon dynamics and its microbial decomposition (Dignac et al., 

2017), white at large scale, it is the topography and climate that determine carbon storage in 

soil (Garcia-Pausas et al., 2007). For example, Carey et al (2016)found that the response of 

SOM to temperature at large scale varies with biomes in that soil respiration in desserts and 
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northern shrubbery increased exponentially with temperature, while in temperate agriculture 

soils, grasslands and all non-desert biomes, soil respiration increased with temperature 

asymptotically - increasing first followed by a decline after temperature exceeded 

approximately 20 ℃. At local scale, the most important factor affecting soil carbon dynamics 

is tillage and fertilization. For example, the Rothamsted long-term Winter Wheat experiment 

showed that changing fertilization to composted farmyard manure more than 170 years ago 

increased the soil carbon content from 35 t ha-1 to more than 82 t ha-1, while fertilization 

using inorganic fertilizers did not alter soil carbon at significant level (Johnston et al., 

2009). Tillage also affects soil carbon significantly. For example, there are researches in the 

literature reporting that reducing tillage or no-tillage could increase SOM because the 

reduced disturbance to soil reduces soil aggregation and C decomposition (West and Post, 

2002). However, this does not appear to be consensus as some studies showed that a change 

in till age did not always lead to a significant change in soil carbon (Luo et al., 2010). It is 

generally accepted the impact of tillage on soil carbon depends on soil texture.  

Soil carbon exists in different forms and is affected by many physical and biochemical 

factors. Its measurement is expensive and tedious (Krishna, 2013). Over the past decades, 

there has been an increase in use of near-infrared reflectance spectrometers (NIRS) to 

measure soil carbon. The principle of NIRS is that the reflectance spectra by soil is related to 

the content of soil water and organic matter (Bowers and Hanks, 1965). The NIRS can 

generate photons; detecting the photons scattered by different components in a soil enables us 

to measure the relative content of these components. The NIRS can non-destructively 
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measure different soil properties in the field (Yang et al., 2012). For example, Krishnan et al 

(1980) used two wavelengths to measure soil organic matter, and Dalal and Henry (1986) 

used it to measure total soil C, N and soil moisture content. Another advantage of NIRS is 

that it is able to measure massive data in a relatively short period of time. For example, 

Chang et al measured 12 soil properties, including total C and N and soil moisture, of 802 

soil samples in a matter of week (Chang et al., 2001). It is anticipated that with the accuracy 

of the NIRS improving, its application will substantially improves our understanding of soil 

turnover and its determinants, as well as soil carbon modelling to predict the feedbacks 

between global warming and soil carbon. 

1.3. Soil and hydrological cycling  

Apart from mediating carbon, soil also helps purify water and decontaminate pollutants 

in soil via either physical and chemical adsorption or microbial degradation. When pollutants 

flow with water in soil, they could be trapped to small pores, thereby reducing their leaching 

to groundwater. In the meantime, their chemical adsorption by soil could also purify water as 

the surface of most soil particles are negatively charged due to the existence of clays minerals 

and organic matter. While negatively charged anions such as nitrate cannot be adsorbed, 

cations such as sulphates and phosphates can form a strong bond with soil particles to 

become immobile (McLean and Bledsoe, 1992). For instance, phosphates undergo a chemical 

reaction with soil to form covalent bonds with clay minerals. Other cations, such as heavy 

metals, could also be adsorbed by soil, thereby becoming less mobile. All these impede the 

movement of pollutants from soil into groundwater (Wuana and Okieimen, 2011).  
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Soil microorganisms also play a critical role in water purification. For example, fungi 

and bacteria can transform nitrate into nitrogen, thereby reducing its leaching to surface water 

and/or groundwater (Kallenbach et al., 2016). Some bacteria are capable of decomposing oil 

spilt into less harmful substances such as carbon dioxide and water. Soil microbes not only 

decompose organic pollutants but also inorganic contaminants (Masciandaro et al., 2013). For 

example, soil in wetlands is in the anaerobic condition where nitrate can be transformed into 

nitrogen gas and nitrous oxide via denitrification. While this might increase greenhouse 

emission, it reduces nitrate contamination to watercourses (Thorslund et al., 2017). 

Wetlands and riparian lands are natural water purifiers and could remove more than 

half of metal ions from entering the watercourse, apart from filtering sediments in surface 

runoff emanating from rural and urban lands(Liu et al., 2011). Most heavy metals, such as 

lead and mercury, have a detrimental impact on human beings (Godwill et al., 2019). 

In addition to purifying water, soil also plays a critical role in hydrological cycle 

(Alberti, 2008). Demand for water in plant photosynthesis creates a water pressure gradient 

from the leaf to the root, and driven by this pressure gradient, water flows continuously from 

soil to the leaf through the xylem networks of the plant. Root uptake depletes soil water, 

which, along with the water evaporated from the soil surface, is an important component in 

hydrological cycle. 

Water enters soil either through precipitation or irrigation. Soil structure determines the 

amount of water that a soil can store, as well as its distribution, refiltration and movement 

(Schoonover and Crim, 2015). Water dynamics in soil also depends on soil structure and soil 
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texture (Easton and Bock, 2016). Sandy soils normally have large pores which facilitate 

water infiltration, thereby reducing the bioavailability of water for plants to uptake. In 

contrast, clay soils are characterized by small pores and could develop cracks in dry 

conditions. After rewetting, water cloud flows through these cracks rapidly (Beven and 

Germann, 2013). Soil would become waterlogged if it is unable to infiltrate the surface water 

timely. In addition to parental materials of the soil, topology and agronomic practice also play 

an important role in soil water movement. 

1.4. Soil degradation  

Despite the importance of soil in providing ecosystem service, inappropriate soil 

management has led to severe soil degradation, which in some countries, such as Haiti, even 

resulted in political crises (Williams, 2011). Soil degradation could occur in different ways, 

including erosion instigated by wind and surface water flow, nutrient losses and acidification. 

For example, it was estimated that ploughing the soil layer in China had lost more than 1cm 

of the top soil over the past century (Li et al., 2014), reducing soil fertility and compromised 

its ecosystem services. The study of Zhao and Hou (2019) found that deforestation and 

cultivation in steep slopes is a primary cause of land degradation in China, especially in the 

karst mountainous areas where converting grasslands and woodland for agricultural 

production had led to severe soil degradation and soil erosion. 

Unmanaged grazing is another cause of land degradation. In western Kenya, for example, 

livestock grazing and land cultivation are believed to be the major reasons of the land 

degradation (Wanyonyi and Mwangi, 2016). Apart from agriculture, deforestation also 
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accelerates soil degradation (Lal, 1996). The increasing demand for wood and fuel has led to 

land degradation in areas where biomass is the primary source for energy (Berger et al., 

2013) such as in China (Deng and Li, 2016), and significant deforestation also depletes soil 

nutrients. 

1.5. Aim and Objectives 

Services provided by soil are affected by many integrative physical and biogeochemical 

processes, but all these processes are controlled by soil structure which in turn is mediated by 

microbial activity. As microbial activity is driven by plant roots, a change in root activities 

would shift carbon input soil, thereby altering microbial activity and reshaping soil structure. 

However, how soil structure changes in response to environment and its consequence for soil 

functions are currently unknown due to its complexity and the lack of technology to measure 

it. The aim of this thesis is to break this barrier, systemically investigating root-soil 

interaction and its consequent impact on soil functions. To achieve this aim, I used laboratory 

and field experiments in combination with neutron and X-ray tomography. The main 

objectives are: 

• To elucidate how plant changes its roots morphology in response to water and salinity 

stresses using X-ray computed tomography at resolution of 110μm.  

• To quantify how plant under water and salinity stresses, either in isolation or 

combination, reshapes its rhizosphere using pore-scale simulations and X-ray computed 

tomography.  

• To investigate how land use changes more than 70 years ago reshaped soil structure 

using X-ray computed tomography at 1.5μm resolution.  

• To quantify how the soil structural changes induced by the land use changes affect soil 

functions in transporting water and substrates.      
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Chapter 2 Literature Review 

2.1 Hierarchical soil structure  

Soil is formed by a multitude of biotic and abiotic processes operating at different 

scales, and its structure is hence hierarchical (Caldwell et al., 2012). For example, root 

growth can instantly reshape soil structure by compacting its adjacent soil from millimetre to 

centimetres, while the decay of roots could form large bio-pores. In addition, earthworm 

burrowing can also create large cylindrical pores in both vertical and horizontal directions 

(Ruiz and Or, 2018). Physically, wetting-drying cycles induced by root water uptake and 

irrigation/rainfall fragments soil to create cracks (Krounbi and Lazarovitch, 2014). 

Biologically, microbial decomposition of organic matter binds soil minerals into aggregates, 

restructuring soil at scales ranging from one micron to tens microns (Kravchenko et al., 

2015). Such complicated hierarchical soil structures allow co-existence of air and water 

across a wide range of environments, which is the key for all lives in the terrestrial 

ecosystems (Hall, 2016). It also determines flow and storage of water and nutrients, which is 

essential to microbial activity and plant growth.  

Unlike industrial porous materials packed by granular particles, soil is not randomly 

structured but self-organized and, to some extent, it can be described as a fractal (Young and 

Crawford, 1992). Its large pore-wall interfaces provide habitats for microbes. The exchange 

of water and gases (especially oxygen) between soil and atmosphere at a wide range of 

conditions is the driving force of all biogeochemical reactions and nutrient cycling taking 

place in soil, which is the key for soil to provide the ecosystem services as reviewed above.  



21 

 

The hierarchical soil structure was recognized long-time ago, and Tisdall and Oades 

(1982) systematically reviewed its relationship with microbial activity. Subsequent research 

since then has shown that the effect of microbial activity on soil structure is particularly 

strong at scales that regulate air and water flow at a wide range of matric potentials (Tecon 

and Or, 2017). While microbial activity reshapes the soil structure, the soil structural change 

due to microbial activity also have a feedback effect on functions and community of soil 

microbiomes. Such feedback interactions have been termed as self-organization in the 

literature (Young and Crawford, 2004). 

 

Figure 2.1. Schematic showing the hierarchical soil structured with pores >40μm between 

the aggregates shown in (A) and pores <40μm inside the aggregate shown in (B). 

 

As an illustration, Figure 2.1 shows a hierarchically structured soil scanned using X-ray 

tomography at two scales: one at core scale acquired at resolution of 40μm to expose the 

inter-aggregate pores and the other one scanned at resolution of 1.5μm to visualize the intra-
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aggregate pores. Pore structure at the two scales modulates ability of the soil to transport 

water and nutrients around soil (through inter-aggregate pores) during and following 

rainfall/irrigation and to retain (via the intra-aggregate pores) water and nutrient when soil 

becomes dry.  

The feedback reactions between soil structure and microbial activity are nonlinear and 

they are the mechanisms underlying self-organization emerging from soil systems (Young 

and Crawford, 2004). Self-organized soil structure and its functions emerge spontaneously 

from soil enforcement against stochastic disturbance of environments, which supports a high 

level of microbial activity; systems displaying such an organized complexity are irreducible 

and complicated (Crawford et al., 2012). 

2.2 Relationship between soil structure and soil carbon 

One key finding in studies on soil organic matter over the past decade is that soil 

carbon sequestration is not controlled by its molecular complexity as traditionally thought but 

by its accessibility to microbes (Dungait et al., 2012; Rasmussen et al., 2018). As microbial 

decomposition of organic matter only proceeds at hydrated sites with co-existence of microbe 

and oxygen while substrate and water distributions in soil are controlled by capillary pressure 

(Sessitsch et al., 2001), the turnover of soil carbon is hence modulated by soil structure, i.e., 

how pores of different sizes are connected spatially. In addition, small pores also functions as 

a storage for both water nutrition storage, apart from providing habitats to microbial 

communities (Crawford et al., 2005). Despite the importance of soil structure, our 

understanding of its relationship with soil carbon sequestration is obscure. This has been 
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changing over the past decade due to the development of imaging technologies and their 

application in soil, particularly X-ray computed tomography (CT). There has been an increase 

in using CT technology to study the relationship between soil structure and soil carbon 

sequestration. For example, Juarez et al (2013) investigated the impact of soil pore structure 

on kinetic decomposition of organic carbon based on the pore network acquired from CT, and 

Kravchenko et al (2019) found that enzymes responsible for dissolving organic matter are 

associated with a specific range of pores rather than randomly distributed in soil.   

Carbon is heterogeneously distributed due to soil aggregation and accessibility of 

carbon to microbes (Augustin et al., 1995). Soil aggregates are formed from mineral particles 

bound by fungi and decomposed soil organic matter, and their size varies widely from less 

than one millimetre to centimetre (Six et al., 2004). The pore geometry inside aggregates 

varies with aggregate size and carbon mineralization; carbon sequestration in different 

aggregates is thus different (Yoo et al., 2006). Understanding the relationship between soil 

carbon and aggregate structure is a key to developing agronomic practices so as to improve 

soil carbon sequestration.  

Soil aggregate is often classified as macroaggregate (bigger than 250μm) and 

microaggregates (smaller than 250μm) in the literature based on their size (TISDALL and 

OADES, 1982). Macroaggregates normally contain more carbon than microaggregates (Six et 

al., 2000), as the former can protect organic matter from rapid decomposition due to its 

heterogeneous distribution (Lützow et al., 2006; Schmidt et al., 2011). Pore arrangement, 

characterized by tortuosity, pore connectedness and pore size, is the most important soil 
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property affecting nutrient distribution and movement of microorganisms in both soil profile 

and within the aggregates (Tecon and Or, 2017). For example, nutrients normally accumulate 

in pores with 100–200 μm diameter within sodic clay soil aggregates (Jassogne et al., 2009); 

Liang et al. (2019) recently found a good relationship between pore sizes in the exterior 

macroaggregates and soil microbes as well as soil organic carbon (SOC), in which mesopore 

between 30 and 100 μm is the most suitable habitat in clay for microbes. Pore arrangement is 

also an important indicator for microbial to access nutrients (Sexstone et al., 1985). Pore size 

distribution (PSD) is a parameter to quantify the fraction of different pores and affects the 

ability of the aggregates to protect carbon from decomposition. For example, Ananyeva et al 

(2013) found that total soil carbon is lower in medium-sized pores than in small and large 

pores, and that an increase in soil aggregate size reduces soil susceptibility to erosion induced 

by wind and surface runoff (Liu et al., 2017; Nciizah and Wakindiki, 2014); all these can 

increase stability of the bonds between soil carbon and soil particles.  

2.3 Root and soil-root interaction 

Soil aggregate formation is mediated by microbial activity which in turn is driven by 

carbon input emanating from plant root activities. Plant growth relies on its roots to take up 

water and nutrients from soil, which is modulated by soil structure. Apart from supplying 

water and nutrients to sustain plant photosynthesis, roots also function as anchors to stabilize 

plant against mechanical resistances (Zobel, 2005). The roots thus determine not only the 

survival and development of plants, but also modify soil structure to optimize water and 

nutrient uptake (Bengough, 2012). Evolutionarily, roots develop various mechanisms to 
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facilitate water and nutrients uptake under different environments (Czarnes et al., 2000; 

Koebernick et al., 2017), and they are plastic to facilitate optimal uptake of water and 

nutrients even under unfavourable conditions by adjusting their morphology and penetration 

depth (Smet, 2012). For example, it is well known that under water stress, roots penetrate 

deep to forage water, while in wet conditions, they ramify in topsoil to explore water (Franco 

et al., 2011). Similarly, nutrient distribution in soil also affects root growth and branching 

(Bengough et al., 2011). Apart from water distribution, nutrients also affect development of 

root architecture. For example, when phosphorus is deficit, plants appear to increase 

synthetization of root hairs to increase root-soil contact areas as a strategy to improve 

phosphorus uptake (Lambers et al., 2006). Root formation undergoes different stages in plant 

development. For example, it is known that maize generates its primary root first at its 

embryonic stage and as the plant grows, it forms other types of roots including crown roots 

and root hairs (Abbe and Stein, 1954; Hochholdinger et al., 2004). A change in environment 

could trigger synthesis of specific hormones to reshape root architecture to facilitate its 

resources acquisition from soil (Atkinson et al., 2020b; Pandey et al., 2021); it is well 

established that hormones control adaptation of plant to almost all biotic and abiotic stresses 

both below and above the ground surface (Dunbabin et al., 2013).  

Root and soil interact with each other in a small volume of soil in the proximity of the 

root which is known as the rhizosphere (Hartmann et al., 2008; Hiltner, 1904). The term of 

the rhizosphere was coined 100 years ago by (Hiltner, 1904), but its importance in soil 

functions was recognized only about three decades ago. We now know that the rhizosphere 
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houses a diverse microbes differing markedly from those in bulk soil (Torsvik et al., 2002; 

van der Heijden et al., 1998). Apart from their microbial and biochemical difference, the bulk 

soil and the rhizosphere also differ in their physical properties. Root growth instantly 

compacts its adjacent soil and destroys some larger pores, thereby leading to an increase in 

porosity of micropores (Nunan et al., 2006). In the meantime, some root-mediated processes 

such as root exudation and microbial activity induced by rhizo-deposits enhance soil 

aggregation, thereby leading to an increase in porosity (Baumert et al., 2018). Also, drying-

wetting cycles due to root water uptake and irrigation/rainfall could create cracks and 

increase the porosity of macropores and soil aggregation (Whalley et al., 2000). As the 

impact of above biotic and biotic processes on physical properties of the rhizosphere might be 

contradictory, how roots reshape the structure of their rhizosphere is not conclusive and 

appears to depend on soil texture and crops. For example, in studying tomatoes grown in 

coarse and fine soils, Helliwell et al (2017) found that as the plant grew, the porosity of the 

rhizosphere increased at the expense of the porosity of the bulk soil. In another study, Rabbi 

et al (2018) compared the porosity and pore connectivity of soil adhered to the roots (i.e., 

rhizosheath) of drought-tolerant and drought-sensitive chickpeas respectively, finding that the 

porosity of the rhizosheath of the drought-tolerant increased to 33%, compared to porosity 

29% of the bulk soil, and that the pore connectivity of the former was also higher than that of 

the latter. In contrast, there was no significant difference in porosity and pore connectivity 

between the rhizosheath and the bulk soil for the drought-sensitive variety (Rabbi et al., 

2018). Intensive studies over the past few decades have converged that root growth could 
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lead to a significant change in physical properties of the rhizosphere through a multitude of 

biotic and abiotic processes, which in turn modulate how roots acquire water and nutrient 

from soils, as both water and nutrients need to move into the rhizosphere first before being 

taken up by the roots (Helliwell et al., 2019) . 

    The physical structure of a soil determines its ability to transport gases and soluble 

minerals to and away from the roots (Hinsinger et al., 2009). The roots are also the driving 

force of soil aggregation, as their associated biotic and abiotic processes bind mineral 

particles into agglomerates (Kumar et al., 2013). For example, Kaci et al.(2005) found that 

the rhizobium associated with roots could produce exopolysaccharides to bind mineral 

particles to form aggregates. In addition, roots themselves also secrete mucilage which is able 

to reshape the structure of the rhizosphere (Czarnes et al., 2000). 

Roots, microorganisms and soil structure interactively react in a process called self-

organization, in which a change in one of them could lead to a change in others (Bergmann et 

al., 2016). The surface of most soil particles and organic matter is negatively charged, 

and cation nutrients, such as phosphorus, zinc and ammonium, could therefore be absorbed 

by the soil and become immobile for roots to take up (Violante and Caporale, 2015). In 

general, plants can only take up soluble minerals from soil. As such, nutrients in organic 

forms need to be mineralized by soil microbes first before they can be taken up by roots and 

microbes (Darrah, 1991a; Darrah, 1991b). Apart from fertilizers and mineralization, rhizobia 

associated with legumes are capable of fixing atmospheric nitrogen for plants they colonize, 

which is another nitrogen input to soil (Zahran, 1999). Microbial community in soil depends 
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on plants to supply carbon (Caravaca et al., 2004; Kabir and Koide, 2000). In natural 

ecosystems, plants and microbes exist collaboratively, with the former providing carbon and 

energy to the system while the latter exploring mineral nutrients from soil to feed the plants 

(Bargaz et al., 2018). Plants are also able to change their roots morphology as a strategy to 

facilitate water and nutrient uptake as a response to soil environment change (Atkinson et al., 

2020b). For example, plants in nutrient-poor soils could elongate their root systems and/or 

increase their root surfaces to enhance their accessibility to nutrients (Rao et al., 2016). These 

evolutionary adaptations improve allocation of soil resources to plants so as to sustain plant 

survival and development. 

2.4 Tomography technologies and their application in soil-root study 

Soil-roots interactions control almost all biotic and abiotic processes in terrestrial 

ecosystems and support all live on earth, but our understanding of them is limited due to the 

opaqueness of the soil (Young and Crawford, 2004). The development in imaging 

technologies over the past decades, particularly X-ray computed tomography and neutron 

tomography, has started to break this barrier (Mooney et al., 2011). Computed tomography 

(CT) is a non-invasive technology to visualize interior structure of opaque materials in three 

dimensions. Cormack and Hounsfield first proposed the method to construct 3D images 

based on a set of 2D radiographs in the 1960s and won the Nobel prize for this in 1979 

(Cantone and Hoeschen, 2011). Since then, CT technology has found applications in a wide 

range of fields including palaeontology and sedimentary structure (Peyton et al., 1992; Zeng 

et al., 1996). The early application of X-ray CT in geoscience was to visualize the 
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development of fractures and variation in materials at microscopic scale (Keller, 1997). The 

use of X-ray CT in soil science started in the early 1990s, with early interest focusing on pore 

structural change induced by different agronomic practices and it consequence for ability of 

the soil to retain and transport water and solutes (Al-Raoush and Willson, 2005; Atkinson et 

al., 2009; Nunan et al., 2006; Papadopoulos et al., 2009). As its price falls over the past 

decade, CT has become increasingly accessible to soil research (Baveye et al., 2018).   

2.4.1. Principle of X-ray computed tomography  

X-ray computed tomography (CT) is a technique to non-invasively visualize interior 

structure of opaque materials in three dimensions (Taina et al., 2008). Its principle is based on 

that when an electromagnetic wave passes through an object, its attenuation varies with 

different materials within the object. Figure 2.2 shows the schematic of a typical X-ray CT 

scanner; it consists of an X-ray source, a manipulation stage and a detector (camera). The 

electromagnetic wave emitted from the source is attenuated when it passes through the object 

on the manipulator. Further attenuation could occur when the object becomes a secondary 

source of X-ray and produces electrons through atomic interactions (Mooney et al., 2012). 

Different material in the object attenuates the X-ray differently, and the attenuation can be 

quantified using an attenuation coefficient μ, referring to the ability of a material to scatter or 

absorb a wave-particle or a photon. The attenuation coefficient of a material depends on four 

processes: Compton scattering, photoelectric absorption, Rayleigh scattering, and pair 

production (Helliwell et al., 2013). 
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Figure 2.2. Schematic illustration of a typical X-ray scanner and its working principle.  

When the X-ray passes through an object thick L as shown in Figure 2.2, its attenuation 

can be calculated as follows: 
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where I0 and I are the intensity of the X-ray before entering the object and at the exit of the 

object respectively, as shown in Figure 2.1, and μ is the attenuation coefficient of the material 

in the object. If the object consists of M materials and the thickness and attenuaiton 

coeffcieitn of the kth material are Lk are μk respectively, Eq. (2-1) can be modified as follows 

to describe the combined effects of the M materials: 
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The attenuated X-ray estimated by Eq. (2-2) is captured by a camera as shown in the figure. 

By rotating the object as illustrated in Figure 2.2, the detector would take a sequence of 2D 

images of the object from different angles. The attenuation coefficient associated with each 
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material in the object can be inversely computed based on Eq. (2-2) from these 2D images. 

For a typical benchtop X-ray micro-CT used in laboratory, the X-ray emits from a point 

source, and rotating the object 360 degree yields a 2D slice. The three-dimensional structure 

can be obtained by moving the object up-down to generate a sequence of 2D slices. As an 

illustrative example, Figure 2.3 shows a 2D slice and a 3D image I scanned and reconstructed 

using an X-ray micro scanner to be described below.  

 

Figure 2.3.  A reconstructed 2-D slice (a), and the 3D image constructed by stacking a 

sequence of 2D slices (b). 

2.4.2. Application of X-ray CT in soil structure quantification 

Limited by its resolution, early application of X-ray CT in soil was to measure variation 

of soil density at microscopic scale (Petrovic et al., 1982). Using dual-energy, Rogasik et al. 

(1999) calculated water distribution in a loam soil with resolution in the 2D slices being 

0.25cm × 0.25cm and the distance between adjacent slices being 1mm. Because of the price, 

the X-ray CT was not widely accessible and its application in soil science was very limited, 
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with most studies done using medical CT. As such its resolution was not high enough to 

separate void phase from solid phase although it was able to visualize macropores (Grevers et 

al., 1989). For example, Mooney (2002) studied the changes in macropore (>0.46 mm) in 

repacked sand and clay soils, including pore connectivity, continuous pore networks, and 

consequence for water flow. Rogasik et al (2003) characterized the impact of different 

cropping systems on macropores, including pore size, pore length and pore connectivity.  

Soil macropores provide pathways for water to flow, and understanding their 

spatiotemporal change is critical to unveiling how agricultural practices affect hydrological 

cycling. However, soil micropores are equally important as they control how much water a 

soil is able to retain (Beven and Germann, 2013). The advance in CT technologies over the 

past decade, especially benchtop CT, has not only substantially reduced its price and made it 

increasingly accessible, but also improved its resolution. With a benchtop CT, one can 

characterize the impact of roots on structure of soil within the proximity of the root at great 

details (Gregory et al., 2003; Perret et al., 2007). For example, Rabbi et al (2018) estimated 

the change in structure of soil in the proximity of roots of different chickpeas, and found that 

the structural change in the soil depends not only on soil texture but also on crop varieties. 

Helliwell et al (2017) found that the porosity of soil in the immediate proximity of roots did 

not decrease but increased as the root of tomato (Solanum lycopersicum) grew. This is in 

contrast to traditional view that soil compaction associated with root growth normally 

densifies soil thereby leading to a decrease in soil porosity, which has been found to increase 

exponentially with the distance from the root (Helliwell et al., 2019).  
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Soil is hierarchically structured as shown in Figure 2.1. Because of the trade-off between 

resolution and sample size in the use of X-ray CT, it is impossible to acquire both macro- and 

micro-features in a soil simultaneously. To bridge this gap, a commonly used approach is 

multiscale imaging, in which one uses a low-resolution (30-100 microns) to scan a large 

sample first and then destroy the sample to scan their aggregates at a much higher resolution 

(1-10 microns). For example, Bacq-Labreuil et al (2018a) investigated the impact of cropping 

systems on soil structural change in a sandy loam and clay loam at both aggregate (1.5 

microns) and core (40 microns) scales, finding that the impact of cropping systems on soil 

structure at both scales is not the same but depends on soil texture. Zhao et al (2020) also 

measured pore characteristics in aggregates taken from alpine meadow, chestnut field and red 

soil in China at resolution of 7μm, finding that the interior structure in the aggregates was 

modulated by plant types, temperature and soil texture. 

X-ray CT currently is still unable to detect carbon directly because its attenuation of X-

ray is not contrasting to that of other constituents in the soil. However, it can be combined 

with other techniques such as scanning electron microscopy (SEM) to unravel the 

relationship between soil organic matter and pore geometry within aggregates. For example, 

Arai et al. (2019) combined SEM and X-ray μCT, and used liquid-phase smium-

thiocarbohydrazide-osmium to stain biological materials in soil before impregnating the soil 

by resin. The stained biological materials were quantified/visualized using SEM, while the 

pore geometry in the soil was quantified using X-ray CT. Similar technology was also used 
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by others to quantity the relationship between soil enzymes and pore structure (Kravchenko 

et al., 2019). 

2.4.3. Application of X-ray CT in roots phenotyping 

Another application of X-ray CT in soil science and plant physiology is to non-invasively 

visualize root development and phenotype the roots affected by different agronomic practices 

(Hodge, 2004). Root traits, including root growth rate, root branching, root surface area and 

penetration angles, are important parameters determining the survival and development of 

plants under different environments (Morris et al., 2017). Roots not only take up water and 

nutrients from soil to sustain plant growth, but they also function as anchors to stabilize the 

plants against mechanical shear loading. Because of the opaque nature of soil, early study on 

roots was to excavate the roots and then wash the soil off (Trachsel et al., 2011); such 

methods are not only tedious but also destroy soil structure and damage the roots (Bucksch et 

al., 2014). Alternative methods are to grow plants in transparent rhizotrons or in hydroponic 

culture (Morris et al., 2017). These methods, however, cannot capture the impact of soil, 

which is crucial for crops growing in the field. The development and application of the X-ray 

CT has potential to overcome these problems. 

Watanabe et al (1992) appeared to be the first to use X-ray CT to study plant roots in 

soil non-invasively, and Tollner et al (1994) used this method to monitor weekly the 

development of roots of soybean and Bahia grass in sandy soil cores for three months. Both 

studies used low-energy CT which was unable to visualise fine roots although it can identify 
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thick roots in the proximity of the soil surface. In another trial, Heeraman et al (1997) 

estimated the diameter of bush bean roots using C-ray CT.  

Early application of X-ray CT for root phenotyping was limited by its spatial resolution 

and was unable to identify fine roots (<2mm) which are important for water and nutrient 

acquisition. The development in X-ray CT technology over the past decade has gradually 

resolved this limitation (Tracy et al., 2010), and a modern CT is not only able to pick up fine 

roots but also root hairs with diameter less than 2mm (Mooney, 2002). This makes study of 

root traits under different environments possible. For example, Mooney et al. (2006) 

investigated the impact of soil structure on development of roots of cereal with diameter 

<0.4mm using X-ray CT. Bao et al. (2014) studied the growing angle of root hairs of 

Arabidopsis, rice and maize under different soil conditions (water content, PH, organic 

matter) in a loamy sand soil at 22 µm resolution. 

The X-ray image of a soil-root system is a sequence of 2D maps, with each pixel 

represented by an attenuation number. Linking these attenuation numbers to root architecture 

needs to segment the image, which could be challenging, especially for fine roots (Mairhofer 

et al., 2015). The early segmentation of X-ray images to discern roots was done 

independently by end-users, which could result in great uncertainties (Baveye et al., 2010). 

Over the past few years, various softwares have been developed to specifically separate roots 

based on their attenuation number and geometrical architecture (Haling et al., 2013b). Open-

sources and commercial packages capable of distinguishing roots from soil have become 
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increasingly accessible, such as Image J, SmartRoot, RootNav and Gia Roots (Galkovskyi et 

al., 2012; Pound et al., 2013; Quin et al., 2014; Stingaciu et al., 2013; Zhang et al., 2018).  

The application of CT has substantially improved our understanding of some 

fundamental mechanisms underlying root development under different environments such as 

combined impact of soil density and large bio-pores (Atkinson et al., 2020a), but some 

limitations remain. One is the trade-off between resolution and sample size. High-resolution 

needs the sample to be close to the detector as shown in Figure 2.2, which means that the 

sample must be small enough not to contact the detector during its rotation. Distancing the 

sample from the detector enables scanning large sample, but it comprises the spatial 

resolution and cannot identify fine root hairs. Another limitation is to discern the roots from 

their surrounding materials. The development in CT over the past few years has improved its 

ability to contrast attenuations of different materials, but soil is a complicated material 

comprising void space and organic and inorganic materials, some of which have similar 

ability as the root to attenuate X-ray. Therefore, unless the roots are large enough, 

distinguishing them in the image is not straightforward. For example, Figure 2.3 shows a 

rooted pot scanned using X-ray CT at resolution of 110 microns, in which some fine roots 

and pores were hard to distinguish from each other. If these fine roots are not spatially 

connected in the images, care must be taken as they cannot be traced automatically even 

using existing software as mentioned. In some circumstances, manual tracing is required.   
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2.4.4. The application of neutron computed tomography     

The application of X-ray CT has substantially improved our understanding of some 

fundamental processes involved in soil-root interactions, which would remain unknown 

otherwise. But its accuracy depends on the difference in attenuations of X-ray between 

materials in the soil-root system. If the difference in their attenuation of the X-ray is not 

contrasting, the X-ray CT would not be able to satisfactorily distinguish root from soils. For 

example, the attenuation of water and soil mineral and organic particles for the X-ray is not 

contrasting, and it is thus difficult to separate liquid water without doping it in the X-ray 

images (Van Loo et al., 2014).  

Neutron computed tomography (NCT) can overcome this limitation as neurons are 

sensitive to hydrogen. It has been used to identify roots in soil non-invasively. Figure 2.4 

shows an example I scanned using the NCT at the Rutherford Appleton Laboratory (UK) in a 

soil-filled pot with an internal diameter of 30mm, where the maize roots (dark area) are very 

contrasting from their surroundings. 

 

Figure 2.4. Maize root in a soil pot (30mm in diameter) scanned using NCT at the Rutherford 

Appleton Laboratory, UK. 
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The principle of NCT is the same as the X-ray tomography (Willatt et al., 1978), 

distinguishing different materials inside an object based on their difference in attenuating 

neutrons. It is more accurate in identifying water as the neutron radiation is sensitive to 

hydrogen. It has been used to quantify root development under different environments as 

roots are rich in water (Zarebanadkouki and Carminati, 2014). For example, Zarebanadkouki 

et al (2013) investigated the response of the rhizosphere of lupin to wetting-drying cycles, 

finding that the rhizosphere held more water when soil was drying while resisting water 

infiltration when soil was in rewetting. Moradi et al (2011) calculated water content in the 

rhizosphere of chickpea, lupin and maize after they grew 12 days using NCT; their results 

showed that the water content in the rhizosphere was higher than the water content in the bulk 

soil, which is contradictory to traditional view. Another application of NCT is investigation 

of the change in rhizosphere hydrophobicity following by wetting-drying cycle 

(Zarebanadkouki and Carminati, 2014), and their results revealed that the rewetting reduced 

hydrophobicity of the rhizosphere while drying increased it. Mawodza et al (2020) studied 

development of the 3D root architecture of wheat and water distribution in a sandy loam 

using NCT, finding that soil macro-aggregates were more moist and that the roots in large 

inter-aggregate pores were drier than the roots in other regions, implying a possible water 

leak from the roots in the inter-aggregate pores. 

The sensitivity of neurons to hydrogen makes it accurate to identify water, but this also 

limits the size of soil samples the NCT can scan as an increase in water content and sample 

size would reduce the depth the neutron radiation is able to penetrate. As an example, 
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Figure2.5(a) shows the image of maize roots in a soil-filled pot with an internal diameter of 

50mm, which I scanned using the same facility as for the image shown in Figure 2.4. The 

image in Figure 2.5a is blurred and some fine roots were lost even after optimization 

processes. Comparing Figure 2.4 and Figure 2.5 reveals that increasing the pot diameter from 

30mm to 50mm significantly comprised the image quality due to the reasons discussed 

above. 

 

Figure 2.5.  Maize root in a soil-filled pot with internal diameter of 50mm. (A) Original 

radiograph, (B) Processed image after optimization.  

2.4.5. Pore-scale modelling 

One of important soil functions is its ability to transport fluid and solute in both gaseous 

and aqueous phases. While it is well known that fluid flow and solute transport in soil is 

modulated by soil structure, it is impossible to measure in situ, especially aggregates. Modern 

X-ray CT can visualize interior structure of soil at resolutions less than one micron (Ostadi et 

al., 2010), but it is unable to visualize fluid flow and substrate transport. As an alternative, the 

pore-scale modelling could plug this gap (Blunt et al., 2013), and has been widely used to 
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unravel how agronomic changes alter the ability of soil to transport water and solute (Li et al., 

2018b; Zhang et al., 2016a; Zhang et al., 2005; Zhang et al., 2021).  

Before tomography technologies became widely accessible, early pore-scale modelling 

was usually based on simplified medium by idealizing soil as a network consisting of 

spherical pore bodies connected by cylindrical pores throats, with each pore throat occupied 

by one fluid only (Blunt et al., 2013; Li et al., 2006). The advantage of pore network model is 

that fluid flow in each throat can be computed analytically and it is hence computationally 

efficient. But since the idealized network is not representative of reals soil, it has been 

gradually replaced by pore network directly acquired using X-ray or other tomography 

technologies such as focused ion beam/scanning electron microscopy (FIB/SEM).  

Tomography invasively captures the pore geometry, but as fluid flow and solute 

transport are highly nonlinear, simulating them through the pore space of soil at resolution of 

a few microns is challenging and needs computationally essential method. The development 

in lattice Boltzmann (LB) method (Chen and Doolen, 1998) and other computational fluid 

dynamics method (Tartakovsky et al., 2007) has broken this barrier, which can efficiently 

simulate both single and multiphase fluid flow at pore scale in soil and other porous 

materials. Over the past two decades, tremendous progresses have been made in developing 

these pore-scale models, especially the LB model. Their application in soil has resolved some 

fundamental transport phenomena which would remain unknown otherwise, such as 

discontinues pressure and solute concentration across an abrupt interface between two 

contrasting materials (Li et al., 2018b; Zhang et al., 2010), and that hydraulic properties of 



41 

 

the rhizosphere of roots responded differently to crop variety and agricultural management 

(Rabbi et al., 2018).  

Soil is hierarchically structured with pore size ranging from less than one micron to a 

few millimetres (Bacq-Labreuil et al., 2018b), while the tomography can only capture the 

pores which is bigger than its resolution. Therefore, strictly speaking, the so-called solid 

phase in tomography images is porous containing pores less than the image resolution (Bacq-

Labreuil et al., 2020). Such pores might not significant for fluid flow because fluid viscosity 

renders fluid velocity at the pore wall to be zero. As such, the average fluid flow rate across a 

pore is proportional to the square of the pore diameter (Zhang et al., 2021). In contrast, 

molecular diffusion on the pore wall is slip and its movement in those small pores that are not 

explicitly represented in the images could be significant. To account for the impact of such 

sub-scale pores on solute transport, the so-called grey lattice Boltzmann model had been 

proposed to bridge this gap (Zhang et al., 2016c). In the grey LB model, the solid phase in the 

image is assumed to permeable to solute but not to viscous fluid. Fluid can only flow through 

the void space in the images, while, in contract, solute can move in both the void and the 

solid phase, with its movement in the void space driven by convection and diffusion while in 

the solid phase it is controlled by molecular diffusion only (Zhang et al., 2016c). 

The focus of my project is to investigate how crop under water and salinity stresses 

changes the hydraulic properties of its rhizosphere as well as the long-term effect of land use 

changes on ability of the soil to transport water and substrates. I will hence use the in-house 

codes developed by Rothamsted Research rather than develop my own codes.                
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2.5 Summary 

Root-soil interaction is fundamental to all life in the terrestrial ecosystem. While most 

practical interests in terrestrial ecosystems are at catchment and continental scales, it is the 

physical and biochemical processes occurring at microscopic scales that underpin the 

phenomena and processes visible and measurable at large scales. Understanding these 

microscopic processes is hence crucial to improving our understanding of terrestrial 

ecosystem functions and developing sustainable agriculture; but it is challenging due to the 

opaqueness of the soil. The development in imaging technologies and their applications in 

soil and plant physiology over the past decades has gradually overcome these limitations. 

X-ray CT has substantially improved our understanding of some fundamental processes 

involved in soil-root interactions, including both soil structural changes and root architecture 

development under different abiotic and biotic stresses. Despite the progresses that have been 

made, many fundamental issues remain elusive because of the complicity in the soil-root 

system.     
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Chapter 3. Change in root traits of maize in response to water and 

salinity stresses  

 3.1. Introduction  

Maize is an arable plant growing worldwide under different climates. It is the most 

produced crop ahead of wheat. Maize could experience different abiotic stresses when it 

grows, in which drought (or water stress) appears to be most common in both developed and 

developing countries. Depending on their function and age, the roots of maize can be roughly 

divided into primary, seminal roots and root hairs in its early stage (Feldman, 1994; Neuffer, 

1994). The primary and seminal roots emanate from the seed embryo, tending to penetrate 

deep into soil at early stages in order to anchor the crop (Lynch, 2013). As the plant grows, it 

needs to resist loading and take up water and nutrients to sustain its growth, hence developing 

crown roots inside the soil and brace roots just above the ground surface (Varney and Canny, 

1993). The crown roots grow from the lower nodes of the postembryonic stem, functioning 

similarly as the brace roots (Hochholdinger et al., 2004). When topsoil is moist, the brace 

roots penetrate into soil and play a similar role as the crown roots in improving root 

respiration and forage for water and nutrients (Hochholdinger and Tuberosa, 2009). The 

development and growth of the primary and seminal roots also depends on availability of 

water and nutrients. When water and nutrients in topsoil are sufficient, they appear to prefer 

proliferation in the shallow soil to explore water and nutrients readily available (Koevoets et 

al., 2016). When nutrients are scarce in soil, the plants grow root hairs to increase the soil-
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root contact areas so as to enhance nutrient acquisition, especially when phosphorus is in 

deficiency (Haling et al., 2013a; Haling et al., 2013b).  

Maize could endure a variety of abiotic stresses during its growth, among which water 

stress is the most common one in arid and semi-arid regions when the available soil water is 

insufficient to sustain its evapotranspiration (Hutchings and John, 2003). Plant growth 

requires continuous supply of water and nutrients, and when the plant is under water stress, 

the reduced soil water could impede the movement of nutrients toward the roots (Fahad et al., 

2017). To ameliorate detrimental impact of water stress, maize develops some mechanisms to 

facilitate water and nutrients acquisition by adjusting its root traits, particularly the crown and 

brace roots (Lynch, 2013). Typically, it was found that both brace and crown roots can adjust 

their penetration angle to explore water and nutrients in the subsoil (Vanhees et al., 2020). It 

is increasingly accepted that maize varieties having “cheap, deep and steep” root traits 

generally give high yield under water stress (Gong et al., 2015).  

Despite the similar physiological roles of the brace and crown roots of maize, their 

growth and development are well coordinated to avoid competition for the same resources 

(Comas et al., 2013). For example, brace roots grow into a spatial pattern known as whorls 

(Hutchings and John, 2003) as the whorl-shape roots are more effective to take up water and 

nutrients from soil. Compared with the brace whorls, the crown roots grow more horizontally 

to explore the water and nutrients in the shallow soil (Lynch, 2013). This coordinated 

combination increases accessibility of the plant to water and nutrients in both shallow 

and deep soils (Rao et al., 2016). Root architecture of maize varies with soil structure as well 
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as soil water. Loose soils with high porosity tend to lose water more easily than compacted 

soil with low porosity under dry condition (Hutchings and John, 2003). For example, loamy 

soils are more capable of retaining water than sandy soils under dry conditions. As such, the 

roots of maize growing in sandy soils differ from that growing in loamy soils (Bengough et 

al., 2011). Maize roots depend strongly on soil water when soil moisture is below the field 

capacity, although other nutrients might also play an important role (Gray and Brady, 2016). 

For example, the available nitrogen in soil impacts root morphology, and it found that a 

nitrogen deficiency could increase the competition between lateral roots for nitrogen thereby 

increasing root biomass and limiting carbon translocation from the shoot to the roots (de 

Moraes et al., 2019).  

Maize has a strong plasticity to survive under various biotic and abiotic stresses by 

modifying its root morphology. Understanding the feedback interaction between roots and 

soils is critical to improving agronomic management. Different methods have been developed 

to study soil-root interaction either invasively or non-invasively. The overarching objective of 

this chapter is to investigate the change in key root traits of two maize cultivars under water 

stress and salinity stress working in isolation or combination.  

 3.2. Materials and method  

The experiment was conducted in a glass greenhouse equipped with ventilation and 

temperature control systems. We grew different maize cultivars in plastic pots under different 

abiotic stresses, and after the plants grew for approximately two weeks, we scan the pots non-

invasively using the X-ray computed tomography.   



46 

 

3.2.1 Soil and plant  

Maize cultivars Zea mays L and var. Delprim were used as the model plants. We grew 

them in plastic pots 20cm high with an internal diameter of 15cm, packed with a loamy sand 

soil taken from the long-term experiment of Rothamsted Research at Woburn, Bedforshire of 

UK (51.98826°N 0.61942°W). The soil was first air-dried for two weeks after being taken 

from the field, and it was then passed through a 2mm sieve to remove the debris prior to 

being packed into the pots at a bulk density of 1.45g cm-3. The soil is classified as Arenosol 

(FAO soil classification) and the percentage of sand, silt and clay in it was 80%, 12% and 

8%, respectively (Nicholson et al., 2018).  

The seeds of each cultivar were sown at a depth of 5 cm in each pot and all pots were 

maintained in a greenhouse controlled at temperature of 25℃, with 14h of photoperiod 

(06:00-20:00), as shown in Figure 3.1. Three days after sowing, the germinated seedlings 

emerged. The pots were then irrigated with Hoagland nutrient solution (made from two 

solutions as shown in Table 3.1) 3, 7, and 11 days, respectively, after the seedling emergence; 

14 days after the seedling emergence, we subjected some pots to different abiotic stress, 

whilst keeping a subset of the pots remained as unstressed controls (CK). 

 

Figure 3.1. The pot-growing plants in a greenhouse at Rothamsted Research. 
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Table 3.1. The two solutions used to make the Hoagland nutrient solution  

Compound Amount (mM) Concentration (mM) Diluted concentration (mM) 

Solution A 

Ca(NO3)2·4H2O 354.22 66.67 2.5 

FeEDTA·2Na 11.01 1333.33 50μM 

Solution B 

KH2PO4 81.65 26.67 1.0 

KCl 89.50 53.33 2.0 

MgSO4·7H2O 73.94 13.33 0.5 

H3BO3 1.86 60mL 50μM 

MnCl2·4H2O 1.348 60mL 10μM 

ZnSO4·7H2O 0.173 60mL 1μM 

CuSO4·5H2O 0.150 60mL 1μM 

H2MoO4·H2O 0.371 60mL 0.5μM 

Note: 1) The pH of each solution was adjusted to 6.0 by adding 1M NaOH. 2) The Hoagland solution was 

made by adding 20L of distilled water to 750ml of Solution A mixed with 750ml of Solution B.   

On the top of each abiotic-stress treatment and the CK as described above, we added a 

biotic stress by cutting the leaf at the centre of the crop when it grew to three-leaves stage as 

shown in Figure 3.2, which will be called as pruning in what follows. Including the CK, there 

were 4  2 treatments, with water stress, pruning and salinity stress working either in 

isolation or in combinations. All treatments and their abbreviations are given in Table 3.2.  
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Table 3.2. The treatments 

Treatment CK P D DP S SP SD SDP 

Pruning × √ × √ × √ × √ 

Water stress × × √ √ × × √ √ 

Salinity stress × × × × √ √ √ √ 

 

 

Figure 3.2. Schematic illustration of the abiotic stress – pruning.  

The soil moisture in each pot was monitored using a WET-2 sensor connected to a HH2 

meter (Delta-T120 Devices, UK). The water stress and salinity were to mimic what the maize 

grown in northern China often meets (Zhao et al., 2019). The CK - sufficient irrigation - was 

to add 190 ml of the Hoagland solution to the pot whenever the soil moisture measured using 

the sensor dropped to 60% of the field capacity (equivalent to 28%, weight content), and the 

water stress was instigated 14 days after the seedling emergence by adding 90 ml (compared 
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to 190 ml in the CK) of the Hoagland solution to the pots simultaneously with the CK. The 

onset of the salinity stress was also at 14 days after the seedling emergence by adding 50 mM 

of NaCl to the Hoagland solution in the irrigation associated with each treatment.  

The time of the pruning varied, depending on plant development, but it was generally 

between 10 -14 days after the seedling emergence. After an additional two weeks after 

instigating the abiotic stress, we took all pots in a car boot to the University of Nottingham 

for X-ray CT scanning using the Hounsfield facility. 

3.2.2. X-ray imaging   

All pots were scanned using the v|tome|x L system at the Hounsfield Facility in the 

University of Nottingham as shown in Figure 3.3. The system consists of a greenhouse, a 

robot and an X-ray CT. The robot is laser-guided and can load a sample weighing up to 80kg 

on the manipulator in the CT chamber. The scanner is equipped with a 320 kV mini focus X-

ray tube and can provide spatial resolution from 70µm to 150µm, depending on the distance 

between the sample and the camera. As the diameter of our pots was 15cm, the best 

resolution we could manage to achieve was 110µm. All pots were scanned under 260 kV and 

260μA, and it took approximately 30 mins, including sample set-up and scanning, to scan one 

pot. For each pot, there were 2520 projection images, each taking approximately 250 ms. The 

raw images scanned from the CT were reconstructed using the software Phoenix datos | x 2 

rec. As each pot was rotated 360° (equivalently to scan twice each rotating 180°), the 

software can use the beam hardening correction algorithm to remove the possible noise that 

could be caused due to sample-wobbling during the rotation. Once the reconstruction was 
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free of errors, it outputted a stack of 2D 16 bit grey-scale slices. For all pots I scanned, each 

had approximately 1820 slices. Due to beamtime limitation, I scanned only 25 pots rather 

than all the pots in three days.  

 

Figure 3.3. The v|tome|x L (modified) X-ray CT system. (a) The monitor; (b) the outlook; (c) 

the control panel; (d) manipulator in the chamber on which the sample is mounted.   

  Considering the change in humidity and growth of the plant we left in the greenhouse 

during the three days, in each scan I randomly selected a pot from the pool. To keep the plane 

line, I kept irrigation and the abiotic stresses in each por continued until it was scanned. Prior 

to scanning each pot, I cut the aerial part of the plant in it as shown in Figure 3.4.   
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Figure 3.4. The plants and their pre-treatment prior to the X-ray imaging.   

3.2.3. Image processing 

The direct output of the CT scanning for each pot is a sequence of 2D grayscale slices 

obtained from different heights of the pot, and Figure 3.5a shows one of such slices. The 

resolution of the 2D slices is controlled by the distance between the pot and the detector as 

shown in Figure 3.3d. Stacking all 2D slices makes a 3D image as shown in Figure 3.5b.      

 

Figure 3.5. A 2D slice (a), and 3D image of a pot (b). 
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Figure 3.6. Histogram of grayscale value of all voxels in the 3D image shown in Figure 3.5 

(a). Root architecture segmented automatically using the threshold shown in Figure 3.6a (b).  

All images were processed using the software Avizo. I first tried to segment the root 

architecture automatically based on the histogram of the grayscale value of all voxels. In the 

16-bit grayscale slices, the grayscale value of the voxels varied from 0 to 65536, with 0 

representing the hardest minerals and 65536 representing the gas-filled pores, while the value 
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in between representing soil matrix or roots. Figure 3.6a shows the histogram of all voxels in 

the image shown Figure 3.5. It has three peaks: one at 5798 representing pores, one at 20526 

representing roots, and the other one at 31957 representing soil matrix. While the pores and 

soil matrix are distinguishable, the contrast between the roots and the soil matrix is not sharp 

enough. Taking 20256 as a threshold to separate the roots from the soil matrix and pores, the 

results are shown in Figure 3.6b. Some roots, especially those in the proximity of the soil 

surface, are identifiable while others are mixed with the soil matrix, indicating that using the 

threshold method is unable to map out the root architecture in the pot. I thus used an 

alternative to segment the roots architecture. 

3.2.4. Method to extract the root architecture   

A brief analysis of the image shown in Figure 3.5 revealed that the voxel value of the 

roots depending on their location. The voxel value of the plant stem just above the soil 

surface shown in Figure 3.7a varied from 10923 to 20852, the voxel value of the roots away 

from the pot wall in the soil shown in Figure 3.7b varied from 22838 to 29292, and the voxel 

value of the roots proximal to the pot wall shown in Figure 3.7.c was from 15887 to 20107. 

Such a variation in value of the root voxels with their locations makes automatic 

segmentation of the roots based on the histogram difficult.  
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Figure 3.7. Three typical 2D root images for same roots but different position, (a) the plant 

apart above the soil, (b) primary root in soil and (c) root attach on wall of pot 

The method I used to extract the roots is quasi-automatic based on the perception that 

roots emanating from the stem on the soil surface should be spatially connected. I started 

from the soil-surface 2D slice with the plant stem as a guidance to trace all roots slice by 

slice. The 3D root architecture was constructed based on the root traced in all 2D slices. The 

“segmentation function” in the Avizo was used to identify the root in each slice as it allows 

identification of the roots in the 2D slices, while in the meantime displaying the results in 3D 

in a window as shown in Figure 3.8. This helped me to adjudge that no roots have been 

missing while in the meantime no pores or other materials have been mistaken as roots.  
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Figure 3.8. Method to trace the roots architecture. Identify roots in 2D slice (a); display the 

identified roots in a 3D image (b). 

Given that the roots were morphologically complicated and that more-than-one roots 

could cross a 2D slice, one dilemma in tracing roots using this method is to trace all roots 

slice by slice or trace root by root. A trial-errors found that tracing root by root was more 

reliable and gave more accurate results. It was also much easier to avoid inadvertently 

mistaking other features, like the pores shown in Figure 3.8a which have similar attenuation 

numbers as the roots.  

I used a threshold window to separate roots from other features for each 2D slice. In 

tracing the roots in slices proximal to the soil surface, which were morphologically simpler, 

the “magic wand” in the Avizo was used to mark the root first by selecting a point or an area 

on a root-like area; the wand then automatically linked all proximal pixels that have a 

grayscale value approximately the same as that of the selected point or area. The area 

generated by the wand could be adjusted by resetting the threshold for the roots as shown in 

Figure 3.9. When the roots became morphologically complicated in the subsoil with root 
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branching as shown in Figure 3.10a, the wand method could not separate the pores from the 

root branches as shown in Figures 3.10b and c. I thus used the brush-method to trace the roots 

in the subsoil as shown in Figure 10d.  

 

Figure 3.9 Tracing roots using the magic wand. The original image (a); the root identified 

and labelled (red) using the wand method (b). 

 

 

Figure 3.10. Image with root branching (a). Root branching identified by the wand method 

(b, c), and the root branch identified and labelled by the brush method (d). 

Figure 11 explains the principle of the brush method. For an exemplary slice consisting 

of 1714 pixels (Figure 3.11a) with grayscale value ranging from 0 to 9, it is assumed that 

the pixels with grayscale value of 2-4 represent roots. The brush method is to left-right swipe 
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the slice as shown in Figure 3.11b. The swiping can map all pixels with grayscale value of 2-

4 out as shown in Figure 11(c), which, in the X-ray image, were marked as roots.    

 

(a) 

 

(b) 

 

(c) 

Figure 3.11. Schematic illustration of the brush method. The original slice (a); brushing the 

slice from left to right (b), mapping the targeted pixels out (c).  
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The grayscale values associated with the roots depend on the location of the roots in the 

soil as explained previously in Figure 3.7. In tracing the roots using the brush method, the 

threshold values to segment the roots were selected based on these grayscale values. Figure 

3.12 shows an example of how the brush method was used to segment a seminal root in a 2D 

slice. The threshold value for the roots was from 22838 to 29292.  

 

 

Figure 3.12. Illustration of the brush method for mapping out the roots. (a) The original 

grayscale slice and the targeted root (area in the yellow circle); (b) the target root mapped out 

by the brush method.  

The 3D root architecture was constructed from the roots mapped out from all 2D 

slices. Considering the number of slices (approximately1800) of each 3D image and the work 

it required to identify the roots in each slice, instead of analysing all slices, I selected a 

number of slices in each image to trace the roots. The separation between two adjacent slices 

selected for root-tracing depended on the diameter and orientation of the root, ranging from 

two slices (in areas where the roots were thick or more horizontal) to five slices (in areas 
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where the roots were thin or more vertical). Figure 3.13 shows four examples: a thick vertical 

root (Figure 3.13a), an inclined thin root (Figure 3. 13b), a horizontal root (Figure 3.13c) and 

a bended root that was broken in the 2D slice (Figure 3.13d). As the roots in Figures 3.13a 

and b are more continuous in the vertical direction, the separation (5 slices) between two 

adjacent slices for root tracing is longer than that for the more horizontal roots shown in 

Figures 3.13 b and c.  

 

Figure 3.13. The 2D slices show a thick vertical root (a), an inclined root (b), a more 

horizontal root (c), and a bended root (d).  

Root growth was limited to the soil and it could bend once touching the pot wall. Such 

roots are difficult to trace because the contrast of their grayscale values with their 

surrounding materials is not high enough as shown in Figure 3.14. Also, the diameter of the 
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root decreased from its basal to tip. When a root was not thick enough, its contrast with the 

adjacent materials became blurred in the image due to the limitation of the resolution. While 

these roots might not be relevant for computing root branching and branching angles, they are 

important for calculating root lengths. Tracing these roots using the above methods was 

tedious and I thus used an alternative method to trace them – cylindrical method. 

 

Figure 3.14. Root far away from pot wall (a); root proximal to pot wall (b). 

 

Figure 3.15. Method for racing the root existence using a circle with a diameter of 15 pixels 

(the solid red circle). Marking a vertical root (a), marking an oblique root (b).  

The cylindrical method is to identify the existence of a root rather than its size. For 

speeding up the tracing process, a circle with a fixed diameter of 15 pixels was used to mark 
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the existence of any roots in the 2D slice as shown in Figure 3.15. This was equivalent to 

approximate each root by a cylinder with a diameter of 15 pixels. 

The roots traced by both methods were based on a number of selected 2D slices in a pot, 

and they were spatially discontinuous in three dimensions as shown in Figure 3.16a. The 

missing root segments were calculated using interpolation as shown in Figure 3.16b. Also, 

the wand-brush method might create some artificial “bubbles” inside the roots due to the 

image noise as shown in Figure 3.12b. Such bubbles were refilled once the 3D root network 

was constructed. As biological functions of different roots in root architecture varied, each 

root type was marked using different colours as shown in Figure 3.16c and Figure 17.        

 

Figure 3.16. The process of constructing the 3D root architecture. Mapping skeleton of a root 

out from all 2D slices. (b) Calculating the roots in all 2D slices that were skipped during 

tracing. (c) Colouring-in the root.  

The above procedures were applied to all 25 pots, and Figure 3.17 compares the same 

root architecture constructed by the above two methods. The root architectures of other pots 

are given in the Appendix at the end of this chapter. Figure 3.17a shows a root architecture 



62 

 

traced using the wand-brush method where the root diameters vary spatially, and they are 

used to estimate root volume. Figure 3.17b is the root architecture where each root is 

approximated by a cylinder with diameter of 15 pixels, it is used to estimate root length.     

 

Figure. 3.17. The same root architecture constructed by the two methods. The roots 

architecture traced with the wand-brush method to calculate root volume (a). The root 

architecture constructed using the cylindrical method by approximating each root by a 

cylinder; it is used to estimate root length (b).  

3.2.5. Calculating the root traits  

Root traits are parameters characterizing root morphology and play an important role in 

acquisition of nutrients and water from soils by the roots. A change in environment where the 

plant grows could alert the root traits. Based on the 3D root architecture constructed for each 

pot using the above methods, the following root traits were calculated: Root angle, root 

diameter, root length and root depth as shown in Figure 3.18. As different root types have 

different functions, I separated the roots into crown roots and primary roots and calculated 

their traits separately. While brace roots are an important root type in maize, our experiment 
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did not last long enough for them to develop. Therefore, the analysis will focus on the crown 

and primary roots as shown in Figure 3.18. The root angle and root diameter were calculated 

based on the root networks constructed by the wand-brush method, while the root length and 

depth were estimated from the root architecture constructed by the cylindrical method 

approximating each root as a cylinder.    

 

Figure 3.18. Definition of the roots traits I calculated based on the X-ray images. 

3.2.5.1. The root angle 

The root angle was defined as the angle between a root with the horizontal plane as 

shown in Figure 3.18. Roots are inherently tortuous, and we approximated it using a straight 

line to calculate the angle. The angle of each root was calculated by drawing a vertical line 

from the root tip or its contact point with the pot wall first, and the angle between the vertical 

line and a straight line used to approximate the tortuous roots λ as shown in Figure 3.18, was 

calculated from the software. The root angle with the horizontal plane was thus calculated 

from the following formula:  

90o = −   (3-1) 

Root Depth

Root Angle λ

Soil Surface

Root Length



64 

 

3.2.5.2. The root diameter 

The diameter of a root varies from its basal to tip, and I used an average diameter to 

quantify the thickness of the root. Given that the pot wall could change the natural 

development of the root, for any root that touched the wall, I only considered the part before 

the root touched the wall in the calculation. The volume of this part of the root was calculated 

first by accounting the number of root voxels, and its diameter was calculated as follows 

/D V L=  (3-2) 

where D is the average root diameter, V is root volume and L is the root length. 

3.2.5.3. The root length  

As each root traced by the cylindrical method was approximated by a cylinder with a 

diameter of 15 voxels, the length of the root was calculated as follows: 

 2/L V R=    (3-3) 

where δ is the size of the voxel (110 microns) and R (15/2 voxels) is the radius of the cylinder 

used to approximate the roots.  

3.2.5.4.  The root depth  

The depth of each root was defined as the vertical distance from the root tip to the soil 

surface. It was calculated by finding the root tip first and then drawing a vertical line to cross 

with the soil surface slice as shown in Figure 3.18.  
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 3.3. Result analysis  

Physiologically, maize roots are usually classified as primary and seminal roots, crown 

roots and roots hairs as different root types have different functions. Figure 3.19 shows their 

definition. The image resolution was not high enough to capture the root hairs, and in what 

follows, I will analyse crown roots and primary roots separately.  

 

Figure 3.19. Crown roots and primary/seminal roots defined in maize physiology. 

3.3.1. The root angel  

Figure 3.20 shows the change in root angle with the treatments for the two cultivars. It 

is evident that subjecting the plants to abiotic stresses alerted the angle between their roots 

and the horizontal plane. Compared to the CK, water stress and salinity stress working alone 

reduced the angle of the crown roots from 74.69o to 45.59o and 36.01o respectively for the 

cultivar Zea mays L, and from 50.73o to 37.88o and 25.22o respectively for the cultivar var. 

Delprim. Combining water and salinity stresses reduced the angle of the crown roots further: 

for the cultivar of Zea mays L, combining the two stresses reduced the angle to 37.01o, while 

for the var. Delprim cultivar, the angle was reduced to 16.99o.  
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Figure 3.20. Change in root angle with the abiotic stresses. Crown roots (a); primary and 

seminal root (b). Blue bars and red bars are for the Zea mays L cultivar and the var. Delprim 

cultivar respectively. 

The impact of the abiotic stresses on the angle of the primary and seminal roots of the 

cultivar Zea mays L was similar as that on the crown roots in that their angle decreased under 

the stresses. The salinity stress impacted the angle more than the water stress, while 

combining the two stresses substantially reduced the angle compared to the CK. In contrast, 

the impact of the abiotic stress on the angle of the primary and seminal roots of the var. 

Delprim cultivar was less significant than on the cultivar Zea mays L, in which the angle 

under salinity stress was comparable with that in the CK, although the water stress and 

combination of the two stresses reduced the angle.      
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3.3.2. The root diameter  

Figure 3.21 shows the variation in root diameter under different treatments for the two 

cultivars. For the cultivar Zea mays L, the diameter of the crown roots decreased from 

2.02mm in the CK to1.56 mm and 1.48mm under water stress and salinity stress respectively, 

and to 1.61mm under combination of the two stresses. For the cultivar var. Delprim, 

subjecting it to water stress and salinity stress reduced its average root diameter from 2.04mm 

(CK) to 1.55mm and 1.35mm respectively, while combining the two stresses reduced the 

average diameter to 1.11mm. These results indicated that the impact of the abiotic stresses 

affected the crown roots of the cultivar Zea mays L more than the crown roots of the cultivar 

var. Delprim.  

In contrast, the abiotic stresses increased the diameter of the primary and seminal roots 

of the cultivar of Zea mays L from 1.24mm (CK) to 1.38mm and 1.81mm under the water and 

salinity stress respectively, and to 1.93mm under the combination of the two stresses. For the 

cultivar of var. Delprim cultivar, the average diameter under water stress decreased slightly 

from 1.35mm (in CK) to 1.32mm, while the diameter under salinity stress and combination of 

the two stresses was increased to 1.84mm and 2.09mm respectively. 



68 

 

 

Figure 3.21. Variation in average root diameter with the abiotic stresses. The crown roots (a); 

the primary and seminal roots (b). The blue bars are for the Zea mays L cultivar and the red 

bars are for the var. Delprim cultivar.  

3.3.3. Root length  

The root length results are shown in Figure 3.22. The root length varied more widely 

between the replicates than the above two root traits. Salinity and water stress reduced the 

length of the crown roots. For the Zea mays L cultivar, its root length decreased from 

108.56mm (CK) to 61.49mm and 73.60mm under water stress and salinity stress respectively, 

while for the var. Delprim cultivar, its root length decreased from 91.12mm (CK) to 
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82.75mm and 70.30mm respectively under the two stresses; combining the water and salinity 

stresses reduced the root length of the former and latter cultivar to 78.84mm and 76.78mm 

respectively. 

 

Figure 3.22. The average root length. Crown roots (a), primary and seminal roots (b). The 

blue bars are results for the Zea mays L cultivar, and the red bars for the var. Delprim 

cultivar. 

The length of the primary and seminal roots appeared to be more sensitive to the abiotic 

stress than the crown root length for both cultivars. Without stresses, the average length of 

the primary and seminal roots of the Zea mays L cultivar and the var. Delprim cultivar was 

164.78mm and 250.15mm respectively. Under water stress, salinity stress and combination of 
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the two stresses, the root length of the Zea mays L cultivar decreased to 97.14mm, 110.51mm 

and 121.93mm respectively, while the root length of the var. Delprim cultivar was shortened 

to 152.97mm, 121.22mm and 88.33mm respectively.  

3.3.4. The root depth  

The abiotic stresses limited the penetration depth of the roots of both cultivars, and 

Figure 3.23 compares the results. The Zea mays L cultivar appeared to be more sensitive to 

the abiotic stresses, with its crown roots penetrating to 43.9mm deep under water stress, 

47.94mm deep under salinity stress, and 47.45 under deep under combination of the two 

stresses, compared with the root depth of 104.71mm in the CK. In contrast, the crown roots 

of the var. Delprim cultivar managed to grow to a depth of 50.82mm under water stress, 

29.96mm under salinity stress, and 22.44mm under combination of the two stresses, compare 

to root depth of 70.54mm in the absence of the abiotic stresses.   

The abiotic stresses impeded penetration of the primary and seminal roots even more. 

The average penetration depth of the roots of the Zea mays L and var. Delprim cultivars in 

the CK was 153.03mm and 212.22mm respectively, while the water and salinity stresses and 

their combination reduced the root depth of the former cultivar to 58.15mm, 62.24mm and 

77.16mm respectively, and that of the latter cultivar to 106.24mm 81.46mm, and 26.87mm 

respectively. 
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Figure 3.23. The average root depth. Crown roots (a), Primary and seminal roots (b). The 

blue bars are results for the Zea mays L cultivar, and the red bars for the var. Delprim 

cultivar. 

3.3.5. The impact of pruning 

The response of root traits to pruning was complicated and it is difficult to identify 

appreciable trends in its impact on primary and seminal roots. We thus only calculated the 

root traits of crown roots. Figure 3.24 compares the combined impact of the pruning and 

salinity stress on the root traits of the two cultivars.  
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Figure 3.24. The combined impact of the pruning and salinity stress on the root traits of the 

two cultivars.  

The combined impact of the pruning and the salinity stress appeared to be more 

significant on the var. Delprim cultivar than on the Zea mays L cultivar. For the Zea mays L 

cultivar, in the absence of water stress, pruning reduced root diameter and root length but 

slightly increased the number of roots, meaning that the pruning made the plant develop more 

roots and these roots grew more steeply as the root angles under pruning became steep. Under 

salinity stress, pruning increased all root traits, including root numbers and root length, 
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although the root depth remained approximately the same. When the plant was subjected to 

the combined water and salinity stresses, pruning made the roots grow deep and become 

longer, but the numbers of the roots were reduced. 

For the var. Delprim cultivar, pruning reduced all root traits in the absence of abiotic 

stress, while in the presence of the salinity stress alone, it increased all root traits and made 

the roots go horizontally. In the presence of water and salinity stresses, pruning reduced the 

roots number but increased other root traits.  

 

Figure 3.25. Combined impact of pruning and water stress on the root traits. 
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Figure 3.25 shows the combined impact of pruning and water stress on the root traits of 

the two cultivars. Compared to salinity stress, pruning the plant when it was under water 

stress did not bring significant change to its root traits, except the root depth and root 

numbers of the var. Delprimi cultivar.  

3.4. Discussion 

The objective of these experiments was to investigate how root traits of maize 

respond to change in biotic and abiotic stresses during its early growth stage as Peleg and 

Blumwald (2011) stated that the seedling of maize is most sensitive to abiotic stress and that 

the formation of its root system at this stage might have shaped their root development in the 

whole growth season. Figures 3.20 to 3.23 compare four traits of two maize cultivars under 

water stress and salinity stress working in isolation and combination. The results showed that 

both cultivars altered their root morphologies and root traits when they were subjected to the 

abiotic and biotic stresses to facilitate water and nutrients uptake although I did not measure 

nutrient contents in the soil and plants. A conjecture in the literature is that under water stress, 

maize roots prefer going deep to explore water in the subsoil (Lynch, 2013; Vanhees et al., 

2020), and that cultivars with roots that are cheap to make and can go deep at a steep angle, 

coined as “cheap, deep and steep”, normally give a high yield under water stress (Lynch, 

2013; Vanhees et al., 2020). As directly measuring root development and its architecture in 

the field is practically impossible, I tested this hypothesis and conjecture using pot 

experiments with the roots in each pot scanned using the X-ray CT tomography at a 

resolution of 110 microns. While such a resolution was not fine enough to identify all roots, it 
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was sufficient to capture the crown and brace roots which are critical for the plant to survive 

under biotic and biotic stresses.  

For both cultivars, subjecting the plants to the abiotic stresses increased the angle of 

their roots with the horizontal plane, meaning that under water and salinity stress the roots 

grew more horizontally. This appeared to be contradictory to the “cheap, deep and steep” 

conjecture as just discussed above. Lynch (2013) rationalized that the roots of maize growing 

more steeply (i.e., vertically) under water stress is to explore water in the subsoil as in the 

field it is the deep soil that is moist and retains more water due to the combined impact of 

gravity (which drains water) and the presence of a groundwater table (which supplies water to 

soil via capillary force). In the pot experiment, the bottom was impermeable and the water in 

the soil was from the irrigation and was rich in the soil surface. That is, the topsoil was 

moister in the pot experiment as opposed to the soil in the field where the subsoil is moister. 

As an illustration, Figure 3.26 shows a neutron image of a pot planted with maize I scanned 

using the neutron tomography at the Rutherford Appleton Laboratory IMAT, UK. Although 

the pot was too big to allow the roots in it to be identified, it is evident that the topsoil was 

darker than the subsoil, implying that the topsoil contains more water as the attenuation of 

neutrons by hydrogen in the water makes the image look darker. The reasons why roots in my 

pot experiments went more horizontally under water stress is because the topsoil was moister 

and more nutritious, and more horizontal roots could facilitate roots to acquire the water and 

nutrients. Therefore, my results are physiologically consistent with the conjecture of Lynch 

(2013).     
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Figure 3.26. An image acquired using neutron tomography shows the topsoil was moister 

than the subsoil in the pot experiment.  

The angle of crown roots varied more substantially than the embryonic root (the 

primary and seminal roots) because two weeks after the plant grew to the three-leave stage 

(about 10 to 14 days after seedling emergence), the primary roots had almost established. 

This was approximately the date when the abiotic stresses were instigated. Therefore, the 

embryonic roots were less sensitive to the abiotic stresses than the crown roots. However, it is 

clear that the root angle is modulated by water and salt distribution in the soil. Water and 

salinity stresses impeded root growth, and both root length and root depth were reduced. 

These are consistent with previous results showing that salinity and water stresses have a 

detrimental impact on root growth (Barber, 2014).  

Apart from water and nutrients, soil temperature is also a factor that might affect root 

development (Tollenaar and Wu, 1999). In the field, soil temperature normally rises as soil 

water decreases. In my experiment, however, the plants were grown in a greenhouse and it 

was almost certain that the impact of temperature was minor even in the water stress 

treatment. This treatment could consider a temperature stress treatment because the heat 
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source is located on the top of the greenhouse, similar to the sun in the field. However, crop 

roots in the field grow deep where soil is cooler than top soils. Therefore, within an 

acceptable temperature range, water and salinity stress demonstrate more greater influence 

than temperature. The root traits changes under different stresses explain that root 

development is intensively affected by soil environment (Mooney et al., 2011). 

Figures 3.24 shows the impact of pruning on root development of the two cultivars 

under different abiotic stresses. An initial trial experiment in Xinjiang of China revealed that 

pruning the maize leaves when the plant grows to two- or three leaf-stage could increase its 

ultimate yield when the plant was under drought, although the underlying mechanisms 

remain unknown. We anticipated that one reason is that the pruning might have altered root 

development. Part of our results supported this. Compared with the CK when the plants were 

not subjected to water stress, pruning the plants only slightly reduced the length, diameter and 

depth of the roots, with the roots becoming slightly more horizontal. In contrast, when the 

plants were subjected to combined water and salinity stresses, pruning the plants might 

ameliorate the effects caused by the water and salinity stress. For example, Figure 3.23 and 

3.24 show that the root angles of both cultivars can be ranked in the order of CK>SP>S, 

CK>DP>SDP and CK>SDP>SD, and the pruning (SP, DP and SDP) made the root angle 

closer to that in the CK, improving the tolerance of plants against the stresses as a result.  
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3.5 Conclusion 

Using X-ray CT tomography and pot experiment, I, for the first time, investigated the 

impact of water stress and salinity stress, working in isolation and combination, on root 

development of two maize cultivars in three dimensions. The results showed that the water 

and salinity stresses impeded root growths, and the roots grew more horizontally to explore 

the water and nutrients in the proximity of soil surface following irrigation. Salinity and 

drought stresses restrict root growth but pruning a leaf when the plant grows to three-leaf 

stage could alter root growth to improve its tolerance to the stresses. Under high salinity 

stress or water stress, the maize roots could reduce its hydraulic conductance by up to 80% 

(Wang et al., 2020). Pruning the plants reduced its demand for water and other nutrients due 

to the reduced photosynthesis, and might hence temporarily improve resistance of the plant 

against the stresses.  

Different plants respond to environmental change differently. Positive environmental 

changes offer optimum conditions for plants. However, adverse environmental exposure 

hinders the survival of the plants. Plant roots play a crucial role in triggering plant to adapt to 

a changing environment. I studied how maize responds to abiotic stress in its early growth 

stage. Water and salinity are the most common abiotic stresses encountered by maize roots, 

and X-ray tomography can improve our understanding of the root behaviour under different 

abiotic and biotic stresses as demonstrated in this chapter.  
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Appendix: The 3D Root architecture in all treatments and their replicates   
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Chapter 4 Change in hydraulic properties of the rhizosphere 

under different abiotic stresses  

4.1. Introduction 

The rhizosphere is the small volume of soil impacting and being impacted by plant 

roots; it is the most active zone in the terrestrial ecosystem (Gregory, 2006). The large 

quantity of rhizodeposits secreted by roots, along with the imbalanced uptake of cations and 

anions by roots, makes the rhizosphere differ markedly from the bulk soil both physically and 

biochemically (Hinsinger et al., 2009). Early experiments showed that root growth led to a 

densification of the rhizosphere (Dexter, 1987), while recent studies found that root-mediated 

physical and biological processes could also increase the rhizosphere porosity via enhancing 

aggregation (Helliwell et al., 2019; Rabbi et al., 2018). 

The change in physical properties of the rhizosphere is a result of the interplay of a 

multitude of biotic and abiotic processes (Hinsinger et al., 2009). Physically, root growth 

radially deforms its adjacent soil, resulting in a compression of the surrounding pore space. In 

contrast, mucilage and extracellular polysaccharides (EPS) exuded by roots and 

microorganisms have been shown to boost soil aggregation and increase the number of large 

pores relevant to water and nutrient flow (Alami et al., 2000). In addition to restructuring the 

rhizosphere, the mucilage and EPS also alter the surface tension and viscosity of soil water 

(Ahmed et al., 2016; Ahmed et al., 2018; Carminati et al., 2010; Hallett et al., 2003; Read et 
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al., 2003), rendering the rhizosphere either hydrophilic or hydrophobic depending on its 

moisture content (Carminati et al., 2010; Moradi et al., 2011).  

Most research on change in the rhizosphere hydraulic properties has focused on water 

retention, whereas there is a paucity of studies on alteration of the rhizospheric hydraulic 

conductivity as directly measuring water flow in the rhizosphere is very difficult even using 

modern tomography(Huang et al., 2015; Ren et al., 2015) and tracer-based technologies 

(Totzke et al., 2017). As a result, indirect methods have been used as an approximation. For 

example, Zarebanadkouki et al. (2016) calculated the permeability of a lupin rhizosphere 

based on radiographic images acquired using neutron tomography, and Rabbi et al. (2018) 

calculated the permeability of a chickpea rhizosphere through pore-scale simulation based on 

X-ray CT images. Similar methods had also been used by others to calculate the unsaturated 

hydraulic conductivity of the rhizosphere (Daly et al., 2015; Tracy et al., 2015). These 

indirect methods provided some insight into how roots modulate their rhizosphere to facilitate 

water uptake, but they need to make assumptions about water flow in the void space which 

are difficult to justify experimentally. For example, the pore-scale simulations need to know 

the water velocity at the water-solid and water-air interfaces. While the water-solid interface 

could be assumed to be a non-slip boundary in hydrophilic soil where the water velocity is 

zero (Rabbi et al., 2018), the water-air interface for unsaturated flow is difficult to decide a 

priori (Tracy et al., 2015; Zhang et al., 2016e). Research using neutron imaging to inversely 

estimate the hydraulic conductivity of the rhizosphere has shown potential, but it required 

information on the hydraulic conductance of the roots which is difficult to measure in vivo 
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(Zarebanadkouki et al., 2016). Also, because neutrons are very sensitive to water, the 

application of neuron tomography to soil-root interactions is limited to 2D radiographic 

images as I demonstrated above (Carminati et al., 2010). 

The putative role of the rhizosphere in regulating water uptake by changing its 

hydraulic properties has been well established (Bengough et al., 2011), but the impact of 

abiotic stresses on this change is an issue that remains elusive. This chapter is a continuation 

of the previous one - to study the change in physical properties of the rhizosphere of the 

maize. Two weeks after instigating the water and salinity stresses, I extracted the roots out of 

some pots to harvest the aggregates adhering to the roots and then scanned them using X-ray 

CT at much finer solution. The porosity, pore-size distribution of all aggregates were 

estimated from the segmented images, while their permeability and tortuosity were calculated 

from pore-scale simulations of water flow and solute diffusion in the void space. 

Comparisons were made with aggregates taken from the unstressed controls.       

4.2. Materials and methods 

The plant and soil were the same as those used in Chapter 3. The experiments were 

conducted simultaneously. Two weeks after the water stress and salinity stresses were 

initiated, one pot from each treatment was upturned down to remove the soil and roots gently 

from it. The loose soil was shaken off the roots first and I then manually removed three 

aggregates adhering to different roots from each pot. The aggregates were left in the 

greenhouse to air-dry, and they were then scanned with X-ray computed tomography in the 

same facility in the University of Nottingham. As a comparison, I also took aggregates from 
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an unplanted pot. All aggregates were geometrically irregular, and their size was 

approximately in the range of 2-5 mm. As an illustration, Figure 4.1 shows the aggregates 

and the roots taken out from two pots under different treatments.  

 

Figure 4.1. Illustration showing the aggregates and the roots taken out from the pots. 

 

4.3. Image acquisition  

All aggregate samples were scanned using a Phoenix Nanotom X-ray CT scanner at the 

Hounsfield Facility at the University of Nottingham. The samples were loaded in a plastic 

tube as shown in Figure 4.2, which was mounted on the manipulator in the chamber of the 
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scanner. The samples were scanned using an electron acceleration energy of 85 keV and a 

current of 100μA at a spatial resolution of 4μm, with each sample taking approximately 30 

mins to scan. Each scan consisted of the collection of 3600 images with a detector timing of 

500ms. The raw images were constructed using the software phoenix datos|x (Waygate 

Technologies), and they were then saved as a stack comprising 16-bit grayscale 2D slices. 

 

Figure 4.2. The aggregates were packed into a plastic tube to be scanned in the CT scanner.   

  

4.4 Image analysis 

4.4.1 Preparation  

As discussed previously, the X-ray imaging is based on the difference in attenuation of 

X-ray by different constituents in a material. Soil comprises various organic materials and 

inorganic minerals which have contrasting ability to attenuate the X-ray. The resulting X-ray 

image of a soil is a grayscale image with different grayscale values representing different 

components in the soil. Separating the solid from the void phases in the soil thus needs to 

process the original grayscale X-ray images. The main steps in X-ray image processing 

include cropping, normalization, reducing noise and enhancement.  
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Figure 4.3 shows a grayscale image of one aggregate acquired using the X-ray CT. It is 

geometrically irregular, and the cropping is to take a cuboid out of the irregular image as 

shown in the figure, for ease of processing and quantitative analysis (Figure 4.3b). For the 

aggregates studied in this work, I cropped a cube or cuboid out from each image as shown in 

Figure 4.3c, with the size of the cube or cuboid varying with the aggregates. 

 

 

(a)                                          (b) 

 

(c) 

Figure 4.3. Schematic showing the original grayscale image (a), and where the cuboid was 

cropped out from the image (b). The cropped image for analysis (c).  
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4.4.2. Noise removal and image improvement  

Noise existed in the original images and was denoised before segmentation. The goal of 

denoising is not only to improve the quality of the images but also to reduce the errors 

(Gonzalez, 1987). Image noise is pixel(s) that is isolated and not on a cluster(s). Different 

methods are available to define noise in imaging processing and in this work, I focused on 

pores and defined pore pixels as noise if the size of the pores exposed in the image was less 

than 3 pixels and replaced them by solid pixels. As an illustration, Figure 4.4 shows the 

details of how the noises in a 2-D slice were removed.  

 

(a)                                                 (b) 

 

(c) 

 

Figure 4.4. Illustration of noise removal in 2D slice. The red dots are noise pixels (a); and all 

but the noise pixels are made transparent (b). Locations of the noise pixels in 3D image.  
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The next step is normalization and enhancement. The normalization is to magnify the 

range of the grayscale value of the voxels in a specific region to make different materials in it 

more contrasting; the enhancement is to increase the contrast of the interfaces between 

different phases. These two steps are necessary to make a blurred image more contrasting in 

order to improve accuracy of the image segmentation. Figure 4.5 shows the improvement 

after the normalization and enhancement compared to the original image. It needs to be 

pointed out that the two treatments did not alter the image, and they just make it look more 

contrasting. When processing 8-bit image, I recalculated their voxels by increasing their 

saturation by 0.3%. This, together with the normalization and enhancement, improves the 

accuracy of the segmentation as to be discussed in the next sections.  

 

(a) 

 

(b)                                         (c) 

Figure 4.5. Comparison of an original 2D image (a); after its normalization (b) and 

enhancement treatment of the phase interfaces (c).  
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4.4.3. Segmentation 

Soil can be roughly divided into solid phase and void phase. To calculate the geometry 

of each phase, it needs to segment each soil sample into a binary image. Every voxel in the 

grayscale image is described by a grayscale value, and the image segmentation is based on 

the histogram of these grayscale values. A threshold in the histogram was used to segment the 

image. Over the past decade, different threshold methods have been proposed to segment X-

ray images, which can be approximately divided into groups: Local threshold method and 

global threshold method. Global threshold method is to use a single threshold to segment an 

entire 3D image, while the local threshold method is to segment each 2D slice (or local 3D 

regions) using a threshold. Local threshold method is more accurate, but it is tedious for large 

samples. In this work, I used the global threshold in all segmentations. Figure 4.6 shows the 

histogram of an 3D image acquired using the X-ray CT.  

 

(a)                                              (b) 

 

Figure 4.6. Histogram of the grayscale values of all voxels in a 3D image. (a) Histogram of 

the original image; (b) histogram of the image after normalization and enhancement.   

Figure 4.7 compares the binary images segmented using 12 global threshold methods 

for the 2D slice shown in Figure 4.5. It is evident that they differ substantially. Comparing 
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these segmented images with the original grayscale image reveals that the Otsu method 

appears to have captured the pore geometries more accurately than other methods, and it was 

thus used in what follows. All the images were segmented using the software Image J 

(University of Wisconsin-Madison). 

 

Figure 4.7. Comparison of binary image segmented by 12 global threshold methods. 

Optimized Iso-Data method (a), Huang (b), Triangle (c),Yen (d), Intermodes (e), Otsu (f), 

Iso-Data (g), Li (h), MaxEntropy (i), Moments (j), Huang 2 (k) and Shanbhag (l). 

4.5. Pore-size distribution 

Each pore in a 3D segmented image was approximated by an inscribed sphere and I 

defined the diameter of the sphere as the diameter of the pore. The histogram of the diameters 

of all pores in the image is known as pore-size distribution (PSD) in the literature.  

The PSD of each soil was calculated using the Plug-in CT-image Analysis & 

Manipulation Plugin (SCAMP) in the ImageJ. To verify the method, I also recalculated the 
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PSD using Avizo, finding that the difference between the two was less than 5% as shown in 

Figure 4.8. In what follows I will only present the results obtained from SCAMP. Since all 

noisy voxels had been removed, only the pores with diameters >8μm were accounted for in 

the PSD.  

 

Figure 4.8. Comparison of the pore size distributions calculated by Avizo and SCAMP.    

4.6.  Hydraulic conductivity and permeability  

Water flow is natural soils is driven by gravity and pressure gradient, and their 

relationship is described by the empirical Darcy's Law. For horizontal water flow through a 

tube filled with soil as shown in Figure 4.9, the flow rate across the vertical section of the 

tube is 

 

Figure 4.9. Schematic showing water flow in a horizontal tube filled with soil. 
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where q is the flow rate across a unit cross-section area (m/s), Q is the volumetric flow rate 

across the section (m3/s), A (m2) is the cross-section of the tube, K is the hydraulic 

conductivity of the soil (m/s), H0 and H1 are the water pressure head (m) at the two ends, and 

x0 and x1 are the coordinates of the two ends.  

Eq. (4-1) is for water flow in soil and the water pressure is described by the water head. 

For flow of other fluids, such as gases, in the same soil, if their viscosity and density differ 

from that of water, Eq. (4-1) needs to be modified to take the change in density and viscosity 

into account by the following formula:  

k P
q

x


= −


 (4-2) 

where ρ is the density of the fluid (g/cm3), μ is the kinematic viscosity of the fluid (cm2/s), P 

is pressure (Pa/cm2), k is permeability of the soil (cm2), g is gravitational accelerations 

(cm/s2), k(cm2) is permeability. The permeability depends on soil structure only. As the 

interest in fluid flow in soil includes both liquid water and gaseous fluids such as CO2, in 

what follows, I will only present the results for the permeability.   

Eqs. (4-1) and (4-2) are for macroscopic flow with the detailed microscopic processes 

averaged out. The impact of pore geometry is instead represented by hydraulic conductivity 

or the permeability. Hydraulic conductivity and permeably of a soil can be measured using 

specific apparatus but they all need the samples to be sufficiently large (>5cm, typically). For 

aggregates taken from the rhizosphere studied is this work, they are highly irregular and only 
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a few millimetres in diameter, and directly measuring their permeability is impossible. I 

hence calculated it from pore-scale simulations using in-house codes developed by 

Rothamsted Research (Zhang et al., 2016d) .     

The permeability of each aggregate is the consequence of fluid flow in its 3D pore 

space, and the pore-scale simulation is to mimic the 3D fluid low process. Pore-scale 

simulation of fluid flow was conducted using the lattice Boltzmann (LB) method, and its 

details were given in the appendix and in the literature (Li et al., 2018a; Zhang et al., 2016b; 

Zhang et al., 2005; Zhang and Lv, 2007). In short, initial water velocity in all simulations was 

zero, and fluid flow through the pore space of each aggregate was instigated by imposing an 

external pressure gradient in one direction of the image. The flow was then simulated to 

steady state, deemed to have reached once the absolute relative difference between the sum of 

absolute fluid velocity in all voxels simulated at two time points separated by 100 time-steps 

was less than 10-7. At steady state, the fluid velocity and pressure in the voxels were 

volumetrically averaged over each section normal to the imposed pressure gradient direction. 

The permeability of the aggregate in the imposed pressure direction was calculated as follows 

assuming that the volumetric average flow rate (q) and the volumetric average pressure (P) in 

the imposed pressure direction follows Darcy’s law:  

              ,
k

q P= − 


              (4-3) 

where k is the permeability and μ is the viscosity of the water. The permeability of each 

aggregate was calculated as follows from the simulated results: 
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where L is the length of the image in the direction in which the external pressure gradient was 

imposed, and P0 and P1 (P0 > P1) were the two constant pressures imposed on the two 

opposite sides of the image to drive the fluid flow. The average volumetric flow rate depends 

on the average flow direction. For example, when imposing the pressure gradient in the z 

direction, the q in Eq. (4-4) was calculated from 

              ( )
1

1
, , ,

N

z i i ii
q u x y z

N =
=            (4-5) 

where N is the number of all voxels in the image, including both fluid-filled pores and solid 

vowels, ( ), ,z i i iu x y z is the water velocity component in the z direction at voxel centred on 

( ), ,i i ix y z . The permeability of a soil depends on the direction the external pressure gradient 

is applied to, and for each image, I calculated its permeability in the three directions.  

4.7. Tortuosity 

The permeability of a soil depends not only on its porosity but also on how the pores of 

different sizes are spatially connected. I used tortuosity to represent the change in pore 

connectedness in each aggregate. For idealised pore media such as bended capillary tube, the 

tortuosity is defined as the ratio of the real length of the tube to the Eulerian distance between 

the two ends of the tube (Ghanbarian et al., 2013). However, its definition and calculation for 

complicated media such as soil is far more complicated (Fu et al., 2021). It can be either 

calculated as a geometric parameter or based on a specific transport process such as fluid 
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flow and molecular diffusion (Fu et al., 2021). In this project, I calculated it as the ratio 

between the effective diffusion coefficient of an aggregate for a solute and the molecular 

diffusion coefficient of the solute in water (Wang et al., 2020; Zhang et al., 2021). The 

effective diffusion coefficient was calculated using the pore-scale model developed by 

Rothamsted Research and the details will be described in the next chapter.        

4.8. Statistical analysis 

Statistical comparison of porosity, permeability, tortuosity and pore-size distribution 

between the treatments was performed using the software MATLAB. The difference in the 

mean (n=3) between the treatments was assessed by analysis of variance (ANOVA) and post-

hoc pairwise comparisons of the treatment-means were performed using the Duncan's 

multiple range test with the difference considered significant at p < 0.05. The difference in 

pore-size distribution between the treatments was calculated using the Kolmogorov-Smimov 

test. 

4.9 Results 

Figure 4.10 compares a 2D slice and its segmentation, and Figure 4.11 shows four pairs 

of 3D grayscale images and their associated segmentations, with each pair illustratively 

representing one treatment. Visual comparison of the greyscale and segmented images in 

both 2D and 3D revealed that the segmentation method correctly captured the pore 

geometries. 
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Figure 4.10.  Schematic comparison of a grayscale 2D slice and its segmentation.  

 

Figure 4.11. Representative grayscale image and its associated segmentation for each 

treatment acquired using the X-ray CT at resolution of 4 µm. A-Aʹ: unstressed control (CK); 

B-Bʹ: drought stress; C-Cʹ: salinity stress; D-Dʹ: combined water and salinity stresses. Pores 

are in black and others are in grey.   



97 

 

Figure 4.12 compares the average pore-size distribution. In general, abiotic stress 

reduced the relative volume of large pores and increased the relative volume of small pores, 

especially for aggregates subjected to the combined water and salinity stresses. Pore-size 

distributions for aggregates subjected to water and salinity stresses in isolation are 

comparable and the Kolmogorov-Smimov test did not find significant difference between the 

CK and all treatments. Because of beamtime limitation, I only scanned one sample taken 

from the unplanted pot and thus excluded it in the statistical analysis hereafter. 

 

Figure 4.12. Comparison of the pore-size distributions for aggregates taken from different 

abiotic stress treatments and the unstressed control (CK).  

Figure 4.13a compares the porosity of the aggregates under different treatments. Abiotic 

stress led to a reduction in aggregate porosity, especially for the combined water and salinity 

stresses which reduced the porosity significantly (p < 0.05) from 0.246 in the CK to 0.167. 

Differences between the three abiotic stress treatments, as well as the difference between the 

CK and the treatments with the stresses in isolation, were not significant. 
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(a) 

 

(b) 

 

(c) 

Figure 4.13. Comparison of the porosity (a), permeability (b) and tortuosity (c) of the 

aggregates taken from different abiotic stress treatments and the unstressed control (CK). The 

lowercase letters on top of the bars represent a significant difference at p < 0.05. 
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The tortuosity for different treatments was compared in Figure 4.13c. Abiotic stress 

resulted in a significant decrease in tortuosity compared with CK (p < 0.05). There was no 

significant difference between the three stress treatments. 

The permeability calculated for the three orthogonal directions in each aggregate 

differed for some aggregates. As permeability is a sensor, for the pressure gradient imposed 

in each direction I calculated both the diagonal and the off-diagonal permeability components 

and found that for most aggregates, the two off-diagonal permeability components were at 

least one order of magnitude smaller than the diagonal permeability component. In the 

analysis, I thus used the average of the three main permeability components in each aggregate 

to compare the treatments. Figure 4.13b shows the permeability of the aggregates under 

different treatments. It was manifested that both stresses reduced the rhizospheric 

permeability significantly (p < 0.05) either working alone or in combination. Compared to the 

CK, water stress reduced the average permeability by approximately 60% and salinity stress 

by 80%, while combining water and salinity stresses reduced the permeability by nearly 90% 

from 4.32 μm2 to 0.49 μm2.  

The reduction in permeability under stress is partly due to the decrease in porosity, and 

the relationship between the permeability and the porosity for all treatments appeared to 

follow a power law function with an exponent of 4.42 as shown in Figure 4.14. However, the 

deviation from the power law indicates that the change in porosity was important but not the 

only reason. 
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Figure 4.14. Change in permeability (symbols) with porosity θ for all aggregates taken from 

all treatments, and the fitting of power-law k=125 θ4.42 (solid line). 

4.10.   Discussion 

The permeability and tortuosity calculated from pore-scale simulations for aggregates not 

subjected to abiotic stress differed significantly from those subjected to water and salinity 

stresses, although the difference between the treatments with water and salinity stresses 

working alone or in combination was not statistically significant (Figures 4.13b, c). As I 

thoroughly sieved and mixed the soil before packing it into the pots, the aggregates formed 

on the root surfaces were likely the consequence of roots and root-mediated processes. As 

such, the variation between their permeability and tortuosity was due to the impact of the 

treatments rather than spatial heterogeneity. This was also corroborated by the porosity, for 

which I found significant difference (p < 0.05) only between the CK and the treatment with 

combined water and salinity stress, while the difference between the CK and other treatments 

was not significant (Figure 4.13a). These results suggested that the change in permeability 

and tortuosity was not solely caused by porosity change, and that the pore structure formed 

by biotic activities in the aggregates, such as root hairs and fungus, might also play an 
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important role. These, along with other processes, made the aggregates in the vicinity of the 

rhizosphere respond differently to the abiotic stresses (Crawford et al., 2012), although it was 

impossible to distinguish the relative dominance of one over another. 

Compared to the CK, salinity stress working in isolation or combined with water stress 

reduced the permeability and tortuosity of the aggregates at p < 0.05 significant level (Figures 

4.13b, c). NaCl was added to deliberately salinize the soil and the Na could have dispersed 

the clay particles and consequently weakened the aggregation in both the rhizosphere and 

bulk soil. This could be one reason underlying the reduced porosity and permeability of the 

rhizosphere under salinity stress, but does not appear to be the only one as water stress also 

reduced porosity as much as the salinity stress did (Figure 4.13a). 

Soil permeability depends not only on porosity but also on how pores of different sizes 

are spatially organized. The tortuosity of aggregates under different treatments showed that 

salinity stress rendered the soil more tortuous than water stress, making the aggregate more 

difficult for water and solute to move (Figures 4.13b). Although salinity and water stresses 

changed intra-aggregates structures and their ability to transport water and solute, the change 

in permeability with porosity for samples taken from all treatments appears to follow a 

common relationship (R2=0.65) as shown in Figure 4.14, manifesting the importance of 

porosity. However, the deviation from the power law function implies that the shape and 

spatial organization of the pores also played an important role. 

Reduction in rhizosphere porosity and its ability to transport water and solute due to 

water and salinity stress would restrict root uptake of water and acquisition of dissolved 
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solutes by the plant. Apparently, I do not know if this is a physiological response of the plant 

as a self-defence mechanism to reduce transpiration (saving water under water stress) and salt 

uptake (ameliorating salt toxicity) or purely a passive soil physical process without active 

influence from the plant.      

Visual observation of the root architectures revealed that the abiotic stresses curtailed 

root ramifying and made the roots thinner than those not under stress (Figure 4.1). Radial 

expansion of roots locally compacts the soil and thus the thick roots should mechanically 

densify the rhizosphere more than the thin roots. However, our data does not support this and 

in contrast, the opposite appears to be true indicating that other mechanisms might have 

played a role in structural and permeability change in the rhizosphere under water and salinity 

stresses. 

Maize is known to exude a large amount of mucilage into the soil providing C to support 

a diverse microbial community. This process can bind soil particles together and enhance 

aggregation in the rhizosphere (Benard et al., 2019). Aggregates bound by mucilage are quite 

stable even after desiccation (Benard et al., 2019); such aggregations could create pores 

detectable by X-ray imaging at resolution of 4 μm. For example, the experimental study of 

Benard et al. (2019) showed that amending soil with maize mucilage increased soil porosity 

by 10% but reduced the hydraulic conductivity because of the increase in water viscosity. I 

speculated that abiotic stress might alter mucilage secretion and change soil aggregation and 

the intra-aggregate structure as a result. I used permeability rather than hydraulic conductivity 

to describe the ability of the aggregates to conduct fluid as I do not know to what extent the 
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abiotic stresses and root-mediated processes had altered the water viscosity. In addition to 

mucilage, the difference in root hair proliferation under different treatments could be another 

mechanism underlying the change in porosity and permeability as affected by abiotic stresses 

(Rabbi et al., 2018). 

The enhanced aggregation by roots and root-associated abiotic and biotic activities also 

create large pores between the aggregates. Due to technical limitations, it was not possible to 

scan the entire pots (20 cm high and 15 cm in diameter) at a resolution high enough to 

identify the inter-aggregate pores. Therefore, our results on the impact of abiotic stresses on 

soil structure were limited to the aggregates adhering to the roots rather than the alteration in 

properties of the whole soil that includes both inter-aggregate and intra-aggregate features. 

Also, I repacked soil into pots and conducted the experiments in a controlled environment. 

This limited the space for roots to grow and did not capture the physical and biochemical 

heterogeneity of field soil. Therefore, it would be prudent not to extrapolate my findings to 

those of maize growing in field conditions. Notwithstanding these, my results do shed some 

light on the role of abiotic stresses in mediating root-soil interactions and provide a way to 

improve our mechanistic understanding of the impact of real-world abiotic stresses on crop 

growth. 

4.11.  Conclusions 

This chapter studied the impact of abiotic stresses on structural change in the 

rhizosphere of maize and its consequence for the rhizospheric permeability and tortuosity 

using X-ray CT and pore-scale simulations. The results showed that compared to an 
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unstressed control, water stress reduced the soil permeability by approximately 60% and the 

salinity stress reduced it by 80% when working in isolation, while combining the two stresses 

reduced the soil permeability by 90%. Since water and nutrients need to pass through the 

rhizosphere before being taken up by roots, change in physical properties of the rhizosphere 

has important implications for unravelling how roots respond to abiotic stress. Given the 

increasing interest in improving crop productivity by manipulating their root traits as 

discussed in Chapter 2, understanding the changes in physical properties of the rhizosphere in 

response to abiotic stresses is critical. Since the rhizosphere is only a few millimetres within 

the proximity of the root and directly measuring its physical properties, especially its ability 

to conduct fluids, is difficult technically, combining pore-scale simulation and X-ray CT, as 

described in this chapter and above, could help to bridge this gap. I made such efforts in this 

and above chapter.  

Appendix A 

Water flow and solute diffusion through the void space of the segmented images were 

both simulated by the following lattice Boltzmann model (d'Humières et al., 2002):  

( ) ( ) ( ) ( )1, , , , ,x e x x xeq

i i i i if t t t f t M SM f t f t−  +  +  = + −      (A1) 

where ( ),xif t is the particle distribution function at location x and time t moving at lattice 

velocity ei, δx is the size of the image voxels, δt is a time step, ( ),x
eq

if t  is the equilibrium 

distribution function, M is a transform matrix and S is the collision matrix. The models for 

water flow and solute transport differed only in their equilibrium distribution functions, both 

involving a collision step and a streaming step to advance a time step. In each model, the 
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collision was calculated as ( ) ( ), ,x xeq

i im SM f t f t = −   first and m was then then transformed 

back to particle distribution functions by 1M m− . In both models, we used the D3Q19 lattice in 

which the particles move in 19 directions with velocities: ( )0, 0, 0  , ( )/ , / , 0  x t x t     , 

( )0, / , /  x t x t      , ( )/ , 0, /  x t x t     and ( )/ , / , /  x t x t x t         (Qian et al., 

1992).  

Model for water flow  

The collision matrix in the model for water flow is diagonal:  
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and the equilibrium distribution functions are  
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where /s x t=   and 0 is a reference fluid density to ensure an incompressible fluid at steady 

state (Zou et al., 1995). The water density ρ and bulk water velocity u are calculated from  
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The kinematic viscosity of fluid was 2 ( 0.5) / 6x t =   −   and its pressure is related to density 

in 2 2/ 3p x t=   .  

Model for solute diffusion  

The equilibrium distribution functions for solute diffusion are defined by 
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            ,eq

i if w c=               (A5) 

where c is solute concentration and the weighting parameter wi is the same as those defined in 

Eq. (A3). The diagonal collision matrix for solute diffusion is uniform:  

          ( )0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0, , , , , , , , , , , , , , , , , , ,
T

S =                         (A6) 

The collision can thus be directly calculated from ( ) ( )0 , ,x xeq

i im f t f t =  −   without need of 

the transform as for fluid flow. The concentration c and the diffusice flux j in each voxel are 

calculated from  

        
( )

18

0

18

00

,

1 0.5 / ,j

eq

ii

eq

i ii

c f

e f

=

=

=

= − 




                                 (A7) 

The molecular diffusion coefficient in the above model is 2

0 0(1/ 0.5) / 6D x t=   −  . The 

effective diffusion coefficient of the image was calculated using the method proposed in our 

previous work (Zhang et al., 2016c).  

Model implementation 

For both water flow and solute diffusion, there are two calculations to advance one time step.  

The first one is to calculate the collisions: ( ) ( ) ( )* 1, , ,x x xeq

i i i if f t M SM f t f t−  = + −   for 

water and ( ) ( ) ( )*

0, , ,x x xeq

i i i if f t f t f t = +  −   for solute, and the second step is to move *

if  

to x eit+  at the end of δt. Whenever *

if  hits a solid voxel during the streaming, it is bounced 

back to where it emanates to ensure a zero velocity on the water-solid interface for both water 

flow and solute diffusion. 
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Chapter 5.  Salt accumulation in the rhizosphere  

5.1. Introduction   

Water flow and solute transport in soil in the terrestrial ecosystem is driven by gravity 

and evapotranspiration. As water evaporates, solute moving with it accumulates in the 

proximity of the surface soil; when the enriched concentration exceeds solute solubility, it 

precipitates becoming salt crust within the pores (Bechtold et al., 2011). Soil salinization 

caused by evaporation has been known for centuries, yet how soil microscopic structure and 

the precipitated salt intertwined to reshape each other and impact water flow and solute 

movement remains poorly understood (Bergstad and Shokri, 2016). Recent experiments 

found that manipulating soil structure can guide solute to move and precipitate in desirable 

direction and location (Bergstad et al., 2018; Bergstad and Shokri, 2016), which has inspired 

the development of innovative technology to improve crop management in salt-affected soil 

(Berezniak et al., 2017) and engineering the rhizosphere to facilitate resource acquisition by 

plant roots (Ahmed et al., 2018). 

Together with evaporation, transpiration induced by root water uptake is another way 

that water is lost to the atmosphere. Since root selectively takes up solutes, solute whose mass 

flow - driven by root water uptake - toward the root exceeds root uptake would accumulate at 

the root-soil surface (Alharby et al., 2018). Typical such excessive elements include Na+, 

H2SiO4
2+, Al3+, Ca2+, Mg2+, Cl-, SO4

2+; under anaerobic condition, Fe2+ and Mn2+ are also 

more abundant in the rhizosphere (Khan et al., 2020). Experiments found that the 
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concentration and composition of excessive ions in the rhizosphere could be ten times higher 

than that in the bulk soil (Hinsinger et al., 2003), creating a concentration gradient extending 

from a few millimetres to a few centimetres from the root surface (Kuzyakov and 

Blagodatskaya, 2015; Vetterlein et al., 2004). Because root water uptake dries the rhizosphere 

and consequently reduces its aqueous transportability, when molecular diffusion is 

insufficient to drive the excessive ions away, solute could precipitate at the root-soil surface. 

For example, it has been found that extreme solute accumulation at the soil-root interface 

could lead to the calcified root (Zamanian et al., 2016) and plaque around the root (Melton et 

al., 2014). 

In addition to toxicity, solute enrichment in the rhizosphere generates an osmotic 

potential (Vetterlein et al., 2004). As water flow from the soil into the root is proportional to 

the difference in water potential across the root membrane, the increased osmotic potential 

slows down or even prevents root water uptake when the enriched concentration is high 

enough to drop the water potential in the soil equal to or even lower than that in the root 

(Hamza and Aylmore, 1992). Recent work has found that root water uptake changes 

spatiotemporally with root age as the plant grows (Vetterlein and Doussan, 2016). For 

example, maize takes up most water from its seminal and lateral roots at its early growth 

stage, while at the late stage most water the plant transpires is supplied by crown roots 

(Ahmed et al., 2016). Water uptake by individual root is not uniform from its proximal end to 

the distal end. In lupin root, for example, radial water flux into its proximal segment was 

found higher than into its distal segment (Zarebanadkouki et al., 2013). Since the osmotic 
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potential is linked to solute concentration across the root membrane, it is imperative to 

understand how heterogeneous water uptake by individual root underpins solute distribution 

in its rhizosphere and the consequence for water and nutrient uptake.      

Patchy solute distribution in soil is important for crops to maintain their functions 

because if solute spreads uniformly, it would be lethal to crops (Bazihizina et al., 

2012). Experimental findings are that root water uptake by crops under spatially 

homogeneous salt stress is less than by crops grown in spatially heterogeneous salinity (Sun 

et al., 2016) because, in the latter, roots not under salinity stress can upregulate their water 

and nutrient transport-related genes to enhance uptake (Kong et al., 2017). While the above 

studies have improved our understanding of how crops respond to salinity, most them were 

based on pot experiments by subjecting part of the plant roots to salinity stress while keeping 

the other part stress-free (Bazihizina et al., 2012). This differs from what crops could endure 

in field where surface evaporation and ion-filtering by roots combine to intriguingly 

redistribute the solute heterogeneously at scales from millimetres (variation from rhizosphere 

to bulk soil) to tens centimetres (variation from surface soil and subsoil). Ion-filtering by 

roots have been intensively studied at the root zone and rhizosphere scales (Alharby et al., 

2014; Mmolawa and Or, 2000), but there is a paucity of knowledge about how the 

nonuniform water uptake by individual root redistributes solute in its rhizosphere although 

progress has been made thanks to the development in imaging and tracer technology (Haber-

Pohlmeier et al., 2019). 
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Application of tomography in soil research has substantially improved our 

understanding of how root modulates its rhizosphere, both physically and biochemically, as 

detailed in the above chapters, to facilitate resource acquisition (Aravena et al., 2014; 

Helliwell et al., 2017; Moradi et al., 2011; Rabbi et al., 2018). It also helps unravel how 

microscopic soil structure and solute precipitation intertwined to impact and be impacted by 

water evaporation (Berezniak et al., 2017; Bergstad et al., 2018) and solute enrichment in root 

zone (Haber-Pohlmeier et al., 2019). This has inspired developing innovative technology to 

manage crops in saline soil (Berezniak et al., 2017). The ultra-fast neutron tomography can 

even capture water flow in rooted soil at a temporal interval of 10 seconds (Totzke et al., 

2017). Since water flow and solute transport in the rhizosphere is regulated by its physical 

structure, understanding how a root enriches solute and alerts its hydraulic properties is 

imperative. 

The purpose of this chapter is to investigate salt precipitation in the adhesive aggregates 

discussed in Chapter 4. For images that was found to be enriched by solute from visual 

inspection, I segmented them into pore-solid-salt ternary structure and analysed the 

relationship between the salt crust and the pore sizes.   

5.2. Materials and methods   

This is the continuation of Chapters 3 and 4. All experimental procedures, including 

crop growth, soil sampling and their X-ray imaging, were the same. In brief, visual inspection 

of the grayscale images of all aggregates found salt crusts only in two images, indicating that 
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root water uptake was selective rather than uniform along the root, and that the ion-filtering 

by the root resulted in salt precipitation as shown in Figure 5.1a.  

 

 

(a)                                  (b) 

Figure 5.1. The original grayscale scale X-ray image (a), and its segmented image (b).  

 

Figure 5.2. The salt crusts in the soil were separated as salt thin film (inside the blue circle) 

and the salt agglomerates (red-filled areas).   
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5.2.1 Image analysis  

 Processing the image with existence of salt crusts is similar to the analysis of the soil 

images discussed in Chapter 4, except that there are three phases to be separated: pores, salt 

crusts and soil matrix. Depending on their location and growth, the salt crusts can be further 

separated into “crystal salt” which grew into agglomerates from the pore walls, and “attached 

salt” which were the thin salt films attached to the pore walls, as shown in Figure 5.2.  

The method used to separate the salt crusts was similar as the methods used in Chapter 

3 to map the roots. In brief, the salt agglomerates were mapped out first using Huang’s global 

threshold method, while the thin salt films were segmented manually using the “magic band” 

method to mark the interface between the salt film and the soil matrix using a threshold 

which was adjusted until all slat films were mapped out as shown in Figure 5.2. Areas where 

salt precipitated was void space prior to the salt precipitation. To determine the pores to 

which the salt preferred to precipitate, I merged the pore space segmented using the method 

in Chapter 4 and the salt crusts segmented using the methods just discussed. Figure 5.3 shows 

the procedure, in which the green-filled areas are pores and the red-filled areas are salt crusts, 

with others being soil matrix. Combination of the pores and salt crusts was represented by 

blue in the figure. To calculate the size of the pores prior to salt precipitation, I combined the 

salt crusts and pores into one phase and embedded it into the original image to make a binary 

image as shown in Figure 5.3e. The pore-size distribution of the original pores before salt 

precipitation was calculated using the method discussed in Chapter 4.    
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Figure 5.3. Schematic showing the procedure of calculating the sizes of the pores before salt 

precipitation. The original grayscale image (a); the grayscale image after the pores and salt 

crusts are mapped out (b); after all pores were re-filled (c); re-filling the salt crusts and 

embedding it into the image (d); after the salt crusts and pores were merged (e); result of the 

pore-size distribution with pore size increasing from the dark to bright yellow (f). 

5.2.2. Calculating salt crust consent  

For salt crusts in each pore, I calculated their volumetric fraction - defined as the ratio 

of the volume of the salts in the pores with the same diameter to the volume of all such pores. 

As an illustration, Figure 5.4 takes pores with a diameter in the range of 20-30 µm as an 

example, explaining how this was calculated. I first took all salt voxels out and embedded all 

pores with the diameter in the range of 20-30µm into it. The overlapped areas are the salt 

crusts that had precipitated in the pores with diameter in this range. The volumetric fraction 

of the salt crusts in the pores with this specific diameter was calculated from 

/
d salt

s V V=   (5-1) 
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where Vd is the volume of the salt in the pores with a diameter D, and Vsalt is the total volume 

of the salt crusts in the image.  

 

Figure 5.4. Schematic illustration of the calculation of the volumetric salt content in specific 

pores. The grey and pink areas represent salt crusts, and the pink areas are pores with a 

diameter in the range of 20-30µm.  

5.3. Results 

The method used for salt segmentation can successfully separate the precipitated salt 

from the pore and soil matrix. Water flow and solute transport in the aggregate were 

regulated by the spatial connection of the pores of different sizes when the aggregate was 

drying, and Figure 5.5 shows a ternary structure in three-dimensions after segmenting the 

pores, salt crusts and soil matrix. Figure 5.6 plots the volumetric ratio of the salt crusts to the 

diameter of the pores in which the solute precipitated. It is evident that with the pore size 

increasing, the relative volume of the salt precipitated in it decreased, indicating that the 

dissolved solute had migrated into small pores before its enriched concentration reached its 

solubility as the aggregate desiccated. Figure 5.6 reveals that the salt crusts existed on the 
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walls of some large pores, and I used the volume of the whole pore to calculate the 

volumetric ratio of the salt crusts. 

 

 

Figure 5.5. 3D ternary structure with the solid matrix (yellow), the air-filled pores (blue), the 

salt-filled pores (pink) and salt precipitated on the pore walls (brown).    

 

Figure 5.6. The change in ratio of the volume of salt crusts to the volume of pores in which 

the solute precipitated.   
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5.4. Discussion 

Visual inspection found salt crusts in two of all aggregates although only a tiny salt crust 

was found in one of the two images, suggesting that a significant amount of dissolved solute 

had migrated into these aggregates before the root was extracted from the pot. Since maize is 

halophytic and the site from which we collected the soil is free of salinity, it is almost certain 

that the salt crusts in the aggregate were the salt we added deliberately as the stress and that 

the solute enrichment was the consequence of localized root water uptake.   

The identified salt crusts were formed when dissolved solute precipitated as the 

aggregate desiccated. This differs from soil drying induced by root uptake, which takes place 

only at the aggregate-root interface and does not involve water evaporation. Therefore, the 

ensuing solute enrichment associated with soil-drying by root uptake occurs at the root-soil 

interface and is quicker in large pores than in small pores because water flow and ion-

filtering in the former are faster than in the latter. In contrast, during air-drying, large pores 

lose water first, and the solute thus enriches at the water-air interface within the large pores. 

As such, the relationship between solute precipitation and pore size under air-drying is 

unlikely to be the same as that caused by root water uptake. This explains why salt crusts 

were also found on the walls of some pores (Figure. 5.5).  

X-ray images identified salt precipitation only in two aggregates, but this does not 

mean that there was no solute enrichment in other aggregates. Solute enrichment is associated 

with root uptake, and its relative significance depends on root water uptake rate and where 

the root takes up water. It has been known that roots do not take water uniformly from their 
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distal end to proximal end, but there is a paucity of research about the exact water uptake 

pattern along a root because of the difficulty associated with its direct measurement. Indirect 

methods based on inverse calculation from neutron imaging and tracer technology has shown 

variation in root uptake rate along a root (Ahmed et al., 2016), consistent with our findings. 

Solute enrichment leads to an increase in osmotic potential, thereby reducing root water 

uptake, especially by root hairs which absorb water actively. One interesting question arising 

from this work which deserves further research is, if roots compensate for the lost water 

uptake due to the increased osmotic potential by increasing water uptake from other parts by 

biologically adjusting its radial hydraulic conductivity.  

5.5. Conclusion and summary  

Aggregates adhering to a maize root were harvested 14 days after saline water 

irrigation, and the interior structure of each aggregate was scanned using X-ray tomography 

at a resolution of 4μm following air-drying. We visually check possible salt crusts in all 

images and then segmented them. We segmented those with visible salt crusts to ternary 

structure. The results showed that among the nine aggregates we scanned, only two show 

visible salt crusts, proving, indirectly, that water uptake along a root is nonuniform and that 

the root appeared to have taken up water from one region more substantially than from other 

regions. Our findings have an important implication in root uptake modelling, although 

incorporating these into the model needs continued effort. 
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Chapter 6. Impact of long-term management on soil structure and 

its physical function 

6.1. The long-term experiment   

The Highfield ley-arable long-term experiment was established at Rothamsted 

Research, Harpenden, UK (51.80N 0.36W, as shown in Figure 6.1) in 1949 in a field that had 

been under perennial grass since at least 1838, aimed to investigate the impact of changes in 

cropping systems on crop yield and dynamic of soil organic matter. Overall, there are six 

treatments in 50m7m plots arranged randomly over four blocks. The details of the 

experiments were available in the literature. My work focused on two cropping systems: 

perennial grass system dominated by rye grass (Lolium perenne L.) and the continuous winter 

wheat system (Triticum aestivum L.). Ten years after the ley-arable experiment was 

established, a trapezoidal grassland area approximately 900 m2 adjacent to the experiment 

site was ploughed and since then, it has remained as bare fallow by mouldboard ploughing 

and cultivating two to four times per year to 0.23m depth in the same ploughing as in the 

continuous winter wheat system (Barré et al., 2010). A further adjacent narrow strip 

approximately 100m×5m and 30m from one end of the bare fallow treatment has had a 

similar long-term management history. These two bare fallow strips with the same soil type 

provide a baseline to investigate how the change in cropping systems had alerted soil 

structure and soil functions. Spatial arrangements of the three treatments and how the soils 

under different treatments look like now are shown in Figure 6.1.  
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Soil texture on the site varies slightly with depth. The soil texture in the top 0-18cm and 

19-30 cm is similar, with 56%-59% of silt, 26%-29% of clay and 15% of sand, and a pH of 

4.8-4.9. But their organic matter differs, with organic matter content in the top 0-18cm soil 

being 8.2% compared to the 6.0% in the 18-30cm soil. The soil in 30-60cm differs from the 

topsoil in its texture, with 32% of silt, 63% of clay and 5% of sand. Its pH and organic matter 

content are 5.6 and 4.5% respectively. 

 

 

 

Figure 6.1. The aerial map of the Highfield long-term experiment (left map in the top panel); 

the spatial arrangement of the treatments (right map in the top panel); and how the soils under 

different treatments look like now (the bottom panel). 
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Rainfall and other meteorological data have been measured on the site since 1853 and 

1873 respectively. The annual rainfall from 1971 to 2000 varied from 380 mm to 973 mm 

with an annual average of 704 mm (Johnston and Poulton, 2018). The observed data from the 

site reveals that the average atmospheric temperature from 2006 to 2011 had risen at an 

annual rate of 0.46ºC, which was far higher than the annual rising rate of 0.082ºC measured 

from 1878 to 1988 (Hansen and Sato, 2016). It also found that there have been considerable 

changes in chemical components of the rainfall since 1850.  

6.2. Soil Sampling 

Soil samples were taken from the field in October 2015. The locations of the sampling 

were chosen randomly from the plots for each of the three treatments: fallow, permanent 

arable, and perennial grass. We used plastic cores, each 120mm high with an internal 

diameter of 68mm, to sample the soil. The core was hammered into the soil gently from the 

soil surface, and we then carefully removed the adjacent soil using a trowel ensuring that the 

soil inside the core was not disturbed. The core was then dug out, with the loose soil on the 

top of the core gently peeled off using a sharp knife before being tightly wrapped it using a 

plastic film. We took four replicas from each plot in the grass and arable treatments, and three 

replicates from the bare fallow treatment. Overall, there were 11 cores. All cores were taken 

in the same days and they were then transported into a storeroom at Rothamsted.    

6.3. X-ray imaging 

To keep the soils in the cores not collapsed, they were all watered to approximately the 

field capacity prior to being scanned using a Phoenix v∣tome∣x M scanner in the University of 
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Nottingham. All cores were scanned with voltage 160 kV and current of 180 μA, and their 

resolution was 40m; the details of the core imaging was given in (Bacq-Labreuil et al., 

2018a), and the focus of my work was the aggregates which were obtained as follows.  

After scanning each core, it was manually broken and then passed through 4, 2 and 

0.71mm mesh-size sieves shaken under 300 rotations min-1 for 3 minutes. Three aggregates 

between the sieves of 2mm and 0.71mm were selected randomly from each core. They were 

then scanned using a Phoenix Nanotom in the University of Nottingham under voltage 90 kV 

and current 65 μA. A total 1440 projection images were taken approximately one hour to 

scan one aggregate, and its resolution was 1.51μm. Each aggregate was scanned twice due to 

the limitation of the sample holder size. The raw data for all aggregates were reconstructed 

using the software Phoenix Datos∣x2 rec, and we used the VG StudioMax® 2.2 to combine 

and assemble the two parts of the image obtained from each scan. Each constructed image 

was outputted as a stack of grayscale 2D slices. As described in the previous chapters, each 

image was optimized and segmented before segmenting the images into a binary structure.  

6.4. Physical properties of the soils  

For each image, I calculated its pore-size distribution, saturated permeability, water 

retention and the unsaturated permeability.  

6.4.1 Pore size distribution (PSD) 

The size of each pore was still defined as the diameter of an inscribed sphere that just 

fits in the pore. The histogram of these diameters is called pore-size distribution. For each 
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segmented image, I calculated its pore size distribution using the Bone J plugin for ImageJ, 

and the details were given in Chapter 4.  

6.4.2. Saturated hydraulic conductivity and permeability  

The permeability of each aggregate was calculated from pore-scale simulation of fluid 

flow using the lattice Boltzmann (LB) method as explained in Chapter 4. In short, fluid flow 

in each aggregate was driven by a pressure gradient and the code simulated the flow to steady 

state. Once flow was deemed to have reached the steady state, judged when the relative 

difference between the fluid velocity in all voxels simulated at two times points separated by 

100 steps was less than 10-7, the fluid velocity and pressure at all voxels were sampled. They 

were then volumetrically averaged over the cross section normal to the pressure gradient 

direction to calculate the permeability and hydraulic conductivity using the formulae detailed 

in Chapter 4.  

6.4.3. Water retention curves  

Water retention curve is a soil parameter quantifying the ability of a soil to retain water 

at different conditions represented by matric potential; the dyer the soil is, the higher the 

matric potential is. The matric potential is also called capillary force and is related to pore 

size. Water distribution in a soil is controlled by both pore size and how pores of different 

sizes are spatially connected. There are different methods to calculate water distribution in 

soil and in this work, we used a simplified geometrical method to calculate water distribution 

based on the pore size and spatial connection of the pores. Following the pore size 
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distribution calculation for each image as discussed above, I analysed the pores of different 

sizes and their spatial location as shown in Figure 6.2.  

 

 

Figure 6.2. Locations and connection of pores of different sizes. The pore size increases from 

blue to bright yellow, and the soil matrix is made transparent.  

Once spatial location of all pores is determined as shown in Figure 6.2, I mimic the lab 

experiment by putting the sample on a tension table as shown in Figure 6.3. The image was 

assumed to be initially saturated; a pulling pressure (suction) is applied to the bottom of the 

image pull the water out. If the pulling pressure is p, only water in some pores could be 

drained. As we use sphere to measure the pore size, and for a pore with radius r, its 

associated capillary pressure was ' 2 /p r=  , where σ is water-air surface tension (Pa/cm). 

Therefore, when the pulling pressure is p, only pores whose associated capillary pressure is 

less than p ( 'p p ) and that they form a cluster(s) which stretches from the bottom to the top 

of the image as shown in Figure 6.3 cab be drained. There might be pores whose associated 

capillary pressure is less than p but are isolated and not in the clusters; such pores cannot be 
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drained. Once all water was drained, the water distribution and water content associated with 

the pulling pressure were calculated. I then increased the pulling pressure incrementally to 

repeat the above procedure until no more water could be drained out of the image. The 

relationship between the pulling pressure p and its associated water content is called water 

retention curve of the soil. I simulated the water retention curves for all aggregates using the 

in-house codes developed by Rothamsted Research.  

  

 

Figure 6.3. Numerical method mimicking the lab experiment to calculate water distribution 

in soil (grey represents solid and black represents pores) as well as water retention curves.  

6.5. The results  

6.5.1. The pore-size distribution (PSD) 

Figure 6.4 compares the PSD of the aggregates in the three treatments. The shape of the 

PSD curves is approximately the same, with soils taken from all treatments dominated by 

pores with diameter in the range of 7.5μm to 15μm. The pores with diameter in the range 0-

7.5μm under perennial grass is significantly smaller than that under permanent arable and the 

bare fallow, indicating that the cropping and tillage (present in the arable and bare fallow 

Tension table

Suction 
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treatments, but absent in the perennial grassland) have a long-term effect on the small pores 

than on the large pores.  

 
(a) 

 

(b) 

 
(c) 

Figure 6.4. Comparison of PSD of soil aggregates under different treatments. Permanent 

grass (a), permanent winter wheat (b), and permanent bare fallow (c).   
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 The error bars (standard deviation) in above figures indicate that the aggregates in all 

treatments are highly heterogeneous with the heterogeneity depending on both pore size and 

the treatments. For pores with diameter in the range of 7.5-15m, the aggregates in the bare 

fallow treatment (Figure 6.4c) is more heterogeneous than those in the other two treatments, 

especially the aggregates in the arable treatment. For aggregates under the same treatment, 

pore heterogeneity also varies with pore size. For example, pores with diameters in the range 

of 0-22.5m were more heterogeneous than other pores under the arable treatments, while 

under grass treatment, the pores with diameter in the range of 7.5-225m were more 

heterogeneous than other pores.  

 

Figure 6.5. A pore network consisting of pores larger than 5 microns only.  

Some large pores in the aggregates appear to be the legacy of roots (bio-pores, formed 

by decay of the root hairs). Figure 6.5 shows a pore network consisting of pores larger than 

5μm only in an aggregate taken from the plot under the permanent arable treatment. While 
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most pores are geometrically complex, there are a few large pores which look geometrically 

similar to roots, suggesting strongly that they have root origin.  

6.5.2. Permeability 

As hydraulic conductivity depends on water viscosity and density which changes with 

temperature and chemical components of the water, I only analysed the permeability which 

depends on soil structure only. The permeability of a soil depends on both porosity and how 

pores are spatially connected in it. To elucidate this, I plot in Figure 6.6 the change in 

permeability with porosity for the aggregates taken from all three treatments. Overall, the 

permeability of aggregates in the grassland is almost one order of magnitude higher than that 

in the fallow treatment, with the permeability in the arable treatment in between. I fitted the 

change in permeability (k) with the porosity (θ) for all aggregates to the following power-law 

function: 

bk a=   (6-1) 

with the value of parameters, a and b shown in the figure. The fitting curve describes the 

increase of permeability with the porosity for the bare fallow and arable treatments 

reasonably well but underestimated the change of the permeability with the porosity for the 

perennial grass treatment. This implies that the pores in the aggregates taken from the 

grassland geometrically differ from that in the aggregates taken from the bare fallow and the 

arable treatments. The average and the associated standard deviation of the permeability of 

the aggregates in each treatment is shown in Table 6.1. The increase in permeability with the 

porosity shown in Figure 6.6 indicates that the porosity is an important factor determining the 
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permeability, while the deviation from the power-law function suggests that how pores of 

different sizes are spatially connected is also equally important.  

 

Figure 6.6. The change in porosity and its associated permeability for all aggregates taken 

from all three treatments 

 

Table 6.1. The mean and standard deviation of the permeability of the aggregates. 

 Grass Arable  Fallow  

Mean (μm2) 0.338 0.063 0.025 

Standard deviation (μm2)  0.13 0.041 0.031 

6.5.3. Water retention curves 

Figure 6.7 shows an example of water distribution in an image simulated using the 

method described above under a specific pulling pressure in both three dimensions and two 

dimensions, respectively. Water distribution is mediated by how pores of different sizes are 

connected spatially, and it occupies small pores preferentially; this creates a curved water-air 

interface – meniscus -which similar to part of a spherical surface. It is evident from the figure 

that the model correctly captures these.   
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Figure 6.7. An example showing water distribution in the pores simulated using the model. 

White is air-filled pores, and blue is water and brown is solid.  

The pulling pressure used to drain the aggregates is estimated by the radius of the pore 

size from 2 /p r=  . For all pores estimated for the image as shown in the pore-size 

distribution curve, we started draining the soil from the largest pore (rmax). Once all possible 

pores are drained under this pressure, we increased the pulling pressure to drain more water. 

These proceeded until we drained all pores. As water distribution in the soil is complicated 

affected by many factors such as the existence of organic matter, this method is approximate, 

but it correctly captures the impact of the pore geometry on water distribution.  

As water-air surface tension affects the capillary pressure, which changes with 

environment such as temperature and concentration of solute in soil, we normalize the 

capillary pressure p in our analysis as follows  

' / .h p=    (6-2) 

where δ is the size of the voxel in the image, and hʹ is the normalized capillary pressure. 

We fit the results for all aggregates to the following van Genuchten formula:  

( ) 1 1/[1 ' ]

s r
r n nh −

 −
 = +

+ 
 (6-3) 
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where Θ is soil water content, Θr is residual water content – the content of water in pores that 

are isolated and cannot be drained, Θr is saturated content – the content of water when soil is 

fully saturated, β and n are parameters – representing how pores of different sizes are 

spatially connected.  

The simulated results (symbols) for aggregates taken from each treatment are shown in 

Figure 6.8 to Figure 6.10. Also shown in the figures is the best fitting (solid lines) of the van 

Genuchten formula. The parameters in the van Genuchten formula for the aggregates in each 

treatment is given in Table 6.2. 

 

Figure 6.8. The retention curves calculated for all aggregates in the grass treatment. 
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Figure 6.9. The retention curve calculated for all aggregates taken from the arable treatment. 

 

Figure 6.10. The retention curve calculated for all aggregates taken from the bare-fallow 

treatment. 
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Table 6.2. The values of the best-fitting parameters 

Parameter Grass Arable Fallow 

β 6.9 5.1 6.0 

n 5.1 5.4 4.6 

Θs 0.49 0.4 0.28 

Θr 0.01 0.03 0.05 

 

6.5.4. Unsaturated hydraulic conductivity  

Unsaturated hydraulic conductivity is the ability of soil to conduct water when the soil 

is unsaturated. It is an extension of the Darcy's law for water flow in saturated condition. In 

unsaturated soil, water flow is still assumed to follow Darcy’s law as follows:   

( )
H

q K
z


= − 


 (6-4) 

where H is the water pressure head, the sum of water pressure head (less than atmospheric 

pressure and is hence negative) and elevation potential.   

Measuring the unsaturated hydraulic conductivity is very complicated and tedious and 

in the literature, the common method to estimate the unsaturated hydraulic conductivity is to 

combine the saturated hydraulic conductivity and the water retention curve estimated from 

the van Genuchten formula as follows:  
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Figure 6.11. Schematic illustration of unsaturated water flows under gravity. 

( )
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 (6-5) 

where Φ is saturation, Θr, Θs and n are the parameters in the van Genuchten formula as 

defined in Eq. (6-3).  

 

Figure 6.12. Comparison of the change in unsaturated hydraulic conductivity with soil water 

content for aggregates taken from the three treatments. 
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Using the values of the parameters estimated for the aggregates in each treatment, we 

compared the change in unsaturated hydraulic conductivity with water content θ for 

aggregates in all three treatments; the results are shown in Figure 6.12.   

6.6. Discussion  

Microscopic analysis based on X-ray tomography revealed that the changes in cropping 

systems more than 70 years ago had substantially changed the soil structure, which 

consequently alerted the ability of the soil to retain and conduct water.  

Contrasting to the bare fallow treatment that reduced organic matter input into soil, 

cropping increased both porosity and permeability of the soil aggregates, especially the 

perennial grassland. Bacq-Labreuila et al. (2018a) studied the same soils. However, due to 

the limitation of the computer resources, they divided each original image into 16 sub-

samples and calculated the permeability of each sub-sample. The permeability of the whole 

aggregates was calculated as an arithmetic average of the 16 sub-samples. Using the 

Rothamsted Research software, I used the original image without further subdividing it. The 

results are thus more accurate and representative. The comparison shows that there is a 

significant difference between the permeability calculated using my methods with that 

obtained by Bacq-Labreuila et al. (2018a), with the average permeability calculated using mt 

method for grass, arable and fallow treatments being 0.338, 0.063 and 0.025 μm2 

respectively, while the associated permeability calculated by the former being 31.0, 23.0 and 

14.8 μm2.   
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Compared with the bare fallow, the perennial grass increased soil porosity and its 

associated permeability more than the seasonal arable cropping because the grassland had not 

been ploughed for at least 100 years. This should keep a large number of bio-pores from 

being destroyed and is likely the main reason behind the increase in soil porosity 

permeability. In addition to lack of ploughing, it is suggested that the grassland has a 

diversity of plants which could make the soil more porous. The relationship between the 

porosity and permeability for the aggregates taken from all treatments appears to separate the 

data into two groups: one for the bare fallow and arable soil and the other one for the soil 

taken from the grassland. The increase in permeability with porosity was fitted to a power 

law function. Overall, the fitting curve describes the change in permeability with the porosity 

well for the bare fallow and arable soil, but substantially underestimated the permeability for 

the grassland treatment.  

Annual tillage of the fallow and arable land could reconstruct the soil, making the pores 

in them geometrically different from those in the grassland soil. This might be the main 

reason why the permeability – porosity relationship is similar between the fallow and arable 

soil but differs from the grassland. In addition to these, the porosity and permeability in the 

bare fallow are more heterogeneous than the arable soil, and comparatively, the grassland soil 

is more homogeneous. Average permeability for all three treatments follows in the order of 

fallow < arable < grassland, which is same as the work of Bacq-Labreuila et al.(2018a). 

However, our results simulated using the original images showed that the average 

permeability of the arable soil is two times that of the fallow treatment, differing from the 
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results of Bacq-Labreuila et al.(2018a) which showed that the permeability of the fallow and 

arable lands does not differ from each other significantly.  

In a previous work, Bacq-Labreuila et al (2018a) compared the pore-size distribution. 

While the pore-size distribution is a function to describe soil structure, water distribution in 

soil depends on how pores of different sizes are spatially connected. In this paper, we 

calculated both, from which we calculated water retention curves of all aggregates. The 

relationship between soil water content and the normalized capillary pressure shows that soil 

in the grassland appears to be more homogeneous, and the relationship between soil water 

and the capillary pressure follows almost the same trend in that they differ only slightly at the 

wet ends (near saturation) associated with large pores. As large pores dry and water content 

reduces, the water retention curves calculated from all aggregates converges almost to the 

same line. Similar was also found for the arable soil, in which the water retention curves 

calculated from all aggregates are very close. In contrast, the water retention for aggregates of 

the fallow treatment varies widely, implying that cropping makes soil more homogeneous.  

Under the same water content, the hydraulic conductivity of the grassland soil is almost 

one order of magnitude higher than that of the arable land and fallow soil. As permeability of 

soil depends on pore size and how pores are connected, the increase in permeability in the 

grassland under the same water content implies that the pores in grassland are less tortuous. 

This is similar to the results of Bacq-Labreuila et al.(2018a) who used the Euler’s number to 

quantify the connectivity of different pores.    
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6.7. Conclusions 

This chapter analyses the X-ray images of aggregates taken from different cropping 

systems and a bare-fallow treatment which have been in operation for more than 70 years. 

From each aggregate image, I segmented it and then calculated its pore geometry, including 

pore-size distribution and how pores of different size are spatially connected. I also calculated 

the permeability and water retention of each aggregate using the in-house codes developed by 

Rothamsted Research, finding that the both perennial grass and arable cropping increased the 

porosity and permeability, compared to the soil under long-term bare fallow. The relationship 

between porosity and permeability for the bare fallow and the arable soil follows the same 

trend and can be fitted to the same power-law function, while the permeability of the 

grassland soil was much higher than that predicted by this power-law function. When 

capillary pressure is high, the water held in soil under different treatments is comparable, but 

with the matric potential decreasing and soil becoming wet, the arable and grassland soil 

holds more water. In addition, the cropping systems appear to have made the soil more 

homogeneous and the water retention curves calculated for their aggregates follow the same 

trend. It was also found that under the same water content, the grassland soil is more 

permeable than the bare fallow and arable soils.  
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Chapter 7. Impact of soil structure on solute diffusion coefficient   

7.1. Introduction  

Soil aggregates in the field are normally at saturated condition, and gases in soil mainly 

flows through the large pores between the aggregates. For example, gaseous oxygen in the 

atmosphere normally moves into the soil through inter-aggregate pores and then dissolves at 

the water-air interface before moving into the aggregates to sustain microbial activity which 

controls almost all soil functions. When oxygen inside the aggregates is insufficient to 

support microbial respiration, the microbes will use other elements as electron acceptors 

creating an anoxic environment. Also, fertilizers applied on the soil surface move into the soil 

through these inter-aggregate pores first and then migrate into the aggregates. For aggregates 

far away from roots, the impact of root water uptake is minor and solute movement in such 

aggregates is driven largely by molecular diffusion. Therefore, the ability of aggregates to 

diffuse soluble solute is important for soil functions. The objective of this chapter is to 

investigate how the cropping system changes as discussed in Chapter 6 affect the ability of 

the aggregates to diffuse solute.     

7.2. Effective diffusion coefficient  

Soluble solute in water moves from high-concentration area to low-concentration area 

driven by molecular diffusion. The diffusive flux depends on concentration difference 

between the two areas as illustrated in Figure 7.1.  
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Figure 7.1. Schematic showing solute diffusion driven by concentration gradient. 

For solute diffusion driven by concentration gradient in a tube filled with saturated soil 

as illustratively shown Figure 7.1, when the diffusion is at steady state, the diffusive flux 

flowing from the high concentration end (C0) to the low concentration end (C1) is  

1 0

1 0

e

C CJ
j D

A x x

−
= = −

−
 (7-1) 

In the limit, Equation (7-1) can be written as the following Fick’s law: 
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 (7-2) 

where De is the effective diffusion coefficient of the soil. Similarly, measuring the effective 

diffusion of a soil needs a large soil sample, which is impossible for the aggregates I studied. 

I hence calculated the effective diffusion of each aggregate based on pore-scale simulations.  

7.3. Calculating effective diffusion from pore-scale simulation  

To estimate the ability of the aggregate to molecularly diffuse solute, I calculated its 

effective diffusion under saturated condition. For each aggregate, the pore-scale simulation is 

to mimic the experimental setup in Figure 7.1 by imposing a high concentration on one side 

x0 x1

C0 C1J
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and a low concentration on its opposite side of the aggregate. The solute moves through the 

pores filled by water, and its movement is described by the following equation:  

 
2 2 2

2 2 2

c c c c
D

t x y z

    
= + + 

    
 (7-3) 

where c is solute concentration in the pore space, and D is the molecular diffusion coefficient 

in water, t is time and x, y and z are the coordinates.  

Similar to pore-scale simulation of water flow, initial solute concentration in the pore-

scale simulation of solute diffusion also zero in the pore space. Solute diffusion was 

instigated by imposing a concentration gradient in one direction, and I then simulated 

solution diffusion to steady state. In all simulations, Eq. (7-3) was solved numerically using 

the finite volume method. Each voxel in the image has six sides, and the finite volume 

method first calculates the diffusive fluxes flowing in/out of the voxel from each of its six 

sides, depending on whether the side is solid or water-filled voxels. Figure 7.2 illustratively  

explain method. I use o (hidden in the figure) to represent the voxel being analysed which is 

bordered by six voxels represented by d, s, w, e, u and n (hidden in the figure) respectively.  

 

 

Figure 7.2. Stencil of the seven voxels in the numerical method (voxel o and n are hidden)  
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Figure 7.3. Illustration of calculation of the solute fluxes in the x-y plane. 

The solute movement between the voxel o and its six neighbours is described by Eq. (7-

1). Taking the five voxels in the x-y plane as shown in Figure 7.3 as an example, there are 

four fluxes: js, jw, je and jn; they are calculated as follows assuming the side-size (the 

resolution of the voxel) of all voxels is δ:  

0
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For solute movement between voxel o and voxels d and u in the x-z plane, the associated 

fluxes can be calculated similarly as follows:   
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         if voxel d is pore

                     f voxel d is solid 

         if voxel u is pore

                     f voxel u is solid 
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where co, cs, cw, ce, cn, cd, cu are the concentrations of solute in voxels o, s, w, e, n, d and u 

respectively. Since the voxel is cubic, the cross-section through which the solute moves in all 

direction is A =  . During one time period from t0 to t1, the mass of solute moving into and 

out of the voxel o is  

( )

1 0

,

.

s w e n d uA j j j j j j t

t t t

 =  + + + + + 

 = −
 (7-6) 

Before solute movement reaches steady state, 0  , and the concentration in voxel o 

thus changes with time. I assume that the concentration in voxel o at time t0 is c0 and the 

concentration at time t1 is c1. Since the volume of voxel o is 3V =  , the mass change in the 

voxel o during t is  

( )013 tt

o om c c =  −  (7-7) 

The mass balance requires  

m =   (7-8) 

That is;  

( ) ( )013 tt

o o s w e n d uc c j j j j j j t − =   + + + + +   (7-9) 

The concentrations co, cs, cw, ce, cn, cd, cu for calculating the six fluxes in Eqs. (7-8) and 

(7-9) take the concentration at time t0, which is assumed to be known. Therefore, the 

concentration at time t1 at the voxel o can be calculated from  
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t t t t t t t tt

o o s w e n d u o
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c c c c c c c c c t= + + + + + + − 


 (7-10) 

Repeating the above procedures for all pore voxels allows me to calculate their 

concentration at time t1. Once the concentration in all voxels at t1 is calculated, the above 

procedure was repeated by replacing t1 by t0 until the steady was reached. This method is 

known as explicit method and is stable when 6 / 1D t   .  

All simulations were conducted using a code developed by Rothamsted Research (Li et 

al., 2018c). In short, for each aggregate image as shown in Chapter 6, at time t0=0, a constant 

concentration C1=1.0 and C0=0 (mg/l) were imposed on the left-hand side and the right-hand 

side of the image respectively, with solute concentration in other pore voxels being zero. The 

code simulated solute diffusion using the above method to steady state, deemed to have been 

reached once relative difference between the sum of concentration in all voxels at two time 

points separated by 100 time steps was less than 10-6. Once the solute diffusion was in steady 

state, the code calculated the diffusive flux and solute concentration in all voxels, and they 

were then volumetrically averaged over each cross section normal the direction along which 

the external concentration gradient was imposed. These volumetric average concentration and 

diffusive flux were assumed to follows the following Fick’s law, for example, when the 

external concentration gradient was imposed in the x direction: 

            
e

C
J D

x


= −


               (7-11) 

where C is the volumetric average concentation and J is the average diffusive flux in the x 

direction. The average concentation C is linearly distributed from the inlet to the outlet when 
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diffusion reached steady state; the effective diffusion coefficient can thus be calcualetd from 

Eq. (7-11) as follows based on the pore-scale simulaetd concentration and diffusive flux:    

1 0

1
( , , ) y  z

e

N

x i i ii

L
D J

C C

j x
J

N

=

=
−

=


 (7-12) 

where N is the number of all voxels and ( , , ) y  zx i i ij x is the diffusive flux in voxel cantered at 

( , , ) y  zi i ix , L is the length of the image in the x direction where the external concentration 

gradient was imposed. Switching the imposed external concentration direction allows users to 

calculate the effective diffusion coefficient of the soil in other two directions. In what 

follows, the effective diffusion coefficient of each sample is the average of the diffusion 

coefficients calculated in its three orthogonal directions.     

7.4. Result analysis 

For ease of analysis in what follows, for the effective diffusion coefficient I calculated 

for each aggregate image, I normalized it using the diffusion coefficient of the solute in bulk 

water. That is, 0' / ,eD D D= where D0 is the diffusion coefficient of the solute in water.  

  

Figure 7.4. Change in the normalized molecular diffusion coefficient with porosity for all 

aggregates taken from the grassland treatment. 
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There are 12 aggregates for the grass and arable treatments each, and 9 aggregates for 

the bare fallow treatment. Because of soil heterogeneity and spatial variation as discussed in 

Chapter 6, the porosity of the aggregates taken from the same treatment also varies. Figure 

7.4 shows the change in porosity of all aggregates taken from the continuous grassland 

treatment in which the porosity varies approximately from 0.31 to 0.49, while its associated 

normalized molecular diffusion coefficient varies from approximately 0.1 to 0.24.  

 

Figure 7.5. Change in the normalized diffusion coefficient with porosity for all aggregates 

taken from the arable treatment.  

In contrast, converting grassland to arable 70 years ago reduced the aggregate porosity 

considerably. Figure 7.5 reveals that the porosity of all aggregates taken from the arable 

treatment varied from 0.22 to 0.45. Although the highest porosity is comparable to that of the 

aggregates taken from the grassland, its lowest porosity (0.22) is much smaller than that of 

the grassland (0.31), indicating that the arable treatment has made the soil aggregates more 

heterogeneous. In addition to the reduction in porosity, the ability of the aggregates under 

arable treatment is also reduced. Figure 7.5 reveals that the normalized effective molecular 
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diffusion coefficient of the aggregates in the arable soil changed approximately from 0.03 to 

0.2, much less than that under the grassland which changed from 0.22 to 0.31. This difference 

is an interplay of the reduction in porosity and connectedness of the pores of different pores 

inside the aggregates.        

 

Figure 7.6. Change in the normalized diffusion coefficient with porosity for all aggregates 

taken from the fallow treatment.  

Figure 7.6 shows the change in porosity and the normalized effective molecular 

diffusion coefficient of the aggregates taken from the bare fallow treatment. Compared with 

the grassland and arable land, the bare fallow considerably reduced the porosity and the 

normalized diffusion coefficient of the aggregates. Again, the highest porosity of the 

aggregates in the bare fallow treatment is approximately 0.4, only slightly less than that of the 

arable (0.45) and the grassland (0.49) treatment, but its lowest porosity is less than 0.1, far 

less than that of the grassland (0.31) and arable land (0.22). These differences indicate that 

fallowing the soil not only makes it less porous but also more heterogeneous due to the 

reduced carbon input. The normalized molecular diffusion coefficient of the aggregates taken 
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from the bare fallow varies from 0.005 to 0.17, far less than that of the grassland and the 

arable land.  

 
Figure 7.7. Change in the normalized diffusion coefficient with porosity by pooling 

aggregates taken from all treatments.  

The cropping systems in the long-term experiment differed but the soil texture is the 

same. To elucidate if the change in the normalized molecular diffusion coefficient with the 

porosity follows the same trend, I pooled the results of the aggregates taken from all 

treatments and plot them in Figure 7.7. In the figure, the large-green symbols are the average 

for the associated three treatments. Also plotted in the figure are the best-fitted exponential 

curves describing the increase in the normalized molecular diffusion coefficient with the 

porosity for each treatment. It is evident from the figure that the change in the normalized 

effective molecular diffusion coefficient with porosity differed between the treatments, 

especially the fallow treatment. The exponent of the curve for the fallow treatment was 1.85, 

much smaller than that for the arable land (2.52) and the grassland (2.26). This difference 

indicates that the diffusion coefficient increases more slowly with porosity for the bare fallow 

treatment than for the arable and grassland treatments.  
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Soil carbon and nitrogen are two important indicators of soil health, and to unravel how 

the change in ability of the soil aggregates to transport solute links to soil carbon and 

nitrogen, I plotted in Figure 7.8 the soil organic carbon in the top 0-20 cm of soil where the 

samples were taken against the normalized molecular diffusion coefficient for all treatments. 

It is evident that there is a strong correlation between soil organic carbon in the soil and the 

ability of the aggregates to transport substrates. The soil organic carbon increases with the 

effective diffusion coefficient of the aggregates, and the increase is adequately described by 

an exponential function as shown in the figure. The soil organic carbon data were taken from 

archive of the long-term experiment, and the detail was given in Gregory et al. (2016).   

 

 

Figure 7.8. The change in normalized molecular diffusion of the aggregates taken from all 

three treatments with soil organic carbon (a) and nitrogen (b) in the soils.   
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Soil organic carbon and nitrogen are closely linked, and I also plotted in Figure 7.8 the 

relationship between total soil nitrogen and the normalized molecular diffusion coefficient of 

the aggregates. Similar as for the soil organic carbon, the soil nitrogen also increases 

exponentially with effective diffusion coefficient of the aggregates.  

7.5. Discussion  

The aggregate structures acquired using X-ray computed tomography and their 

diffusion coefficient calculated from the pore-scale simulation proved that the porosity of soil 

and its ability to transport soluble substrates were substantially modulated by cropping 

system and land management. My results were corroborated by the findings of Guo et al who 

showed that agronomic management altered carbon input into soil thereby changing soil 

structure (Guo et al., 2020). While there is an ongoing debate over the use of aggregate as an 

operational structural unit to describe soil processes, I used this term to represent a sub-scale 

soil structure which is relevant to microbial activity. Perennial grassland without tillage 

enhanced soil aggregation and increased soil carbon sequestration (López-Garrido et al., 

2011); this is consistent with my results which showed that the grassland soil is most rich in 

carbon. I also found a strong correlation between soil organic carbon and the ability of the 

aggregates to transport substrates. Six et al claimed that tillage destroys soil aggregates 

thereby reducing particulate organic matter (Six et al., 1999). This is again consistent with 

my finding that soil organic carbon in the arable and bare-fallow treatments is much less than 

that in the non-tilled perennial grassland.  
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Changing agronomic practices shifts carbon input to soil thereby alerting the ability of 

the aggregates to retain and transport substrates, including water (Guo et al., 2020). This is 

corroborated by our findings although my results showed that such effects are asymptotic in 

that there is a critical soil organic carbon content beyond which the aggregate structure and 

its transport properties no longer change with a further increase in soil organic carbon, 

although my results did not show thus critical carbon content. Perennial grassland had 

increased aggregate porosity compared with the arable land, consistent with previous studies 

although the increasing level in my results differ (Naveed et al., 2013). Aggregates taken 

from the grassland and the arable land were more porous and diffusive than those taken from 

the bare fallow treatment due to their difference in carbon input (the arable land vs the bare-

fallow) and the tillage (grassland vs the arable and bare-fallow).  

The formation of stable aggregate is a long process modulated by soil carbon (Jastrow 

et al., 1996). The measurement from the Broadbalk wheat experiment, 1000m away from the 

ley-arable experiment but still inside Rothamsted, reveals that soil organic carbon did not 

stabilize 100 years after switching the fertilization to farmyard manure (Poulton et al., 2018). 

Therefore, it remains unknown if the soil structure under different treatments at the ley-arable 

experiment is still in transition or has stabilized.  

Organic matter and its associated microbial activity occur only at some hotspots, and 

the pore geometry inside the aggregate is thus spatially heterogeneous even in the same 

treatment. The porosity and diffusion coefficient of the aggregates in the arable and grassland 

treatments appear to follow the same trend, differing from those for the bare fallow treatment. 
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The transport ability of a soil depends on its porosity as well as how pores of different sizes 

are spatially connected. The same trend in porosity-diffusion coefficient relationship for 

aggregates in the grassland and arable land suggests that their pores are geometrically similar, 

and that the mechanisms underlying the formation of their aggregates are comparable. 

An asymptotic relationship between soil organic carbon and the ability of the 

aggregates to transport substrates was found in my study, meaning that the impact of soil 

carbon on aggregate structure becomes less important as soil carbon increases. Because both 

pore geometry and organic matter in the aggregates are spatially heterogeneous, for organic 

matter which is distant from microbes, the microbes secrete extracellular enzymes to 

decompose it in order to obtain the nutrients they require. However, because of pore 

heterogeneity, there is always organic matter which is inaccessible to microbes (Dungait et 

al., 2012). Therefore, once carbon supply and carbon decomposition within the aggregates 

balance each other, aggregate structure and the carbon within it reach equilibrium and any 

further carbon input would not shift this equilibrium. This is likely the mechanism underlying 

the asymptotic increase in transport ability of the aggregates with soil organic carbon.  

Increasing carbon input enhances transport ability of the aggregates, which in turn alters 

biogeochemical reactions and nutrient cycling. For example, the increased porosity and 

diffusion of the aggregates in the grassland could make dissolved oxygen and substrates easy 

to move through, thereby changing nitrogen and carbon cycling and facilitating nitrification 

(Zhou et al., 2018). This could increase nitrate leaching from the soil (Goulding, 2000).  
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7.6. Conclusions  

Soil samples taken from the long-term experiment at Highfield in Rothamsted, UK 

show that the changes in cropping system and land management more than 70 years ago 

altered soil carbon input thereby reshaping soil structure and the ability of the soil to transport 

water and substrates. Compared with bare fallow, perennial grass and permanent arable 

cultivation increase carbon input thereby increasing the porosity of the aggregates and their 

ability to transport substrates. The diffusion coefficient of the aggregate increases with soil 

carbon asymptotically before plateauing when soil carbon exceeds a critical value although 

this value does not appear in my results. For aggregates taken from all treatments, their 

effective diffusion coefficients increase with porosity approximately in a power law, but the 

increasing trend varies with treatments. For the perennial grassland and the arable land, their 

diffusion coefficient increases with their porosity almost in the same trend, while the 

diffusion coefficient of the aggregates in the bare fallow soil varies their porosity differently. 

This suggests that the interior structures of the aggregates in the grassland and arable land are 

geometrically similar, distinguished from that in the bare fallow soil. As soil structure 

controls almost all physical and biogeochemical processes in terrestrial ecosystems and is 

mediated by soil organic matter, understanding the relationship between soil structure and 

soil organic matter, as well as their consequence for soil transport ability, is essential to 

improving nutrient management and agronomical practices. 
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Chapter 8 Conclusions and future work  

8.1. Summary and conclusions  

The overarching objective of my project is to investigate soil-root interactions using X-

ray and neutron computed tomography at various scales, including the impact of biotic and 

abiotic stresses on root development in 3D, as well as structure of the rhizosphere using pot 

experiment. I also studied how cropping systems and land management impact the structure 

of soil aggregates and their ability to retain and transport substrates, including water.  

Soil is the most complicated biomaterial on the earth, which is opaque and 

heterogeneous, and it also changes spatiotemporally across different seasons and spatial 

scale. It is thus challenging to study soil structure and root growth in it. However, they are 

important to improve nutrient and water use efficiency in developing sustainable agriculture. 

In made efforts in this project, presenting various experimental and theoretical methods to 

bridge this knowledge gap.  

Chapter 3 focuses on soil-root interaction under different abiotic and biotic stresses, 

including root architecture and change in hydraulic properties of the rhizosphere. Maize was 

grown in pots packed with sandy loam, and it was then subjected to water and salinity stress 

in both isolation and combination. I also imposed a biotic stress by cutting one leaf when the 

crop grew to three-leaf stage. Analysing the images acquired using the X-ray tomography at 

resolution of 110 microns revealed that the abiotic stresses altered the root traits considerably. 

In particular, it was found that both water stress and salinity stress made the crown roots 
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grow more horizontally. While this apparently conflicts with the “cheap, deep and steep” 

principle when maize growing in the field suffers from water stress, in the pot experiment it 

is the topsoil where water and nutrients were rich due to the irrigation and fertilization. Thus, 

my results are still consistent with the principle “cheap, deep and steep” in that under abiotic 

stress, roots grow into areas that are rich in water and nutrients.   

Chapter 4 is the continuation of Chapter 3, aimed to study the impact of water and 

salinity stress on hydraulic properties of the rhizosphere of the maize. Aggregates adhering to 

the roots under different treatments were harvested after pulling the roots from the pots, and I 

then scanned them using X-ray tomography at a resolution of 4um. The images were then 

segmented and their porosity and ability to conduct fluid (permeability) were calculated from 

pore-scale simulation using the lattice Boltzmann model. The permeability of each image was 

calculated from the simulated pore-scale velocity and pressure. I found that the abiotic stress, 

either working alone or in combination, substantially reduced the aggregate porosity and its 

ability to conduct water, especially when the crop was under both water and salinity stresses. 

As water and nutrients must flow into the rhizosphere before being taken up by crops, these 

findings have important implications for understanding the impact of abiotic stresses on root 

uptake of water and nutrients.   

Chapter 5 is the continuation of Chapters 3 and 4, aimed to investigate how root uptake 

of water affects solute movement and its subsequent accumulation in soil, especially in the 

rhizosphere. Visualization of all aggregates acquired using the X-ray tomography found salt 

crusts in two images, indicating that salt was not uniformly distributed along the root, but 



155 

 

accumulated in specific locations. To understand the relationship between salt accumulation 

and pore geometry, I presented a method to simultaneously quantify the salt crusts and the 

size of the pores in which the salt precipitated. The results showed that the salt precipitation 

was a result of ion-filtering by the root when it took up the water, and that the salt 

precipitated in small pores more than in large pores.  

Chapters 6 and 7 studied the impact of long-term cropping systems and land management 

changes on soil structure and its ability to transport water and soluble substrates. Soil samples 

were taken from the ley-arable experiment at Rothamsted in the UK, which were started by 

Lawes and Gilbert in 1843 onwards and are still in operation. The soil samples were scanned 

using X-ray tomography at resolutions of 40µm (core scale) and 1.5 µm (aggregate scale) 

respectively. In my thesis, I only investigate the structure of the aggregates and their ability to 

retain and conduct water and substrates.  

Chapter 6 focused on the change in hydraulic properties, which are important for 

aggregates in the proximity of the roots as root water uptake drives water in these aggregates 

to flow towards the root. In this chapter, I investigated how the cropping systems and land 

management changes more than 70 years ago reshaped the soil structure. X-ray images of the 

aggregates taken from soil under perennial grass and winter wheat, as well as bare fallow 

were segmented into binary images, from which I analysed the porosity and calculated the 

ability of the aggregates to retain and conduct water respectively. My results show that the 

porosity and ability of the aggregates to retain and conduct water were affected substantially 

by the cropping systems and land management. In short, the perennial grass increased the 
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porosity and the ability of the aggregates to retain and conduct water under both saturated and 

unsaturated conditions, compared to the permanent arable land and bare-fallow soil. 

Although the porosity of the aggregates taken from the grassland and arable land differed, 

their pores are more geometrically similar compared to the aggregate taken from the bare 

fallow soil.  

Chapter 7 focused on the ability of the aggregates to transport soluble substrates. This is 

relevant for aggregates far away from roots where the water is almost stagnant and soluble 

substrates in them move predominantly by molecular diffusion. This is important to 

understand the interaction between soil microbes and soil structure. For each aggregate, I 

calculated its effective molecular diffusion coefficient and linked it to soil carbon. The results 

showed that the increased carbon input to soil in the grassland and the arable land increased 

the porosity and ability of the aggregates to transport substrates. In particular, I found that the 

effective diffusion of the aggregates does not increase with soil carbon proportionally but 

asymptotically in that there is a limit for soil organic carbon to affect the aggregate structure 

and its ability to transport substrates. This has important implications for understanding the 

potential of soil to sequester carbon.   

8.2. Problem and future work  

Segmentation of X-ray images bears uncertainty and depends on practitioners. 

Apparently, there are no reliable methods to automatically segment X-ray images and in 

certain circumstances, the segmentation has to be done manually. For example, I tried but 

failed to map the roots automatically and thus had to do this manually, which was extremely 
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tedious given that there were 24 samples to analyse. Also, due to the limitation of beamtime, 

I was unable to scan enough samples, such as the samples for studying salt precipitation and 

the rhizosphere aggregates. Therefore, it is thus prudent not to extend the results to more 

general situations, such as maize growing in the field.  

Notwithstanding this, the results of my project improved our understanding of how 

root-soil interactions coordinate root growth and alter the properties of the soil in the 

immediate proximity of the roots. As the studies were based on potted soil which limited the 

root growth and is not as complicated as the field soil, to what extent these results could be 

extrapolated to the field soil needs further examination. The impact of long-term experiments 

on soil structure was based on soil samples taken from the field, and how to apply these 

results to improve our understanding of other soil processes such as greenhouse emission and 

improving soil management also needs further research.    
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