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Abstract—Load frequency control (LFC) of modern power
systems tends to employ open communication networks to
transmit measurement/control signals. Under a limited network
bandwidth, the continuous and high-sampling-rate signal trans-
mission will be prone to degradation of the LFC performance
through network congestion. This paper proposes a decentralized
control performance standards (CPSs)-oriented event-triggered
LFC scheme for power systems under constrained communi-
cation bandwidth. The proposed scheme comprises the event-
triggered LFC scheme and the CPSs-oriented regulation scheme.
In the CPSs-oriented regulation scheme, regulation rules are
designed to adjust the threshold parameter of the event-triggered
LFC scheme based on the North American Electrical Reliability
Council (NERC)’s CPS1 and CPS2. The rules generate a larger
threshold parameter to lower the triggering frequency in order to
reduce unnecessary transmission of measurement/control signals,
while ensuring the frequency and tie-lie power of the power
systems to meet the required CPS1 and CPS2 instead of the
asymptotic stability requirement in the existing research. The
reduced transmission of these signals lessens the communication
burden. In addition, the decentralized control strategy is used to
solve the problems of poor large scalability and computational
dimension caused by the centralized control strategy. The effec-
tiveness of the proposed scheme is evaluated on an IEEE 39-bus
test system with renewable energy sources.

Index Terms—Power systems, Load frequency control, Open
communication network, NERC’s CPS1 and CPS2, Event-
triggered control.

NOMENCLATURE
LFC Load frequency control
NERC North American Electrical Reliability Council
CPS1/2  Control performance standard 1/2

TT Time-triggered
ET, AET Event-triggered, adaptive event-triggered
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CPSO Control performance standards oriented

ACE Area control error

EDR Exponential decay rate

LMI Linear matrix inequality

TAMC Transmission amount of measurement/control
signals

NAL Numbers of ‘(AOEZ)lomzn‘ S LlO—i

Af; Frequency deviation

AP,; Valve position deviation

AP,,; Generator mechanical output deviation

APy, Load change

APy.—; Net tie-line power flow deviation

Bi Frequency bias factor

R; Speed drop

M; Moments of inertia of the generator

D, Damping coefficient of the generator

Teni &Ty; Time constant of turbine and governor
T;; Tie-line synchronizing coefficient between area
¢ and area j

I. INTRODUCTION

The main objective of load frequency control (LFC) is
to balance the load and the generation in order to maintain
frequency and tie-line power with neighborhood areas at
scheduled values [1], [2]. The traditional LFC scheme employs
a dedicated communication channel to transmit measuremen-
t/control signals. However, it is noted in [3] that an effective
modern power system tends to use an open communication
network to support the increasingly decentralized property
of control services due to the introduction of renewable
energy sources and the increased interaction with the demand-
side response. Although an open communication network can
provide many advantages such as low cost and flexibility, its
introduction presents new challenges, including transmission
delays, packet losses and parametric uncertainties [4].

Much attention has been paid to the analysis/synthesis of
LFC with transmission delays, packet losses and parametric
uncertainties. For example, Yu et al. [5] developed a ful-
1 state-feedback robust LFC scheme that can ensure good
performance despite indeterminate delays in the communi-
cation network. Jiang et al. carried out a series of work to
investigate the delay-dependent stability and obtain the time
delay margin for the PID-type LFC scheme [6]-[8]. Zhang
et al. [9] proposed a delay-dependent PID-type robust LFC
scheme for time-delay power systems, while Trip et al. [10]
introduced a passivity-based optimal LFC scheme to handle



the parametric uncertainties based on slide-mode control.
Considering the sampling characteristic in practical LFC, Luo
et al. [11] explored the stability problem of LFC with both
sampling and transmission delays, while a robust Pl-type
LFC scheme was proposed in [12]. Additionally, a switching
system-based approach was introduced to the LFC scheme
that is resilient to DoS attacks [13]. However, in an open
communication network with limited bandwidth, heavy usage
of bandwidth will aggravate the problems of transmission
delays, packet losses and parametric uncertainties. At this time,
the existing robust LFC schemes may not be effective. Note
that the practical communication network among generation
units faces the bandwidth constraint [14]. Additionally, the
LFC scheme may be embedded with microprocessors, which
usually run with limited computing capability and energy
resources [15]. Therefore, for modern power systems with
heavy transmission burdens, it would be desirable to design
an effective LFC scheme to reduce the communication and
computational burdens.

Recent literature reveals that there are two main methods
to reduce the transmission amounts of measurement/control
signals in communication networks. One way is to maximize
the sampling interval based on a time-triggered sampled-data
control scheme. Dahiya et al. [16] developed a larger sampling
interval for isolated hybrid power system, while a maximal ac-
ceptable sampling interval was obtained for multi-area power
systems in [17]. Another way is to change the trigger mech-
anism of data transmission. Wen et al. [15], [18] introduced
an event-triggered (ET) communication scheme to alleviate
communication burdens for multi-area power systems, where
the periodically sampled data are only transmitted when a
preset threshold condition is violated. As an improvement,
Dong et al. [19] proposed an ET control architecture for
LFC of multi-area power systems with supplementary adaptive
dynamic programming, while Liu et al. [20] proposed an
LFC scheme with the co-design of ET communication scheme
and distributed model-based controller. In addition, Peng et
al. [21] developed an adaptive event-triggered (AET) control
scheme, where the threshold parameter in the AET control
scheme can be adaptively adjusted to conserve more limited
network resources. Similar to [21], Li et al. [22] proposed an
AET-based sliding mode LFC for a multi-area interconnected
microgrid power systems, while Zhang e al. designed an AET
LFC scheme for multi-area uncertain power systems in [23].

The above control schemes, however, all focus on the
asymptotic stability for power system frequency and tie-
lie power. In fact, based on the North American Electrical
Reliability Council (NERC), the frequency and tie-lie power
only need to comply with control performance standard 1
(CPS1) and CPS2 [24]. The standards require frequency and
tie-lie power to fluctuate within a certain range, rather than
asymptotic stability, which undoubtedly relaxes the require-
ments of LFC design. The standards have been applied by
several scholars to guide the design of LFC to reduce the
wear and tear of the generating units. For example, Feliachi
et al. presented a CPS-compliant fuzzy logic rules-based LFC
scheme [25], [26], while Pappachen et al. introduced a control
performance standards oriented (CPSO) adaptive neuro-fuzzy

interface system controller for LFC of multi-area deregulat-
ed power systems [27]. However, these research endeavors
considered neither the event-triggered communication scheme
nor the transmission delay and sampling characteristics in
the open communication network environment. In addition,
most of the above control schemes (excluding [18]) are based
on centralized control strategies, where the processing and
communication infrastructure require limited scalability of the
multi-area power system, as noted in [4]. Moreover, the system
dimensions significantly increase with added control area. To
overcome these problems of the centralized LFC scheme,
the decentralized LFC scheme has been developed. Such a
scheme, which reduces the computational burden of passage
of the communication between different systems and makes
the control more feasible and simple, has been widely used in
LFC as reported in [28] and [29]. Therefore, it is desirable to
design a decentralized LFC scheme with the aid of the CPSs
to further reduce signal transmission.

Motivated by the above discussions, this paper develops

a CPSO-ET LFC scheme for power systems under limited
communication bandwidth. The main contributions of this
paper are as follows.

1) The proposed CPSO-ET LFC scheme consists of two
parts: the ET LFC scheme and the CPSO regulation
scheme. In the CPSO regulation scheme, the regulation
rules based on CPS1 and CPS2 are designed to adjust the
threshold parameter of the ET scheme.

2) CPS1 and CPS2 are used as the aim of the regulation
rules rather than the asymptotic stability condition, which
relaxes the constraints of the threshold parameter selec-
tion compared with the previous research in [15] and [21]
and ensures that the power system frequency and tie-lie
power meet the required CPS1 and CPS2.

3) The selection of a large threshold parameter in the ET
scheme lowers the triggering frequency to further reduce
the unnecessary transmission of measurement/control sig-
nals. This approach significantly alleviates communica-
tion burden.

4) The decentralized control strategy is applied for the
distributed power system in this paper instead of the
centralized control strategy used in [15] and [21], which
reduces the computational complexity and improves the
scalability of the system.

The remainder of this paper is organized as follows. Section

Il presents the decentralized ET LFC model. Section III

describes the design procedure of the proposed CPSO-ET LFC

scheme. In Section IV, case studies based on the IEEE 39-

bus test system are shown to verify the effectiveness of the

proposed scheme. The conclusion is presented in Section V.
II. MODELING FOR DECENTRALIZED ET LFC

In this section, a decentralized ET LFC model of a multi-

area power system is constructed.

A. Decentralized LFC Model with Communication Networks

The linearized LFC transfer function model of control area
1 of an N-area power system is demonstrated in Fig. 1,
which includes governor, turbine, rotating mass and load,
tie-line power, and communication channel, where v; =



Z;L:Lj 2 TijAfj; ACE; represents the area control error
(ACE) of the 74, area of the power system and is the linear
combination of Af; and APy, ie., ACE; = B;Af; +
APy;c—;. Assume that the generator is equipped with a non-
reheat turbine.

B L
Governor Turbine Rotating mass and load
ey AR,
-4 1 1 - [T o,
‘ 1+5T, [iAP,i |1 +sT,, [AF,; D, +sM
. AP, Tie-line power
N
2
[zom] e Qe > 7|
tie—i y j=1.j#i
L i, (kh) -

v,
I 7" Communication network ! T+
ST - T | ki) >
i ontrol | . g 2 (K1)~ MSensor]
a| Centre H T=kh % { Sensor |« ACE

———— > Continuous signal

—— e — .. — » Discrete signal

Fig. 1. LFC structure of control area 7 of N-area power systems

The decentralized control strategy is applied to the multi-
area LFC scheme. The interactions between different areas,
i.e., v;, are treated as disturbances for every area. This means
that every control area is independent and has its own LFC
center to maintain the balance of generation and load. We then
represent the LFC scheme of area ¢ as the following state space
model [1]:
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where
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If there are %hgeg:}lerators, which arggﬁl responsible for the
secondary frequency control task, then the control input AP,;
will be assigned to every generator according to participation
factor ay;. The multi-generator LFC model of every control
area can be found in Ref. [9].

The following PI-type controller is chosen

ui(t) = —Kpigii(t) — K [ 4:(t)

where Kp; and Kj; are the proportional gain and integral
gain, respectively. Note that the output signal g;(¢) cannot be
directly used due to the characteristic of periodic sampling and
the communication delay in the communication network. The
attainable 7, (t) can be written as follows.

5i(t) = gi(kh),t € [kh + Trn s, (B + DA+ Toryn,:)  3)

where k = 0,1,2,---, Tkh,i = T,f;cm + Tgii < T Tkh,i is
the sum of the network-induced delays 77 ; (from sensor to
controller) and 7j ;, (from controller to actuator); 7as is the
known maximum sum of the delays; and A is the sampling
period. By combining (2) with (3), for t € [kh + Tkp, (k +
1)h + T(j41)n,i)» the PI controller is designed as

ul(t) = ul(kh) = —szgl(k‘h) — Kh/ﬂl(kh) @
Defining () = [7(0) [o7(0)7 and () =

3

[yF(t) [y¥ ()T and substituting (4) into (1), the closed-loop
LFC model of area ¢ can be formalized as
yl(t) :Ci:vi(t),t € [kh + Tkh,is (/C + ].)h + T(k+1)h,,i)
where k = 0,1,2,"', Kz = [Kpl K[i] and
_ |40 _ [B; _[Ci 0 _[F
AZ‘[@- 0],31_[0},02_[0 1) r= 1G]
B. ET LFC Scheme

The following ET algorithm [21] is applied in LFC to decide
the future transmitted sampling instant t51h.
tk+1h = tkh+minj6N{jh|81(jh)} (6)
oh (]h) yeT(zjh)wiye(zjh)fézy?(tkh)wlyl(tkh) >0
where §; is the threshold parameter; w; is a positive definite
weighting matrix; and y.(i;h) = y;(i;h) — yi(txh), i;h =
tph+jh,j € N, tp(k=0,1,2,...) are some integers such that
{to,t1,ta,...} ©{0,1,2,...}. Based on (5), y;(t) = C;z;(¢),
so condition (6) can be rewritten as
{fk+1h = tkh+minj6N{jh|82(jh)} (7)
82(]}1) : eT(th)Qe(z]h) — 51xlT(tkh)Qxl(tkh) >0
where Q = Cl'w,;C;; e(i;h) = z;(ijh) — x;(txh). Under this
scheme, the sampling data in (3) cannot be transmitted over
the communication networks unless condition (7) is satisfied.
Then, the PI control law can be written as
where I = [tph + T4, ni5 t (1) P+ Tt(kﬂ)h,i). The interval IT
is divided into the following subsets II;
=, I = [ijh+ 7, i3k + b+ 7,045
where i; =t 4+ 4, 5 =0,1,...,t441 —tx — 1, and
T :{ Ttk,j:.O,l,...,tk_;,_l —tk—Q
' TtpyrrJ = tep1 —te — 1
Define ¢(t) = t — i;h, t € II;. It is clear that ¢(t) is a
piecewise-linear function satisfying <(t) = 1, 7, < ¢(¢t) <
h+ T4+ < ¢ =h+ 7y when t # i;h + 7, . Additionally,
the control law (8) can be rewritten as
uz(t):ul(tkh):KlCz(e(zjh) — l‘i(t — §(t))), te Hj 9)
By replacing (4) with (9), the ET LFC model of area ¢ can be
formulated as
yi(t)=Ce(t). tell,
The initial condition of x(t) on [r, — S, 7%, is supplemented
as x(t) = @(t), t € [Tty — S, Tty)» With p(73,) = x(72,) = o,
where ¢(t) is a continuous function [31].
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Fig. 2. CPSO-ET LFC scheme
III. DESIGN OF CPSO-ET LFC SCHEME

The proposed scheme comprises two parts, as shown in Fig.
2. One is the ET LFC scheme, which determines the next
triggering time t51h by analyzing §;(t), y;(kh) and y;(txh).
9;(t) is the threshold parameter of the ET algorithm; y;(kh)
represents the periodically sampled data of y;(t); and y;(txh)
represents the latest updated data of y;(¢). The other part
is the CPSO regulation scheme, which adjusts the threshold




parameter d;(t) based on online evaluations of CPS1 and
CPS2. To complete the design of the proposed scheme, the
basic thing is to develop gains of PI controller, initial threshold
parameter and weighting matrix to ensure the stability of the
ET LFC scheme. Then, based on the stable ET LFC schemes,
the threshold parameter is adjusted by evaluating CPS1 and
CPS2 rather than the stability of the whole system.

A. Design of ET LFC scheme

Motivated by the fast LFC design in [17], the exponential
stabilization condition of the ET LFC scheme is derived to
obtain the gains of the PI controller with a certain dynamical
performance.

Theorem 1: Consider system (10) with w(¢) = 0. For given
sampling period h, transmission delay 75, exponential decay
rate (EDR) ), threshold parameter § and tuning parameters
a and b, system (10) is exponentially stable with an EDR
M if there are symmetrlc matrices (pz)grxgr, (Z)TXT and

5 - X, +XT i —X, - X2
(X)2r><2’l“ - |: % X2+X2
itive definite matrices (Pl)grxgr, (Pg)TXr, (Q)rxr and any
appropriately dimensioned matrices S, M and Y = K;C;S7,
for f = 1,2 such that the following linear matrix inequalities
(LMlIs) hold

, and symmetric pos-

By =1 + T+ hipy <0 (11
By = [%*Ff _thAM} <0 (12)
* —hZ
where _—
g1 =Sym { [63]7 Pu [63)+ YT W (er — e2) }-[63)" X [¢3]

P [ ] +TM€5:,FP3€5
+ 0eTQey — el Qe
prBiY (es — €2))}

+E P ] - [ F
— L(er —e3) Psy(er —e3) +
)

T™M

Ty =Sym{TTTs(es5 — (A + Al

€1 —
b2 =c} Ze4—|—5ym{ X [ rxﬁr]} eAM | py = e M
€ = [O’I‘X(l—l)rl'r‘orx(ﬁ l)T} = 1, 6 T3:[1r7a17-,b17]
T T

Tl —[61 (66 — 62)T 5 TQ =
and r is the dimension of matrix A m system (10); I and O
represent the identity matrix and a zero matrix, respectively;
the superscript 1" represents the transpose, the superscript —1
represents the inverse, and diag{---} stands for a block-
diagonal matrix; the notation x always denotes the symmetric
block in a symmetric matrix; for any square matrix A, we
define Sym{A} = A+ AT; and if the dimensions of matrices
are not explicitly stated, they are assumed to have compatible
dimensions for algebraic operations.

Moreover, controller gains K; can be calculated by

K; =Y (ST ~'cl el
The proof is shown in Appendix A.

Note that the margin d,; of the threshold parameter that
ensures the stability of the ET LFC scheme can be obtained
by Steps 1 and 2 in following Algorithm 1. Then, the initial
threshold §;(0) in the following CPSO regulation scheme
belongs to (0, day].

B. Design of the CPSO regulation scheme

We first revisit the concepts of CPS1 and CPS2 in NERC
[24]. CPS1 assesses the impact of ACE on frequency over
12-month window or horizon and it is expressed as

(13)

CPS1; = (2 - CF,) x 100% (14)

where CF; = AVG12_montn[(CF;)1] is a compliance factor
of area ¢ and

ern=|(545) ()]

where €; represents the targeted frequency bound for CPS1
and (-); is the clock-1-min average. To comply with NERC,
CPS1 should not be less than 100%. CPS2 requires the 10-min
averages of a control area’s ACE to be less than a constant
(L1p—;) given in the equation below.

(ACE:)10min < L1o—i = 1.652101/(—108;)(—108s) (16)
where(ACFE;)10min is the 10-min average of the area’s ACE,
Bs is the summation of the frequency bias of all control
areas in the considered interconnection, and €1 is the targeted
frequency bound for CPS2. To comply with this standard, each
control area needs to have its compliance no less than 90%. A
compliance percentage is calculated by the following equation

Num((ACE;)10min > Lio—i)
CPS2,=100 <1 Num(all[(AC Es) rompn) ) % (17)
where Num((ACFE;)10min > L1o—;) denotes the number of
(ACEz)lomln that satisfies (ACEZ)10m1n > Lig_; in one
month, and Num/(all|(ACE;)10min) represents the number
of all (ACFE;)10min in one month.

As shown in event-triggered condition (7), the triggering
frequency depends on the threshold parameter. The larger the
threshold parameter, the more difficult it is to trigger, which
reduces more unnecessary signal transmission. Now, we are in
a position to introduce the CPSO regulation scheme to adjust
the threshold parameter.

The power system frequency and ACE are measured peri-
odically and then averaged statistically to evaluate CPS1 and
CPS2 based on their definitions. The objective of CPS1 is
to ensure that the average C'F; of 1-minute average (C'F;);
during a 12-month period is not higher than 1, while the
objective of CPS2 is to ensure that the 10-minute average of
ACE is less than Lig_;. It is obvious that if (CF;); <1 and
the ACE of every sampling time (ACE;)ky < L1g—;, then the
objectives of CPS1 and CPS2 can be achieved, respectively.
Therefore, the (CF;); and (ACE)g;, are measured and are
compared with the given constants 1 and L(—;, respectively,
to design the following regulation rules. The rules are divided
into two parts. The first part is based on the measurements of

(ACE)yp, of CPS2.
109,
atan (5_ 0 ) P, >0
1( ) (18)

0;((k—1)h)+
— l)h)(l—kiatan (5i(0)¢>¢)) , P, <0

15)

26;(0)

O;(kh)=
di((k
where 0;(0) is the initial preset threshold parameter; ®; =
Lig—; — (ACE;)p. By comparing (ACE;)gp, and Lig—; at
eveléy sampling instant, if ®; < 0, ©;(kh) will be reduced to
1+—atan (6,;(0)®;) times the threshold parameter 0;((k—1)h)
T

at the previous sampling instant (k — 1)h; if ®; > 0, ©;(kh)

25;(0)atan GZO(?Q .

Then, the second part is based on the measurements of
(CFi)l of CPS1.
5:(kh)




where
1, (OFi)l <1

k) =01 2% an [(CR)1 — 1], (CF)1 > 1
and « is the controllfgble parameter with 0 < o < 1, and d; is
the preset maximum of &;(t). If (CF;); > 1, then n;(kh) < 1
and §;(kh) will decrease; if (C'F;); < 1, then 7;(kh) = 1 and
8;(kh) will be equal to the minimum between &; and ©;(kh).

Remark 1: The rules are determined artificially based on
the atan function and the input of online measurements
(CF;)1 and (ACE;)gp. This is similar to the reward and
punishment mechanism to regulate threshold parameter based
on the difference between the measurements and the required
values. Note that the function atan(-) has the lower and upper
bounds: that is, atan(-) € (—w/2,7/2). This property is
effectively used in equation (18) to adjust the event-triggered
threshold parameter [21]. Additionally, 6;(0) is used here to
regulate the sensitivity of the rule: that is, the smaller 9;(0)
is, the lower the sensitivity is.

Remark 2: In the AET LFC scheme [21]-[23], the regulation
rules are derived to regulate the threshold parameter based on
system output y;(kh), which is still limited to the asymptotic
stability of frequency and ACE. In this paper, CPS1 and CPS2
are used to guide the regulation rules, which guarantees CPS1
and CPS2 of the power system and relaxes the constraint of
the selection of threshold parameters.

Remark 3: Note that the values of (C'F;); do not rapidly
decrease immediately when disturbances or system faults
occur. Due to the inherent characteristic of large inertia in
LFC, the changes in frequency and the tie-line power of the
system are slow. Additionally, (C'F;); is the 1-minute average
of the measurements of the frequency and tie-line power.
Within one minute, the abnormal changes in the frequency
and tie-line power in a short time can be compensated by
other normal values.

C. CPSO-ET LFC scheme

In this subsection, we introduce the following Algorithm
1 to explain the detailed design procedure of the proposed
scheme to obtain the necessary transmission instant t;h
based on the ET LFC scheme and CPSO regulation scheme.

(20)

Step 5 Based on the current y;(jh) and the stored transmission
signal y;(sh), calculate the value of y.(jh), ye(jh) =
yi(jh) — yi(sh) and find the transmission instant ¢ h.

1) Based on the values of c;, §;(jh) and y.(jh) and the
ET condition (6), obtain inequality 01 (jh).

2) If inequality 91(jh) is satisfied, output and store trans-
mission signal y;(jh), and take trh as the transmission
instant, and £, = j. Then, update the stored transmission
signal y; (sh) = yi(txh), and set k = k+1and j = j+1.
If not, set 7 = j + 1. Repeat Steps 4 and 5.

Remark 4: The PI controller gains and initial threshold
parameters obtained by Theorem 1 ensure the stability of
the ET LFC system when the CPSO regulation scheme is
not used. When the regulation scheme is used, it adjusts
the threshold parameters in ET LFC based on the online
measurements of CPS1 and CPS2 to influence whether the
measurement/control signals are updated and does not change
the PI controller gains. The regulation scheme ensures the
power system frequency and tie-line power to fluctuating
within an acceptable range to meet CPS1 and CPS2 of NERC,
which guarantees that the output of the system is bounded.

Remark 5: Compared with ET LFC based on the centralized
control strategy in [21]-[23], the proposed scheme based on
the decentralized control strategy ensures scalability in large-
scale interconnected power systems. The power systems are
divided into different control areas. The corresponding control
and communication parameters in the proposed scheme can
be obtained by Algorithm 1 for different control areas. In the
CPSO regulation scheme, the controller gains are constant and
only the threshold parameters are regulated.

IV. CASE STUDIES

In this section, case studies are carried out based on an IEEE
39-bus test system to illustrate the superiority of the proposed
LFC scheme in reducing the communication burden, as well
as the effectiveness of ensuring that the system frequency and
ACE satisfy the CPSs of NERC.
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Algorithm 1: Obtain the transmission instant th.

Step 1 Preset initial parameters: A;, B;, C;, Tar, h and A.

Step 2 Find 6;(0), K; and ;.

1) Initialize the search interval [dmin, Omaz] With dmin =0
and large enough number §,,q, and select the accuracy
coefficient d,. = 0.0001.

2) Check the feasibility of LMIs (11) and (12) under
Otest = (Omin + Omaz)/2. If (11) and (12) are feasible,
set 5mzn - 6test; GISC, set 5maz - 5t€st-

3) If |0min — Imax| < dac, Obtain the maximal dar = Imin.
If 6ps > 0, then obtain §;(0) = das and go to 4); else,
no feasible d;(0).

4) Obtain matrices S, Y and € from LMIs (11) and (12).
Calculate K; and w; from equation (13) and w; =
(c.ehH—tesaet (c;e)=t, respectively.

Set the defaults: h, Tar, K, 6:(0), wi, 6, o, yi(toh) = 0, the

stored transmission signal y; (sh) = y;(toh),and k = j = 1.

Step 4 Monitor and store ACE;(jh), Afi(jh). Then, derive

yi(jh). Calculate ®; and obtain ©;(jh) based on equation
(18). Then, calculate 7;(jh) and derive §;(jh) based on
equations (19) and (20).

Step 3

Wind Z19>
Farm 2

W
B .
< zn;ﬁT 3>
b
<345 G4
G3i G5

G100

Area 1

Fig. 3. Single-line diagram of IEEE 39-bus test system.
A. IEEE 39-Bus Test System

The IEEE 39-bus test system is shown in Fig. 3. The test
system is modified by adding four sections of renewable ener-
gy sources, i.e. two photovoltaic (PV) power stations in buses
5 and 26, and two wind farms in buses 19 and 22. This system
consists of 10 generators, 19 loads, 34 transmission lines, and
12 transformers. The generators are equipped with excitation
and power system stabilizer units. The power system is divided
into three control areas. Assume that every generator in each
area is responsible for the secondary frequency regulation



task. The simulation parameters for the generators, loads, lines
and transformers are given in [34]; the parameters of wind
turbine and PV are given in 24-hour simulation of a Vehicle-
to-Grid System in MATLAB(2015a); and the parameters of
the governor, the turbine and the participation factor of every
generator are shown in Table I. The generation rate constraints

for every generator are considered to be +0.1 pu/min.
TABLE 1

PARAMETERS OF GOVERNOR, TURBINE AND PARTICIPATION FACTOR

Area 1 a11=0.2, aa1=c31=0.4, T¢.p,1=0.3, T41=0.1
Area 2 a12=a42=0.2, a22=a32=0.3, Tch2=0.35, T92=0.17
Area 3 a13=023=0.2, a33=0.6, T;.;,3=0.4, Ty3=0.2

B. Implementation of The CPSO-ET Scheme
Assume sampling period and the maximal acceptable trans-
mission delay are 4s and 1s , respectively, in each control area
of the power system. The EDRs are set to 0.1, 0.08 and 0.1 in
areas 1, 2 and 3, respectively. Then we obtain the following
parameters based on Algorithm 1:
6:(0) K w;

Areal 00235  -[0.2257 0.1197] —Oig?go 9_154%585
Area2 00235  -[0.0380 0.1793] _11'335’%0 2_;72)’3&?(’)%
Area3  0.0235  -[0.0401 0.1196] _0125;5& 2_15‘23%185

These parameters are applied to the CPSO-ET scheme. To
demonstrate the superiority in reducing the communication
burden, we compare the following three LFC schemes: 1)
the ET LFC scheme is proposed in Wen et al. [15]; 2) the
AET LFC scheme is introduced in Peng et al. [21]; and 3) the
CPSO-ET LFC scheme is proposed in this paper. Moreover,
we test the cases with the time-triggered (TT) LFC scheme
and without the LFC scheme.
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C. Simulation and Evaluation

Under 6 = 3, h = 4s, o = 0.1 and 7); = 1s, the system
is tested with random load disturbances and intermittent fluc-
tuations of wind power and solar power within one day. The
random changes in cumulative load of every area are shown
in Fig. 4, and the intermittent fluctuations of wind power and
solar power are plotted in Fig. 5.

The frequency deviation and control input for generator 1
(G1), the threshold parameters and the transmission instant
of area 1 are shown in Figs. 6-9, respectively. The responses
in areas 2 and 3 are similar and omitted. The transmission

amount of measurement/control signals (TAMC) of every
area for different LFC schemes are shown in Table II. For
comparison, the TAMC of the TT LFC scheme are listed in
Table II. Moreover, the values of (CF;); in CPSI1 definition
within one day are shown in Fig. 10, and the numbers of
|(ACE1)10mzn| < LlO—i (NAL) in CPS2 definition within
one day are displayed in Table II.

TABLE 11
TAMC AND NAL FOR CPS2 WITHIN ONE DAY IN DIFFERENT SCHEMES
CPSO-ET AET ET TT no LFC

TAMC NAL TAMC NAL TAMC NAL TAMC NAL NAL

Area 1 916 144 2580 144 3031 144 21600 144 10
Area 2 4842 144 8599 144 9534 144 21600 144 10
Area 3 2494 144 4911 144 5718 144 21600 144 10
%1073
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Fig. 6. Frequency deviation of area 1 for different control schemes.
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As presented by Fig. 8, the proposed scheme obtains larger
threshold parameters of the ET scheme at most sampling
instants to lower the triggering frequency. Additionally, the
proposed scheme effectively adjusts the threshold parameters
and maintains a stable value, while the threshold parameters in
the AET LFC scheme change dramatically. In Figs. 7 and 9
and Table II, the proposed scheme significantly reduces the
unnecessary amounts of measurement/control signals trans-
mission. Specifically, the TAMC of areas 1, 2, and 3 are



reduced by 64.50%, 43.69%, and 49.22%, respectively, com-
pared with those in the AET scheme. The frequency deviation
in the proposed scheme is slightly larger than those in the
AET and ET schemes from Fig. 6. The values of (CF;),
in the proposed scheme are similar to those in the AET and
ET schemes from Fig. 10. By making a simple calculation,
the average value of (C'F;); during one day is 191.73% and
satisfies the requirement of CPS1. Additionally, the NAL in
the proposed scheme are 144 and same as those obtained
by the AET and ET schemes for every area from Table II.
This meets the requirement introduced in (16) in CPS2. These
results demonstrate the effectiveness of the proposed scheme.

D. Discussion

1) The use of the proposed scheme will be accompanied
by sacrificing more system dynamic performance than the
existing schemes. This results in performance degradation over
some short periods, i.e., the values of (C'F;); below 100%,
as shown in Fig. 10. Based on the CPSO-ET scheme, the
occurrence of performance degradation can drive the thresh-
old parameter to decrease, thereby increasing the triggering
frequency. Then it can increase the transmission amount of
control signals at a fixed time interval so that the actuator
can receive more updated control signals to timely adjust the
system state to improve the system control performance and
meet the requirements of CPSs.

2) Due to the large difference of the generation and load
and the intermittently updating of the control signals based
on the ET condition (7), the adjacent control output vary
greatly. This will cause a sharp change in control input to the
actuator. In the practical LFC scheme, the controller output
is generally accompanied by a device with the limitations
of both the amplitude and the rate-of-change. It limits the
excessive change of the controller output to reduce the impact
on the actuator. Like most LFC schemes in [5]-[23], the
relevant nonlinear characteristics, including the limitations of
the controller output and the inherent physical constraint of
generation rate, are not considered in the design of the pro-
posed control scheme, since the LFC itself is a slow regulation
process and considering these nonlinear characteristics in the
controller design is complex. Then, to valid the effectiveness
of the proposed control scheme, these nonlinear constraints are
added in the simulation tests. Moreover, the proposed scheme
shows advantages in coping with performance degradation
caused by these constraints in comparison with the existing
schemes, since it can maintain the requirements of CPS1 and
CPS2 under the action of the CPSO parameter regulation. A
certain degree of performance degradation caused by these
nonlinear constraints will not affect the feasibility of the
proposed scheme.

3)To better or completely overcome the effects of the
nonlinear characteristics, Baiomy et al. [35] presented effective
control methods for linear systems by considering directly the
amplitude- and rate-saturated characteristic in the controller
design. Based on the methods in [35], the proposed scheme
in this paper can be improved by considering directly the
nonlinearities of the controller output and the generation rate
constraint in the controller design, and will be our future

research work. Moreover, some power systems require wind
power generators to participate in the frequency regulation
[36]. How to modify the proposed scheme with the frequency
regulation support provided by the wind power generators is
an interesting research direction.

V. CONCLUSIONS

In this paper, a decentralized CPSO-ET LFC scheme has
been proposed for multi-area power systems under limited
communication bandwidth. The proposed scheme effectively
reduces the usage of communication network bandwidth, while
ensuring that the frequency and tie-line power of power
systems satisfy CPS1 and CPS2 of NERC. In addition, the
use of decentralized control strategy ensures the scalability
of the proposed scheme in large-scale interconnected power
systems. The effectiveness of the proposed scheme has been
validated based on the IEEE 39-bus system simulation test.

APPENDIX A
PROOF FOR THEOREM 1

Choose a Lyapunov-Krasovskii functional as follows

V(zi(t)) = Va(t) + Va(t) (21)

where

t 0 t
Vi(t)=6" Pi&i+ &7 Pyods+ / / &7 (s)Py;(s)dOds
t—Tar —Tpd 40

T t—Tnrr T .
Va(t)=hqy€s” X& + hd(t)/t ” #; (8)Zx;i(s)ds
—<

with hggsy = nar — s(8), g = h+7ar, & = [o 7 (8) @7 (¢t — TM)}T,
& = [«T(s) 2T(s)]", and & = [27(t —7ar) 2T (t — s(1))]". The
matrices P; with ¢ = 1,2,3, X and Z are defined as Theorem 1 without
superscript .

For system (10) with w;(¢t) = 0, any matrix L satisfies the following
zero-equation based on the free-weight-matrix technique:

0=26] L (&::(t) = Aiwi (t) = B Ki Ci (e(ijh) —wi(t —<(8)))  (22)
Based on Newton-Leibnitz formula, one can obtain fttjg(% i(s)ds = z; (t—

Tar) — i (t — ¢(t)). Similarly, any matrix M satisfies the following zero-
equation based on the free-weight-matrix technique,

0=2¢"M (rz‘(t —Tm) — xi(t — (1) — /ti o iﬁz‘(s)ds> (23)

where &4 = [2I'(t), =T (t — <(t)), ¢T ()T and & = [aT(t), 2T (¢t —
s@®), zFt—7m), ¥ (t—71ar), 2T (), e(ijh)T]T. Then, calculating the
derivative of V'(z;(t)) along the trajectory of system (10), one can obtain
t
Vi (t) =267 Pr&y + maa e (8) Pad (t) — &¥ (s)P3ii(s)ds

H[20] o) - 26 3} [zt =]

. t—7nr
Valar() =~ Xeo = [ T )z

+ ha(e) (263 X&s + @] (t — Tag) Zivs(t — Tar))
Next,tuse Jensen inequality to estimate integral items of P3
- / &7 (s)Pyii(s)ds
t—Tn 1 T
<——@i(t) —xi(t — 7)) Pa(ai(t) — @it — 7ar))

.
and add zero—equationé\/{ (22) and (23) and the ET condition (7) into the
derivative. This yields

. h 1 [t—™™ T
Viz:(t) = %57“51 + E/f*dt) {xf(S)} =2 {xf(S)} ds 24
E1 =1 + T + hapo
= +T —hYTM
— wl* i3 l (26)
)

withT' = Sym{TfL(% —A;e1—B;K;C;(es—e2))}; the other parameters
are given in Theorem 1 without superscript ~. It should be noted that Va(¢)
is a looped functional, and Va(t — ¢(¢)) =0 for k =0,1,2,....If E1 <0

t—Tnr

where
(25)



and Ep < 0 hold, V(z;(t)) < 0. System (10) is then asymptotically stable
according to Theorem 1 in [32].

Next, define 2;(t) = e Mx;(t). Since e*®) € [py1, pa], system (10) can
be represented in the followmg polytopic form:

Zuf (AN (t14p; By K Ci(e(ish)~:(t-5(1))) - @D)

i=
where &(1h) = 4(ijh) — #i(th), p1(8) = (p2 — 5®) /(o3 — py) and
p2(t) = (X" = p1)/(p2 — p1). Note that the LMIs Z; <0 and S <0
are affine in the system matrices. Therefore, to guarantee asymptotic stability
of system (27), we have to simultaneously solve LMIs =Z; <0 and Z2 <0 for
the two vertices of system (27) given by p1 B; K;C; and p2 B; K;C;, where
the same decision matrices are applied.

Then, updating the system matrices of LMIs =1 <0 and Z2 <0 with
system (27) in the two vertices of p; B; K;C; and p2 B; K;C;, we can obtain

1y =1 + Ty + hib < 0 28)
T
S e *h_%ZM <0 (29)

with f = 1,2, Ff = Sym{TfL(e57(Arl»)x[)@l7pr¢KiC¢(€6762))}
and the other parameters given in Theorem 1 without superscript”. Based on
the above proof process and the polytopic characteristic, if LMIs Z1 p < 0 and
Za7 < 0 hold, system (27) is asymptotically stable. In this case, following
the exponential stability analysis method for the sampled-data system in [33],
system (10) is exponentially stable.
Fmally define L = LS aS; bS] with tumng parameters a and b, S=5-
= SP3ST O = S0ST.Z = 52587, Py, Py and X; are defined by
pre and post-multiplying both sides of P1,P2 and X, with dzag{S S
and its transpose, respectively; M = dzag{S 5,8,8,8,8}MST; pre-
and post-multiplying (25) by dmg{S $,8,5,5, S} and its transpose, re-
spectively; and pre- and post-multiplying (26) by diag{5, 3, 3, 5,5, S, S}
and its transpose, respectively. To develop the controller gains, we deﬁne
Y = B, K; piST to_transform the non-LMIs form into the LMIs form. One
can obtain Z1 ¢ and Za¢. Then if =17 < 0 and Z3¢ < 0 hold, system (10) is
exponentially stable with an EDR \. Moreover, the gains of the PI controller
can be calculated by K; = Y(S'T)_lc’?(CiCZT)_I. This completes the
proof.
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