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Abstract

The electron thermalization process is significant in nanosecond pulsed discharges
due to the applied voltage pulse’s short duration and rapid rise and fall times. In this
contribution a comparison was made between two approaches to modeling the electron
kinetics of electron thermalization in atmospheric pressure helium plasma with an oxygen
admixture. Modeling based on the direct solution of the local time-dependent electron
Boltzmann equation was compared with modeling based on the commonly used but less
general local mean energy approximation. For modeling based on the local time-dependent
electron Boltzmann equation, a temporary faster decay in the population of electrons in
the high energy tail, and a slower decay in the population of intermediate energy electrons
was observed while the electron swarm cooled from an average energy of above 8 eV,
without an electric field present. During that period, the electron impact reaction rate
coefficients of helium direct ionization and electronic excitation decreased by more than
3 orders of magnitude as compared to the modeling based on the local mean energy
approximation. Global modeling of the evolution of plasma species densities in response
to an electric field typical of atmospheric pressure pulsed discharges was performed with
the two approaches to electron kinetics. Differences in the species densities were observed
between the two approaches, with an 100% increase in the maximum density of electrons
found with the modeling based on the local mean energy approximation.

1 Introduction

Pulsed discharges are interesting from the point of view of fundamental science as, for example,
one may greatly exceed the self-sustaining voltage threshold whilst maintaining stability. They
can operate in multiple discharge modes, including a large volumed diffuse mode where they
efficiently generate reactive species [1]. They also form on or in liquids [2, 3]. Pulsed discharges
are interesting in applied science, where, for example, they are studied in the fields of ignition
and combustion of hydrocarbon fuels [4], and plasma medicine [5]. They are of particular
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interest in applied science as they have been demonstrated to have high stability and be more
energy efficient at generating radicals than discharges based on a sinusoidally varying voltage
[6]. A summary of literature on pulsed discharges may be found in the review papers by
Brandenburg et al, and Wang and Namihira [1, 7].

The electron thermalization time, defined as the time taken for the macroscopic electron
swarm characteristics (e.g. electron impact reaction rate coefficients, average electron energy,
electron mobility, etc) to reach a steady state after an electric field is instantaneously altered,
was observed to be as long as hundreds of nanoseconds in simulations of atmospheric pressure
low temperature xenon plasma [8]. In pulsed discharges, applied voltages may vary by thousands
of volts over a period of nanoseconds [7], and as the variation of the electric field may occur on
time scales shorter than the electron thermalization time, pulsed discharges can consequently
include a population of unthermalized electrons.

In an early review paper by Shizgal et al. [9], four major theoretical approaches to the study
of the thermalization of electrons in gases were identified. These being, (1) the displaced-pseudo
Maxwellian approach, where the electron distribution function is assumed to be Maxwellian and
parameterised by the time dependent electron temperature, yielding a simple equation for the
evolution in time of the average electron energy; (2) Monte Carlo collision simulations, which in
principle may be very accurate but are also computationally costly; (3) the Boltzmann equation
written in the form of a Fokker-Plank equation, and solved as an Eigenvalue problem, allowing
calculations of the electron velocity distribution functions, and some averaged quantities such
as the electron mobility, average electron energy, and thermalization times; and (4) the electron
degradation theory, based on the Spencer-Fano equation, an equation for the balance of the
electron density for a particular energy range. The review reports calculations which utilized
these approaches, to solve for the electron thermalization time in Helium, as well as the evolution
of key swarm parameters. A striking theoretical prediction from the Fokker-Plank approach
was, in gases with a Ramsauer–Townsend minimum, transient negative electron mobility can
occur, a finding that was later verified experimentally [10]. A general description, however,
of the evolution of the electron velocity distribution function, considering inelastic collisions,
and heating of the electrons by the background gas, was not readily computationally available
using these approaches. Modeling of the electron thermalization process by means of the direct
solution of the time-dependent electron Boltzmann equation, using the now well known two-
term approximation, was later demonstrated to be both sufficiently general and computationally
inexpensive [11]. Solutions found using helium electron impact cross sections were first reported
by Bronic and Kimura [12]. Modeling was performed of the evolution of electron swarms, from
various Gaussian initial electron energy distribution functions (EEDF), cooling where no electric
field was present. The thermalization time was found to be 80 ns, and scaled proportionally
with the density of the background gas. No specific structures on the EEDF were identified
for the unthermalized electrons. Modeling of the electron thermalization process by means
of solution of the multi-term time-dependent electron Boltzmann equation were also reported
using helium cross sections around the same time, and compared to the two-term treatment
[13]. Large differences in the reaction rate coefficients were observed while electron swarms
were cooling through high average energies (> 15 eV). Trunec et al. reported the effect of
electron-electron collisions on electron swarm thermalization using the time-dependent electron
Boltzmann equation with the two-term approximation with Helium cross sections [14]. As
the discharge ionization degree was increased, the cooling swarm’s EEDF became increasingly
Maxwellian in shape, and shorter thermalization times were found. Modeling of the electron
thermalization process by means of the solution to the multi-term time-dependent electron
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Boltzmann equation was recently published by Boyle et al. [8]. In the report, the electron
thermalization process in xenon was described for electrons heated by a large range of electric
fields, and for the cooling of the electron swarms as the field was removed. The thermalization
time in the heating phase was found to depend on the applied field strength.

The thermalization of electron swarms in pulsed discharges is regularly modelled using
the local mean energy approximation (LMEA) (e.g. as in [15–20]). This assumes macroscopic
electron swarm characteristics vary only with the local average electron energy. Where the local
average electron energy is usually determined by solving an equation for the electron energy
density flux, with rate and transport coefficients determined with the solution of the local
steady state Boltzmann equation [21]. The time-dependent term in the Boltzmann equation is
a priori excluded from this approach, leaving only the EEDF found at steady state considered.

In this work the thermalization of electron swarms were modelled responding to instanta-
neously altered electric fields (to be consistent with other work on the theory of electron ther-
malization; e.g. [8]), in atmospheric pressure helium plasma with an oxygen admixture. The
electron kinetics were determined by means of the direct solution of the local time-dependent
electron Boltzmann equation with the two term approximation (TDEBE), and by means of the
LMEA. Macroscopic electron swarm characteristics were generated, and used to compare the
two approaches to electron kinetics. Transient structures on unthermalized EEDF were iden-
tified and analyzed. Global modeling of the evolution of plasma species densities in response
to a time varying electric field typical of atmospheric pressure pulsed discharges experiments,
was performed with the two approaches to electron kinetics. The species densities were ana-
lyzed, and the validity of the commonly used LMEA approach to modeling such discharges was
investigated.

The outline of this paper is as follows. In Sec. 2 the model used and numerical implemen-
tation are described. In Sec. 3 the results of the modeling are described and discussed. The
findings are summarised and conclusions are drawn in Sec. 4.

2 Model and numerics

2.1 Numerical model

The equations used in this work were derived from the electron Boltzmann equation, using the
two-term approximation, as described by Raizer [22]. A term was included for the heating of
the electrons by the background gas (the dominant form of heating at very low electric fields).
The inelastic collisions were written in the form described by Hagelaar and Pitchford [21], and
converted into velocity space. The resultant equation one finds solves for the electron velocity
distribution function:
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Qex = −
∑
ex

xk[Vex(ε)f0(ε)−
v(ε+ Eex)

v
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Qat = −
∑
at

xk[Vat(ε)f0(ε)] (4)

and Qinel = Qion + Qex + Qat; Vr = xkNvσr(ε); and the subscript r denotes each reaction, of
type m for momentum transfer, type i for ionization, ex of excitation, and at for attachment
reactions; e is the elementary charge; E is the electric field; xk is the mole fraction of target
particle k; f0 is the isotropic part of the electron velocity distribution function; v is the electron
velocity; σ is the electron impact cross section; ε is the electron energy; kb is the Boltzmann
constant; me is the mass of an electron; Mk is the mass of target particles and T is their
temperature; δ is the Kronecker delta function; Ei and Eex are, respectively, the ionization and
excitation potentials for each excitation and ionization reaction. SI units are used except in
the case of electron energies which are in electron volts.

It is assumed by eqs.(1)-(4) that the primary electron takes all of the energy after an
ionizing collision. This assumption was justified as the alternate limiting case, where the
energy of the primary and secondary electrons is shared evenly after an ionizing collision, was
also implemented, and no significant differences were found between the two approaches as
electron swarms cooled from energies above 10 eV (the thermalization process of most interest
in this article).

The assumptions used in the derivation become invalid in the following discharge conditions
[22]: (1) When the electric field is very strong. If a collision causes an electron to lose a
considerable fraction of its energy, the electron motion becomes directed mostly along the axis
of the electric field, and so far from being isotropic, invalidating the two term approximation.
This can happen when an electron gains more energy than is needed for the excitation or
ionization of the background gas in one mean free path: eEl > I. Where l is the electron
mean free path and I is the energy threshold for ionization. (2) When the field frequency is
very high. The derivation assumed the electric field is almost constant over the period of time
in which several electron-neutral collisions occur. This is the so-called “DC” condition, where
RF heating is not considered, which, in cases where elastic collisions dominate and inelastic
collisions are negligible, holds for angular electric field frequencies with ω << 2me

Mk
νm. Where

νm is the electron collisional frequency; ω is the angular field frequency. In an atmospheric
pressure Helium plasma this is the case below around 25 Mhz. (3) When the field varies
over short distance. The derivation assumes that the electric field does not vary much over
the distance of the electron energy spectrum relaxation length, which, in cases where elastic
collisions dominate and inelastic collisions are negligible is: Λu = vDτu ≈ vD

Mk

2meνm
. Where

vD is the electron drift velocity and τu is the electron energy spectrum relaxation time. In
atmospheric pressure helium plasma, under a 100 Td strength reduced electric field, Λu ≈ 0.5
mm. (4) When the ionization degree is high. The derivation did not take into account electrons
colliding with other electrons. This is the case for high ionization degrees, ne

N
> 1× 10−4. The

authors note that each of these assumptions are questionable for certain discharge conditions,
but that it was outside of the scope of the presented modeling work to investigate what the
physical consequences of these would be.

The macroscopic electron swarm characteristics were calculated using the definitions de-
scribed by Hagelaar and Pitchford in [21], and are as follows. The electron mobility multiplied
by the background gas density was calculated as:
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where γ is the constant coefficient,
√

2e
me ; and Q is the effective total momentum-transfer cross

section.
The definition of the thermalization time used in this work is the time taken to reach

within 10% of the steady state value of the average electron energy, when being heated by an
instantaneously applied electric field, or when cooling after a field is instantaneously removed.
This definition is used in order to be consistent with earlier work on the thermalization of
electron swarms in Helium [12, 14].

2.2 Model validation

The numerical model, Eqs.(1)-(4), was solved using the commercial finite element analysis soft-
ware COMSOL Multi-physics. The implementation was validated by comparing its stationary
solutions to those generated by the Boltzmann equation solver ’Bolsig+’ [21].

The temporal evolution computed from Eqs.(1)-(4) was validated by comparing results
with, the computationally expensive, Monte Carlo Collision (MCC) simulations. The MCC
simulations were implemented following the formulation by Ristivojevic and Petrovic [23]. A
swarm of electrons thermalized under an applied field of a strength of 50 Td were released in
atmospheric pressure helium with no electric field present. Newton’s second law was solved for
every particle while time was advanced in time-steps of size 3×10−12 s. As electrons approached
helium atoms, the MCC code simulated a reaction type based on the incident electron’s energy.
The evolution in time of the electron swarm’s average energy was calculated.

The same set of reactions and cross sections, those from the Phelps database [24], were used
in the simulations performed with Bolsig+, Eqs.(1)-(4), and the MCC simulations. Figure 1
shows a comparison of the average electron energy computed by each simulation approach.
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Figure 1. Evolution in time of the average electron energy of an electron swarm cooling in atmo-
spheric pressure Helium, without an electric field present. Calculated using: time-dependent electron
Boltzmann equation solver (solid line), Monte Carlo Collision simulation (dashed line). Bolsig+, so-
lutions for 50 Td, and 0 Td, plotted in time near the initial and final conditions, respectively, of the
modeling with the time-dependent Boltzmann equation (crosses).

The EEDF generated with BOLSIG+ exactly matched those generated in steady state
conditions with Eqs.(1)-(4). Good agreement was found between the MCC simulation results
and the results generated from the modeling based on the solution of the TDEBE, as seen in
Figure 1. The trend was of better agreement with smaller time steps in the MCC simulations,
which were gradually reduced down to 3 × 10−12 s, progressively leading to longer simulation
times (of more than one week). This, at least in part, being a consequence of a momentum-
transfer collision frequency of less than 1× 1012 Hz at high energies.

2.3 Electron impact reaction kinetics and the global model

The kinetic scheme for the transfer of electron energy by electron impact reactions is described
in Table 1, for atmospheric pressure helium with a 0.1% oxygen admixture. With oxygen
included only as an admixture, the vibrational excitation of O2 does not significantly effect the
EEDF, and so for the sake of simplicity was not included in this work.

Reaction
number

Reaction Energy
exchange

Ref.

R1 e + He→ He + e calculated [24],[25]
R2 e + He→ He∗ + e 19.8 eV [24],[25]
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R3 e + He→ 2e + He+ 24.58 eV [24],[25]
R4 e + O2 → e + O2 calculated [24],[25]
R5 e + O2 → 2e + O+

2 12.06 eV [24],[25]
R6 e + O2 → e + 2O 6.1 eV [24],[25]
R7 e + O2 → e + O + O(1D) 8.04 eV [24],[25]
R8 e + O2 → O + O− 6.26 eV [24],[25]
R9 e + O2 → e + O2(a

1∆) 0.98 eV [24],[25]

Table 1. Kinetic scheme for electron energy transfer by electron impact in atmospheric pressure
He-O2 plasma.

Calculations of the electron swarm parameters were made with the EEDF generated from
Eqs.(1)-(4).

Results obtained using the LMEA approach adopted Eq.(5) for calculating the average
electron energy, for given electric fields [26]. As in the derivation of Eqs.(1)-(4), the density of
electrons was assumed to be constant in space and time, allowing one to solve for the electron
swarm energy without coupling the problem to the plasma species densities:

dε

dt
= eµeE

2 − 3
me

Mk

νen(Te − Tg)− rjnk∆Hj; (5)

where ε is the average electron energy, µe is the electron mobility, νen is the electron-neutral
momentum transfer frequency, rj is the reaction rate coefficient for each direct electron impact
reaction j, ∆Hj is the corresponding collisional energy loss. The electron swarm parameters,
including those in Eq.(5), were calculated using the stationary form of Eqs.(1)-(4), solved for a
given average electron energy simultaneously with Eq.(5).

The electron swarm parameters obtained by the aforementioned methods were, in turn,
incorporated into a regular global model. The global model comprised of a set of species
continuity equations, with source terms added describing the recombination of charged species
at the vessel walls:

dni
dt

= Ri −
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ni; (6)
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kTe
me

ne; (7)
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dt

= Rex,r; (8)

dnig
dt

= Rig +
A

V

√
kTe
Mig

nig (9)

where R is the reaction rate, n is the species density, A is the discharge vessel wall area and
V is the discharge vessel volume. The subscripts ex, r, and n refer to each excited, radical,
and neutral species, respectively; g refers to the ground state of a corresponding ion species.
The terms in Eqs.(6)-(9) describing the losses of charged species to the vessel walls have the
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temperature of electrons set to 1 eV, in order to allow a greater focus on the variations of the
discharge species reaction kinetics. The vessel modelled was cylindrical with a radius of 50 cm
and a height of 50 cm. The vessel was large so that reactions in the bulk were mostly unaffected
by losses of to the walls.

The plasma reaction scheme used is described in [27], with the reactions involving nitrogen
and hydrogen excluded. For the sake of simplicity, the excited oxygen species were essentially
instantly converted to their ground states. The details are presented in the appendix.

3 Results and discussion

The thermalization times of electron swarms, in helium plasma under atmospheric pressure,
with a 0.1% admixture of oxygen, are plotted in Figure 2. For the heating phase of the
electron swarm, the initial condition of the steady state solution to Eqs.(1)-(4), where there is
no electric field, was used. An electric field, whose strength is on the y-axis of the figure, was
instantaneously applied and the simulations were run until a new steady state was reached.
For the cooling phase, the initial condition was the steady state solution for a constant electric
field whose strength is stated on the y-axis. The electric field was instantaneously removed,
and the evolution in time was modelled until another steady state was reached.

The thermalization times for the cooling phase matches other work on helium, of around
80 ns [12]. No dependence on the initial EEDF was observed for the thermalization times in
the cooling phase. The thermalization times in the heating phase show a notable dependence
on the applied electric field strength, as in work on xenon [8].

The thermalization times in the heating and cooling phases are noticeably different. This
difference was principally attributed to the different kinetic processes undergone while the
electron swarms approached their steady states. In the cooling phase, electrons increasingly
lose less energy through collisions with the background gas as their average energy falls. The
electrons approach thermal equilibrium with the background gas through elastic collisions. In
the heating phase, where the electron swarm is heated by the electric field, the steady state
is approached at high average electron energies. At high average electron energies, electrons
experience inelastic collisions, which are very effective energy loss channels. For example, an
electron loses 24.58 eV in a single ionizing collision with Helium, while it would take hundreds
of elastic collisions for the electron to lose the same amount of energy. The increased energy
lost at high average electron energies to inelastic collisions reduces the number of collisions
required before a steady state is reached, resulting in faster thermalization times in the heating
phase as compared to the cooling phase.

The same thermalization times were found when performing modeling using the LMEA
(Eq.(5)), and by direct solution of the TDEBE (Eqs.(1)-(4)).

When the electric field varies on time scales less than the thermalization time, e.g. for an
electric field reducing faster than 50 Td per 80 ns, an account of the electron thermalization
process should be made (and so the local field approximation should be avoided).

8



Figure 2. Field dependence of thermalization times of electrons in atmospheric pressure helium
with 0.1% oxygen admixture. Solid red line: heating thermalization times; initial conditions of ther-
malized electrons in no field, with instantaneously applied electric field with strength shown on y-axis.
Dashed blue line: cooling thermalization times; initial conditions of thermalized electrons in electric
field of strength shown on y-axis, when field instantaneously removed. T = 300 K.

The evolution in time of the average electron energy of an electron swarm, cooling without
an electric field present, from the steady state caused by an electric field of strength 100
Td, is plotted in Figure 3 a). The modeling was performed using the LMEA, and also by
direct solution of the TDEBE. Between 50 picoseconds and 500 picoseconds, an increase in
the average electron energy, of more than 1.5 eV, was found when modeling using the more
physically accurate TDEBE, as compared to the LMEA. The increase was seen, during the
same period of time, and of around 1.5 eV in difference, when cooling from higher energies.
The origins of this hump are discussed later in this section.

Only very small differences in the average electron energy were observed when comparing
the two approaches in the heating phase, or when cooling from energies of 4 eV and below, as
seen in Figure 3 b).
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Figure 3. The time evolution of the average electron energy for an electron swarm a) cooling
under no electric field, from the steady state caused by an 100 Td strength electric field, and b)
heated to and cooling from the steady states caused by a 25 Td, 100 Td, and a 200 Td strength
electric field. Solid line: time-dependent electron Boltzmann equation. Dashed line: using local mean
energy approximation. T = 300 K.
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The evolution in time of the EEDF, under the conditions used to obtain Figure 3, are plotted
in Figure 4. Notable differences in the structure of the EEDF were observed between the two
approaches. For each time plotted, modeling using the TDEBE gave a reduced high energy tail.
As can be seen in Figure 4, a ledge formed in energy space, with a swell on its low energy side,
as compared to the modeling using the LMEA. In other words, the TDEBE model predicted a
temporary faster decay in the population of hot electrons, and a slower decay in the population
of warm electrons as compared with modeling based on the LMEA. The transient structures
in energy space were attributed to electronic excitation of helium causing the scattering out of
electrons from the high energy end of the distribution function, into lower energy space, which
is further discussed later. The steep ledge in energy space was formed at around 20 eV, from 0.1
ns. As time progressed, the ledge became less steep and moved down in energy space. During
the period plotted, fewer electrons had between 0.1 and 1.5 eV in the unthermalized EEDF.

Figure 4. The EEDF used when modeling electron swarms cooling under no electric field, from the
steady state caused by a 100 Td strength electric field. Solid line: time-dependent electron Boltzmann
equation. Dashed line: using local mean energy approximation.

The evolution in time of the average energy lost per electron, to a given electron impact
reaction, under the conditions used to obtain Figure 3, are plotted in Figure 5. Initially, and
up to 0.2 ns, the dominant channel for electron energy loss was via the electronic excitation
of helium. This loss was greater in the modeling using the LMEA. This being related to the
higher numbers of electrons in the high energy tail of the thermalized EEDF, seen in Figure 4.
When the transient structures on the unthermalized EEDF were taken into account, a reduced
number of high energy electrons were present, which led to fewer inelastic collisions, and so
correspondingly fewer energy losses, and a higher average electron energy, as seen in Figure 3.
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Electron energy lost via collisions with the O2 admixture are not large enough to cause the
differences observed between the EEDF computed via the LMEA and the TDEBE seen Figure
4.

Figure 5. The evolution in time of the average energy lost per electron, for electron swarms cooling
under no electric field, from the steady state caused by a 100 Td strength electric field. Solid line:
time-dependent electron Boltzmann equation. Dashed line: local mean energy approximation.

The evolution in time of the electron impact reaction rate coefficients for electronic excitation
and ionization of helium, and dissociation of O2, under the conditions used to obtain Figure 3,
are plotted in Figure 6. Between 0.2 and 2 nanoseconds, more than 3 orders of magnitude of
difference was seen in the ionization and excitation rate coefficients, as a results of the reduced
high energy tail in the unthermalized EEDF. During this time, an increase in the rate coefficient
of dissociation of O2 by direct electron impact was also observed, associated with the higher
average electron energy in the unthermalized EEDF.
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Figure 6. Rate coefficients for electron swarms cooling under no electric field, from the steady state
caused by a 100 Td strength electric field. Solid line: time-dependent electron Boltzmann equation.
Dashed line: local mean energy approximation.

Global modeling results of the evolution of plasma species densities in response to a pulse of
electric field are plotted in Figure 7a, 7b, and 7c. Unlike in the earlier results described in this
section, where changes in the electric field occurred instantaneously, here the variation of the
electric field occurred as a pulse, a gradual function of time, as plotted in Figure 7a. The pulse
lasted for 10 ns and had rise and fall times of 20 Td per ns. The pulse was similar to the one
calculated by Popov [28], which was based on experimental data of pulsed discharges [29, 30].
The gas temperature was set to 350 K to take into account gas heating by the discharge [6].

The evolution of the number density of atomic oxygen was examined when electron kinetic
parameters were determined with the LMEA approach, and by direct solution of the TDEBE.
For the heating phase, and while the electric field is at its peak, the species densities were
essentially the same between the two approaches. During the cooling phase, differences between
the approaches began to form. After the pulse, the LMEA approach yielded a greater number
density of atomic oxygen, and also at times a reduced number density of atomic oxygen as
compared with the approach based on the TDEBE. The maximum difference being of around
20%. The differences demonstrated the complex interaction between plasma species densities,
and the reaction rate coefficients generated by the different EEDF approaches.

In Figure 7b the evolution in time of the number density of electrons, computed with the
two modeling approaches, are plotted. Similar to the case of atomic oxygen, in the heating
phase and while the electric field was at its peak, the species densities were essentially the same
for the two modeling approaches. After the cooling phase, the peak electron density was found
to be 100% higher with the LMEA approach.

In Figure 7c the evolution in time of the density of positive ions are plotted. The two ap-
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proaches to electron kinetics produced similar effects in the heating phase, as with the electrons
plotted in Figure 7 a and b. For atomic helium ions the difference is observed after the heating
phase, with the species density being higher with the local mean energy approximation. For
some periods of time (e.g at 0.1 µs), there is more than an order of magnitude of difference
in the number density of atomic helium ions between the two approaches. After the pulse the
dominant ions are dioxygen ions.

Figures 7 a, b, and c show charged and radical species densities increasing after the pulse
of electric field, as the electron mean energy is low. This is because dissociation and ionization
reactions also occurred after the pulse of the electric field, fuelled by species generated during
the pulse.
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Figure 7. Global modeling of the evolution of plasma species densities in response to a pulse of
electric field. a) Evolution of atomic oxygen density b) evolution of electron density c) evolution of
atomic helium ion density. T=350 K.
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In Figure 8 a and b the evolution in time of the three largest reaction rates are plotted for
atomic oxygen production, and electron production, respectively. The conditions used were the
same as were used to obtain Figure 7.

The dominant channel of atomic oxygen production during the pulse of electric field was
dissociative ionization by electron impact with dioxygen. The rate was higher in the case of the
TDBE approach due to the higher electron temperature during the cooling phase of the pulse.
Later on, when the dominant channel of atomic production was dissociative recombination of
dioxygen ions, the reduced electron density with the TDBE approach resulted in a lower rate
compared with the LMEA approach. Then, when dissociative charge exchange from atomic
helium ions to dioxygen was dominant, the TDBE approach resulted in a higher rate.

In the case of electron production, the largest reaction rate for the LMEA approach was of
step-wise ionization of atomic helium. Modelling using the TDBE approach had dramatically
less step-wise ionization, due to fewer electronically excited helium atoms produced during the
cooling phase of the pulse.
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Figure 8. Evolution of the three largest reaction rates in response to a pulse of electric field for a)
atomic oxygen production, and b) electron production. Solid line: time-dependent electron Boltzmann
equation. Dashed line: local mean energy approximation. T=350 K.

4 Conclusions

Electron swarms were modelled being heated by a wide range of electric fields, and cooling from
those heated states when no electric field was present, in atmospheric pressure helium plasma
with an oxygen admixture. Modeling was performed by means of the solution of the local
TDEBE, as well as by the LMEA. In the heating phase, and when cooling from average energies
below 4 eV, little difference was observed between the two approaches. When cooling from above
an average electron energy of 8 eV, transient structures on the EEDF were identified in the
approach based on the solution to the TDEBE. A steep ledge in energy space, corresponding
with a decreased number of high energy electrons, and swell before the ledge, corresponding with
an increased number of middle energy electrons, between 0.1 and 3 ns, was found. The transient
EEDF structures resulted in an increase in the average electron energy, and also large differences
in electron impact reaction rate coefficients. Global modeling was performed to determine the
effect of these transient EEDF structures on the evolution of plasma species densities under a
pulse of electric field typical of pulsed discharges. For the heating phase of the pulse, and while
the electric field was at its peak, the plasma species densities were essentially the same between
the two approaches. During the cooling phase and in the afterglow, differences were observed
in the species densities, with, for example, an around 100% increase in the maximum density
of the electrons found with the modeling based on the LMEA.

The modeling indicates that for the rapid variations of the local electric field found in atmo-
spheric pressure He-O2 nanosecond pulsed discharges, simulations based on the local mean en-
ergy approximation, as compared to those based on, the more computationally demanding but
more physically realistic, approach of the direct solution of the local two-term time-dependent
electron Boltzmann equation, are not accurate while electrons are cooling after a short pulse
of voltage.
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5 Appendix

The plasma reaction kinetic scheme was sourced from [27], where reactions involving nitrogen
and hydrogen were excluded. The excited oxygen species were treated as their corresponding
ground state.

Reaction

Num-

ber

Reaction formula Reaction coefficient Energy

cost (eV)

Ref.

R1 e + He→ e + He calculated [24, 27]

R2 e + He→ e + He∗ calculated 19.8 [24, 27]

R3 e + He∗ → e + He 1.7633× 10−16ε0.31avg -19.8 [27]

R4 e + He→ 2e + He+ calculated 24.58 [24, 27]

R5 e + He∗ → 2e + He+ 1× 10−13ε0.6avg exp(−7.175/εavg) 4.78 [27]

R6 e + O2 → e + O2 calculated [24, 27]

R7 e + O2 → e + O + O(1D) calculated 8.401 [24, 25]

R8 e + O2 → e + O2(a1∆) calculated 0.98 [24, 25]

R9 e + O2 → 2e + O+
2 calculated 12.06 [24, 27]

R10 e + He∗2 → 2e + He+2 7.28× 10−16ε0.71avg exp(−5.1/εavg) 3.4 [27]

R11 e + He+2 → He + He∗ 6.1382× 10−15ε−0.5
avg [27]

R12 2e + He+ → e + He 7× 10−32T−4.5
eg [27]

R13 2e + He+2 → e + 2He 7× 10−32T−4.5
eg [27]

R14 e + He + He+2 → 3He 2× 10−39T−2.5
eg [27]

R15 e + He+ → He 2× 10−18 [27]

R16 e + He+2 → 2He 1× 10−14 [27]

R17 e + O+
2 → 2O 7.762× 10−15ε−1

avg -6.91 [27]

R18 e + He + He+ → He + He∗ 1× 10−39 [27]

R19 e + He + He+2 → 2He + He∗ 5× 10−39/Teg [27]

R20 e + He + He+2 → He + He∗2 1.5× 10−39 [27]

R21 2e + He+ → e + He∗ 6× 10−32T−4
eg [27]

R22 2e + He+2 → He + He∗ + e 1× 10−32T−4
eg [27]

R23 2e + He+2 → He∗2 + e 3× 10−32T−4
eg [27]

R24 e + He+ → He∗ 6.76× 10−19Te−0.5 [27]

R25 e + He+2 → He + He∗ 8.9× 10−15T−1.5
eg [27]

R26 e + O2 → O−
2 calculated [24, 27]

R27 2e + O+
2 → e + O2 7× 10−32T−4.5

eg [27]

R28 e + O2 + O+
2 → 2O2 2.49× 10−41T−1.5

eg [27]

R29 e + O3 → O + O−
2 5.87× 10−15T−1.5

e exp(−1.59/Te) [27]

R30 e + O3 → O2 + O− 2.12×
10−15T−1.06

e exp(−0.93/Te)

[27]

R31 e + O− → O + 2e 5.47×10−14T 0.324
e exp(−2.98/Te) 2.98 [27]

R32 e + O2 → 2O + e calculated 6.1 [27]

R33 e + O2 → O + O− 1.07×
10−15T−1.39

e exp(−6.26/Te)

6.26 [27]

R34 e + He + O→ He + O− 1× 10−43 [27]

R35 e + He + O2 → He + O−
2 3.6× 10−43T−0.5

e [27]

R36 e + He + O3 → He + O−
3 1× 10−43 [27]
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R37 e + O + O2 → O + O−
2 1× 10−43 [27]

R38 e + O + O2 → O2 + O− 1× 10−43 [27]

R39 e + 2O2 → O2 + O−
2 3.6× 10−43T−0.5

e [27]

R40 e + O2 + O3 → O2 + O−
3 1× 10−43 [27]

R41 e + O+ → O 4× 10−18 [27]

R42 e + O+
2 → O2 4× 10−18 [27]

R43 2e + O+ → O + e 7× 10−32T−4.5
eg [27]

R44 e + He + O+ → He + O 6× 10−39T−2.5
eg [27]

R45 e + O2 + O+ → O2 + O 6× 10−39T−2.5
eg [27]

R46 e + O→ 2e + O+ 9× 10−14Te0.7exp(−13.6/Te) 13.6 [27]

R47 e + O2 → 2e + O + O+ 5.4× 10−16Te0.5exp(−17/Te) 17 [27]

R48 e + O2 → O− + e + O+ 7.1× 10−17Te0.5exp(−17/Te) 17 [27]

R49 He∗ + 2He→ He∗2 + He 1.3× 10−45 [27]

R50 2He + He+ → He + He+2 1× 10−43 [27]

R51 2He∗ → He + e + He+ 2.7× 10−16 [27]

R52 O2 + He+ → He + O+
2 3.3× 10−17T 0.5

g [27]

R53 He∗ + He+2 → 2He + He+ 1× 10−16 [27]

R54 O2 + He+2 → 2He + O+
2 1× 10−15T 0.5

g [27]

R55 2O2 → 2O + O2 6.6×10−15T−1.5
0 exp(−59000/Tg) [27]

R56 He∗ + He + O2 → 2He + e + O+
2 1.6× 10−43 [27]

R57 He∗ + O2 → He + e + O+
2 2.6× 10−16 [27]

R58 2O→ O2 9.26× 10−40T−1
0 [27]

R59 3O→ O2 + O 9.21× 10−46T−0.63
0 [27]

R60 2O + O2 → 2O2 2.56× 10−46T−0.63
0 [27]

R61 O−
2 + He+ → O2 + He 2× 10−13T−1

0 [27]

R62 O−
2 + He+2 → 2He + O2 1× 10−13 [27]

R63 O−
2 + O+

2 → 2O + O2 1× 10−13 [27]

R64 O−
2 + O+

2 → 2O2 4.2× 10−13T−0.5
0 [27]

R65 O−
2 + He + He+2 → 3He + O2 2× 10−37T−2.5

0 [27]

R66 O−
2 + O2 + He+2 → 2He + 2O2 2× 10−37T−2.5

0 [27]

R67 He + O−
2 → He + O2 + e 3.9× 10−16exp(−7400/Tg) [27]

R68 He∗ + O−
2 → He + O2 + e 3× 10−16 [27]

R69 He∗2 + O−
2 → 2He + O2 + e 3× 10−16 [27]

R70 O2 + O−
2 → 2O2 + e 2.7× 10−16T 0.5

0 exp(−5590/Tg) [27]

R71 2He∗ → e + He+2 1.05× 10−15 [27]

R72 He∗2 + He∗ → 2He + e + He+ 5× 10−16 [27]

R73 He∗2 + He∗ → He + e + He+2 2× 10−15 [27]

R74 2He∗2 → 3He + e + He+ 3× 10−16 [27]

R75 2He∗2 → 2He + e + He+2 1.2× 10−15 [27]

R76 2He + He∗ → He + He∗2 1.5× 10−46 [27]

R77 2O + He→ O2 + He 1× 10−45 [27]

R78 O2 −+He + O+
2 → He + 2O2 2× 10−37T−2.5

0 [27]

R79 O2 −+O2 + O+
2 → 3O2 2× 10−37T−2.5

0 [27]

R80 He∗2 + O2 → 2He + e + O+
2 3.6× 10−16 [27]

R81 O− + He + O+
2 → O + O2 + He 2× 10−37T−2.5

0 [27]

R82 O− + O2 + O+
2 → O + 2O2 2× 10−37T−2.5

0 [27]

R83 O− + O2 + O+
2 → O2 + O3 2× 10−37T−2.5

0 [27]
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R84 2O3 → O + O2 + O3 1.6× 10−15exp(−11400/Tg) [27]

R85 O3 + O2 → O + 2O2 1.6× 10−15exp(−11400/Tg) [27]

R86 O3 + O→ 2O + O2 9.4× 10−17exp(−11400/Tg) [27]

R87 O3 + O→ 2O2 8× 10−18exp(−2060/Tg) [27]

R88 2O + O2 → O3 + O 3.4× 10−46T−1.2
0 [27]

R89 O + 2O2 → O3 + O2 6× 10−46T−2.8
0 [27]

R70 O + O2 + O3 → 2O3 2.3× 10−47exp(−1057/Tg) [27]

R71 O + O2 + He→ He + O3 3.4× 10−46T−1.2
0 [27]

R72 O− + O+
2 → 3O 1× 10−13 [27]

R73 O− + O+
2 → O + O2 1× 10−13T−0.5

0 [27]

R74 O− + He+ → O + He 2× 10−13T−1
0 [27]

R75 O− + He+2 → O + 2He 1× 10−13 [27]

R76 O− + He + He+ → 2He + O 2× 10−37T−2.5
0 [27]

R77 O− + O2 + He+ → He + O + O2 2× 10−37T−2.5
0 [27]

R78 O− + He + He+2 → 3He + O 2× 10−37T−2.5
0 [27]

R79 O− + O2 + He+2 → 2He + O + O2 2× 10−37T−2.5
0 [27]

R80 O− + He→ He + O + e 2.5× 10−24T 0.6
0 [27]

R81 O− + He∗ → He + O + e 3× 10−16 [27]

R82 O− + He∗2 → 2He + O + e 3× 10−16 [27]

R83 O− + O→ O2 + e 2× 10−16T 0.5
0 [27]

R84 O− + O2 → O + O−
2 1.5× 10−18 [27]

R85 O− + O2 → O3 + e 5× 10−21T 0.5
0 [27]

R86 O− + O3 → 2O2 + e 3.01× 10−16T 0.5
0 [27]

R87 O− + H→ OH + e 5× 10−16 [27]

R88 O−
2 + O→ O2 + O− 1.5× 10−16T 0.5

0 [27]

R89 O−
2 + O→ O3 + e 1.5× 10−16T 0.5

0 [27]

R90 He + O3 → He + O + O2 1.56× 10−15exp(−11400/Tg) [27]

R91 He∗ + O3 → He + O + e + O+
2 2.6× 10−16 [27]

R92 He∗2 + O3 → 2He + O + e + O+
2 3.6× 10−16 [27]

R93 O− + O3 → O + O−
3 1.99× 10−16T 0.5

0 [27]

R94 O−
2 + O2 → O + O−

3 3.5× 10−21 [27]

R95 O−
2 + O3 → O2 + O−

3 6× 10−16T 0.5
0 [27]

R96 O−
3 + He→ He + O + O2 + e 3× 10−16 [27]

R97 O−
3 + He∗ → He + O3 + e 3× 10−16 [27]

R98 O−
3 + He∗2 → 2He + O + O2 + e 3× 10−16 [27]

R99 O−
3 + O→ 2O2 + e 1× 10−17 [27]

R100 O−
3 + O→ O2 + O−

2 2.5× 10−16T 0.5
0 [27]

R101 O−
3 + O+

2 → 2O + O3 1× 10−13 [27]

R102 O−
3 + O+

2 → O2 + O3 2× 10−13T−1
0 [27]

R103 O−
3 + He + He+2 → 3He + O3 2× 10−37T−2.5

0 [27]

R104 O−
3 + O2 + He+2 → 2He + O3 + O2 2× 10−37T−2.5

0 [27]

R105 O−
3 + O3 → 3O2 + e 1× 10−16 [27]

R106 O− + 2O2 → O2 + O−
3 1.1× 10−42T−1

0 [27]

R107 O− + He + O2 → He + O−
3 1× 10−42T−1

0 [27]

R108 O + He+ → He + O+ 5× 10−17T 0.5
0 [27]

R109 O2 + He+ → He + O + O+ 1.07× 10−15T 0.5
0 [27]

R110 O3 + He+ → He + O2 + O+ 1.07× 10−15T 0.5
0 [27]
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R111 O + He+2 → 2He + O+ 1× 10−15T 0.5
0 [27]

R112 O2 + He+2 → 2He + O + O+ 1.05× 10−15 [27]

R113 O3 + He+2 → 2He + O2 + O+ 1× 10−15T 0.5
0 [27]

R114 O2 + O+→ O + O2+ 2× 10−17T−0.4
0 [27]

R115 O3 + O+→ O2 + O+
2 1× 10−16 [27]

R116 He∗ + O2+→ O + He + O+ 1× 10−26 [27]

R117 He∗2 + O2+→ O + 2He + O+ 1× 10−16 [27]

R118 He∗2 + He→ 3He 4.9× 10−22 [27]

R119 He∗ + O→ He + e + O+ 2.6× 10−16 [27]

R120 O + He + O+ → He + O+
2 1× 10−41T 0.5

0 [27]

R121 O + O2 + O+ → O2 + O+
2 1× 10−41T 0.5

0 [27]

R122 He + He∗ + O→ 2He + e + O+ 1× 10−43 [27]

R123 He + He∗ + O3 → 2He + O + e + O+
2 1.6× 10−43 [27]

R124 He + O + H→ He + OH 3.2× 10−45T−1
0 [27]

R125 O− + O+ → 2O 2.7× 10−13T−0.5
0 [27]

R126 O−
2 + O+ → O + O2 2× 10−13T−1

0 [27]

R127 O−
3 + O+ → O + O3 2× 10−13T−1

0 [27]

R128 O− + He + O+ → He + 2O 2× 10−37T−2.5
0 [27]

R129 O− + O2 + O+ → O2 + 2O 2× 10−37T−2.5
0 [27]

R130 O− + O2 + O+ → 2O2 2× 10−37T−2.5
0 [27]

R131 O−
2 + He + O+ → He + O + O2 2× 10−37T−2.5

0 [27]

R132 O−
2 + O2 + O+ → 2O2 + O 2× 10−37T−2.5

0 [27]

R133 O−
2 + O2 + O+ → O2 + O3 2× 10−37T−2.5

0 [27]

R134 O−
3 + He + O+ → He + O + O2 2× 10−37T−2.5

0 [27]

R135 O−
3 + O2 + O+ → O3 + O + O2 2× 10−37T−2.5

0 [27]

R136 O−
3 + He + O+

2 → O3 + He + O2 2× 10−37T−2.5
0 [27]

R137 O−
3 + O2 + O+

2 → O3 + 2O2 2× 10−37T−2.5
0 [27]

All rate coefficients have units of m3s−1 for two body reactions and m6s−1for three body
reactions. εave is the average electron energy in eV; Te is the electron temperature in eV; Teg
is the normalized electron temperature to gas temperature, Teg =Te /Tg; T0 is the normalized
gas temperature to 300 K, T0 = (T [k])/(300[K]).
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