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Abstract 

Photocatalytic Materials for the Reduction of CO2 to Fuels 

Verity Piercy 

The production of solar fuels has become a topic of great interest in recent years. The focus 

of this work has been to study a range of photocatalytic materials and assessment of their 

activity towards solar fuel generation, specifically water splitting coupled with CO2 reduction 

for CO and H2 production in aqueous solution in the presence of charge scavengers. The 

materials chosen for study in this project can be split in to two distinct classes: carbon nitrides 

and metal oxides.  

Carbon nitride is a well-known photocatalytic material that has been applied to a variety of 

applications, including fuel generation. A range of carbon nitride materials were synthesised 

using different conditions and precursors and characterised to understand and tune the band 

structure of the materials towards improved photocatalytic CO2 reduction. Materials were 

characterised by elemental analysis (CHN), powder X-ray diffraction (PXRD), diffuse 

reflectance infrared Fourier transform spectroscopy (DRIFTS), UV-Vis spectroscopy, X-ray 

photoelectron spectroscopy (XPS), Mott-Schottky, steady state photoluminescence, Raman 

spectroscopy, transient absorption spectroscopy (TAS) and time resolved resonant Raman 

spectroscopy (TR3), among others. It was found that incorporation of barbituric acid into the 

carbon nitride structure led to carbon doping, decreased band gap, enhanced charge lifetimes 

and variations in band structure and gave improved photocatalytic H2 production for the bulk 

materials. On their own, the bulk carbon nitrides were not capable of performing CO2 reduction, 

so modification of the materials was investigated. A number of different methods for 

modification were explored including exfoliation and attachment of co-catalysts (NiCyc, 

NiCycC, NiCycP and FeTCPP). The highest activity for photocatalytic CO2 reduction to CO 

and H2 was obtained for the high surface area 5% barbituric acid doped carbon nitride 

combined with the FeTCPP molecular catalyst in 10% TEOA solution under UV-Vis 

illumination. 
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In comparison to the carbon nitride materials, the metal oxides synthesised within this work 

(CuFeO2, CuCrO2 CuAlO2, CuRhO2, CuNbO3 and CuNb3O8) have been studied as 

photocatalysts only a handful of times. These materials were synthesised and characterised 

via PXRD, UV-Vis spectroscopy, BET surface area, scanning electron microscopy and energy-

dispersive X-ray spectroscopy. Photocatalysts were then tested for photocatalytic CO2 

reduction in the presence of NiCycP molecular co-catalyst and EDTA hole scavenger. 

Unfortunately, it was found that none of the metal oxides presented in this work were capable 

of CO2 reduction, which is likely due to low surface areas leading to poor catalyst absorption 

and in turn low/no activity. 
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1.1 Renewable Energy 

The development of renewable energy technologies has gained much attention in recent years 

due to the ever-increasing global energy demand and decreasing fossil fuel stocks.12  The 

burning of these fossil fuels has led to increased amounts of atmospheric CO2, leading to 

increased global temperatures; therefore, the development of clean energy resources is 

crucial to slow the effects of global warming. There are several renewable energy sources (i.e. 

wind, waves, geothermal heat) that provide clean energy and many methods have been 

employed to utilise these resources.3 Solar energy is a promising route to sustainable energy 

as it is a supposedly infinite energy source.4,5 

 

Figure 1 - Depiction of the yearly potential of renewable energy resources compared 
with the world energy use in Terawatt-years per year and the total recoverable reserves 
of finite resources in Terawatt-years as of 2015. Source: IEA SHC solar update 2015.6 
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1.2 Utilisation of Solar Energy 

Despite solar energy being the most abundant, it can be difficult to utilise efficiently due to it 

being intermittent and unreliable.2,7–9 The viable ways to use this energy include capture and 

conversion to electrical or chemical energy. There are a number of ways that solar energy can 

be utilised and stored. One of the more common methods is the use of photovoltaic cells which 

can convert solar energy into electrical energy. This energy must then be used immediately or 

it can be stored in a second device, such as batteries for later use, these batteries can then 

be re-charged and used again and again.10,11 However, this is not the best way to store energy 

for use in the transportation sector e.g. boats and aeroplanes. Theoretically, based on current 

battery technologies, the battery needed for these larger transport vehicles is much larger than 

the actual vehicle. Another way to store this energy is within chemical bonds, as solar fuels, 

via a process analogous with natural photosynthesis. 

Harnessing this solar energy to drive the production of fuels from available feedstocks, such 

as CO2 and H2O, is a route towards renewable energy which has gained a lot of attention in 

recent years. This area of research began with ‘water splitting’ to generate hydrogen.12,13 The 

first report of photoelectrochemical hydrogen production using a semiconductor electrode was 

published in 1972.14 Fujishima and Honda reported the use of a TiO2 photoelectrode capable 

of splitting water under ultraviolet (UV) illumination. Over the past 50 years or so, there have 

been great developments in the field of solar fuel production. There are three main ways that 

are typically used to generate solar fuels: 

• Photovoltaic (PV) combined with an electrochemical cell (EC) (Figure 2(a)). 

• Photoelectrochemical cell (PEC) in which one or both electrodes are photoactive 

(Figure 2(b)). 

• Particulate photocatalyst systems which can use either solid-liquid (Figure 2(c)) or 

solid-gas (Figure 2(d)) interfaces. 

A two component device consisting of a PV used in conjunction with an EC (Figure 2(a)), can 

be used to drive solar fuel production, via absorption of light by the PV which it directly converts 

to electricity, powering an EC containing electrodes that can perform various electrochemical 
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redox reactions to produce fuels.2,7,15 A PEC is a single component device which incorporates 

both photoabsorption and electrochemical reactions (Figure 2(b)). In this device one or both 

electrodes can be semiconductors which are able to absorb UV or visible light, generating 

charge carriers which can then transfer to adsorbed species and perform redox reactions, 

often  with the help of an external power source.2,7,16–18  Of each of these set-ups depicted in 

Figure 2, a photocatalyst particulate based system is by far the most simple arrangement, in 

terms of reactor design, it typically has the lowest engineering costs and does not require an 

external power source, beyond the light source. A dispersion of photocatalyst powders either 

as a suspension in solution (Figure 2(c)) or immobilised on an inert support (Figure 2(d)) can 

be utilised for solar fuel production. 2,8,18,19 

 

Figure 2 – Simplified depictions of (a) a photovoltaic combined with an electrochemical 
cell, (b) a photoelectrochemical cell and particulate photocatalyst systems; (c) a solid-
liquid-gas photocatalyst system and (d) a solid-gas photocatalyst system.  

(a) 

(b) 

hν

hν hν

hν

hν
(c) (d) 
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Typically, when using the term solar fuel production, it refers to either water splitting, to 

produce H2 and O2, or CO2 reduction, to produce various carbon-based fuels as feedstocks. 

Ideally the systems depicted above would be able to perform both oxidative and reductive 

reactions, however systems which are capable of doing so are extremely challenging to 

produce. Instead, research tends to focus on either the oxidation or reduction reaction, with 

fewer studies aiming for systems capable of performing both simultaneously. The work 

presented here will be focussing solely on reduction reactions for H2 evolution and CO2 

reduction, mainly looking at photocatalyst particulate suspensions in aqueous solution. 

1.2.1 Water Splitting 

Water splitting refers to the production of H2 and O2 from water and can be performed via a 

number of different methods including electrochemically, photoelectrochemically and 

photocatalytically (Table 1). H2 is considered to be an environmentally friendly fuel as its 

combustion produces only water.20–22 Unfortunately, at this time, H2 is mainly produced from 

natural gas through steam reforming, which uses fossil fuels, but also releases CO2 into the 

atmosphere causing further environmental issues.15,22,23 One of the main issues in using H2 as 

a fuel source is that it  has cost penalties associated with storage when used as a 

transportation fuel.12,15,24 In comparison to most other industrial methods for H2 production, 

photo- or electro-chemical production is much too expensive.25 

Table 1 – Thermodynamic potentials (E0) for water splitting in aqueous solution vs a 
normal hydrogen electrode (NHE), at pH 7, 25 °C and 1 atmosphere. 2,26 

1.2.2 CO2 Reduction 

Photocatalytic CO2 reduction aims to mimic photosynthesis by converting CO2 using solar 

energy to produce carbon based fuels.24 The reduction of CO2 to solar fuels, can utilise waste 

CO2 converting it into useful compounds which can then be combusted in fuel cells, effectively 

closing the carbon cycle.2,22 Additionally, the fuels that are produced in this manner are 

Reaction E0 (V)  

𝟐𝑯+  +  𝟐𝒆−  → 𝑯𝟐 -0.41 (1) 

𝟐𝑯𝟐𝑶 →  𝑶𝟐 + 𝟒𝑯+ + 𝟒𝒆− +0.82 (2) 
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compatible with existing technologies and can be applied without the need for massive 

investments to change well established systems.2,7 CO2 reduction may seem like a simple 

enough idea, however photocatalytic reduction of CO2 is a thermodynamically unfavourable 

reaction.1,26,27 Due to the stability of CO2 in its linear geometry, the reduction leads to increased 

repulsion owing to the addition of an electron and loss of symmetry, forming a bent radical, 

CO2
•-, causing the reduction potential for this reaction to be highly negative.2,28 A more 

favourable pathway is multi-electron proton assisted CO2 reduction, this is achieved by 

coupling the CO2 reduction and water splitting reactions. As shown in Table 2, the redox 

potentials for these reactions are less negative and are therefore more feasible.2,27 However, 

the reduction of H+ to H2 often competes with reduction of CO2 as it has a comparable redox 

potential (Table 2).12,15,19,29  

Table 2 - Thermodynamic potentials (E0) for water splitting, CO2 reduction and proton 
assisted multi-electron CO2 reduction reactions in aqueous solution vs a normal 
hydrogen electrode (NHE), at pH 7, 25 °C and 1 atmosphere. 2,10,12,16,19,22,26,28–33 

CO2 can be converted into highly useful products such as CO, CH3OH or CH4, which in 

comparison to H2 are easier to store and use under ambient conditions.34 Furthermore, CO 

and H2 are important feedstocks which can be used in a wide range of industrial processes for 

the synthesis of other carbon products such as alcohols, aldehydes and olefins, which can be 

used with existing technologies 7 

The first case of  photocatalytic CO2 reduction was reported by Inoue et al in 1979.35 They 

reported a number of semiconductor photocatalyst suspensions in water capable of producing 

Reaction E0 (V)  

𝑪𝑶𝟐  +  𝒆− →  𝑪𝑶𝟐
•− -1.90 (1) 

𝑪𝑶𝟐  +  𝟐𝑯+  +  𝟐𝒆−  →  𝑪𝑶 +  𝑯𝟐𝑶 -0.53 (2) 

𝑪𝑶𝟐  +  𝟐𝑯+  +  𝟐𝒆−  →  𝑯𝑪𝑶𝑶𝑯 -0.61 (3) 

𝑪𝑶𝟐  +  𝟒𝑯+  +  𝟒𝒆−  →  𝑯𝑪𝑯𝑶 + 𝑯𝟐𝑶 -0.48 (4) 

𝑪𝑶𝟐  +  𝟔𝑯+  +  𝟔𝒆−  →  𝑪𝑯𝟑𝑶𝑯 +  𝑯𝟐𝑶 -0.38 (5) 

𝑪𝑶𝟐  +  𝟖𝑯+  +  𝟖𝒆−   →  𝑪𝑯𝟒 +  𝟐𝑯𝟐𝑶 -0.24 (6) 

𝟐𝑯+  +  𝟐𝒆−  → 𝑯𝟐 -0.41 (7) 

𝟐𝑯𝟐𝑶 →  𝑶𝟐 + 𝟒𝑯+ + 𝟒𝒆− +0.82 (8) 
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formic acid, formaldehyde and methanol under visible illumination (>500 nm). The 

semiconductors explored were TiO2, ZnO, CdS, GaP, SiC and, WO3, all of which were able to 

reduce CO2, with the exception WO3. Following this initial report many different materials and 

combinations of materials have been employed as photocatalysts for solar fuel production. 
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1.3 Principles of Semiconductor Photocatalysis 

Semiconductors are an attractive material for photocatalytic reduction of CO2 due to their band 

gap (Eg), giving them the ability to absorb light and directly convert it to electrical power or be 

used to produce chemical fuels through the reduction of CO2.4 The band gap refers to the 

energy difference between the valence band (VB) and the conduction band (CB) of a material, 

this terminology is commonly applied to inorganic semiconductors.2,36 Organic semiconductors 

also have an associated energy gap but this refers to the energy difference between the 

highest occupied molecular orbital (HOMO) and lowest unoccupied molecular orbital 

(LUMO).37 Materials with a wide band gap, can only utilise UV light, this accounts for a small 

fraction of solar energy. For example, a band gap of 3.3 eV corresponds to absorption of light 

with wavelengths of <375 nm. On the other hand,  materials with narrower band gaps, around 

2.0 eV, can work under visible light, absorbing light with wavelengths of <619 nm.21,38  

When an inorganic or organic semiconductor absorbs a photon of light with energy greater 

than or equal to their band/optical gap, the material moves from a ground state to an excited 

state, generating an electron-hole pair, a neutral quasi-particle known as an exciton. Inorganic 

materials have relatively high dielectric constants (ε>10), this means that the Coulombic 

interaction is relatively weak, so charges can easily dissociate to form free charge carriers with 

high mobility and charge separation. Also, the exciton has an extremely short life-time (fs) and 

is often not considered within mechanisms of inorganic photocatalysis.39,40 However, within 

organic semiconductors, the generated electron-hole pair is tightly bound, due to organic 

materials having relatively low dielectric constants (ε~3), leading to strong coulombic 

interaction, severely impairing dissociation.37,39,40 This tightly bound charge pair is known as a 

Frenkel exciton, which has relatively low mobility. These Frenkel excitons can then either 

dissociate to form free charge carriers, or become localised charges, known as polarons, both 

of which can go on to perform various redox reactions, or they can recombine.40,41 Exciton 

dissociation can occur at semiconductor interfaces and can be due to interaction with trapped 

carriers or autoionization due to charge transfer between donor and acceptor moieties of a 

molecule.40  
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Transitions from the VB/HOMO and the CB/LUMO can be described as direct or indirect in 

nature. This refers to the relative wavevector positions of the maximum energy of the VB and 

the minimum energy of the CB. For a direct band gap, the maximum of the VB is aligned with 

the minimum of the CB, whereas for an indirect band gap they are not aligned, requiring 

excitation to also result in a change in momentum.42,43 

Due to the presence of charge carriers within a semiconductor, materials can be described to 

have n- or p-type semiconductivity, if the majority charge carriers are electrons or holes, 

respectively. The charge carriers form because of the presence of dopants within the 

semiconductor structure which can create either acceptor levels just above the VB (p-type) or 

donor levels just below the CB (n-type).42–45 This also leads to a shift in the position of the 

Fermi level, which is the position that there is a 50% probability that an energy level will contain 

an electron. For n-type semiconductors, the Fermi level lies close to the CB, but for p-type the 

Fermi level lies close to the VB. 

 

Figure 3 – Diagrams of (a) Photocatalytic redox reactions over a semiconductor particle 
and (b) semiconductor with ideal band positions for CO2 reduction and total water 
splitting. 

For photocatalytic reduction of CO2 using semiconductors to occur, three crucial steps must 

take place: (i) absorption of an incident photon with E ≥ Eg generating an electron-hole (e- h+) 

pair, (ii) separation of these photogenerated charges, (iii) followed by migration to the surface 

of the material and (iv) transfer of charges to species adsorbed on to the surface of the 

photocatalysts, which can then participate in various redox reactions (Figure 

3(a)).2,5,8,11,19,21,46,47 However, this is not the only route the photogenerated charges can take; 
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if unable to reach the surface, charges can recombine inside the semiconductor, or if unable 

to transfer to adsorbed species at the surface as they do not meet the energy requirement, 

they can also recombine, these are known as volume and surface recombination, 

respectively.46 When charges recombine, they can do so via non-radiative and radiative 

pathways leading to the release of energy in the form of heat or light..7,8,13,22,46 

The ability of a semiconductor to reduce or oxidise materials is governed by the positions of 

the CB and VB, and its surface states. To reduce CO2 in water, the CB should be more 

negative than the reduction potential of relevant reduction potential of CO2. For example to 

reduce CO2 to methanol, the CB would have to lie above -0.38 V vs NHE at pH 7 (Figure 

3(b)).2,28 Furthermore, the VB should be more positive than the HOMO of the oxidation product 

(Figure 3(b)).2,13,21 For an effective semiconductor photocatalyst, the energy difference or 

overpotential between the CB or VB and the corresponding redox potential should be relatively 

large to increase charge carrier transfer rates, to enhance photoactivities.35,48 Typically 

materials studied as photocatalysts should consist of widely available and low-cost elements, 

be inexpensive to fabricate into their final form and have a band gap of appropriate magnitude 

to work in the visible region. They should also be able to  withstand continuous and long-term 

use over a wide pH range.17,26 
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1.4 Photocatalytic Materials 

Since Inoue’s paper in 1979 a wide range of systems have been explored for photocatalytic 

CO2 reduction.22,23,31,35,49–59 Generally, photocatalytic CO2 reduction can be performed by 

heterogeneous or homogeneous photocatalysis. Heterogeneous photocatalysis can be 

performed using suspensions or dispersions of semiconductors, inorganic, and carbon-based 

materials. Discussed below are just some of the dominant materials which have been 

developed for photocatalytic fuel production. 

 

Figure 4 – Energy level diagram for a range inorganic semiconductors and conjugated 
polymers taken from reference 60. VB and CB edge positions are represented by the red 
and blue squares, respectively and are compared with the redox potentials for water 
splitting and CO2 reduction reactions versus vacuum and NHE pH=0. 

1.4.1 Inorganic Materials 

One of the most widely used metal oxide photocatalysts for CO2 reduction is TiO2., as it is 

inert, inexpensive, stable over a wide pH range and does not easily undergo photocorrosion.2 

It occurs in nature as three polymorphs, anatase, rutile and brookite, the last of which is not a 

particularly active photocatalytst.2 Depending on the polymorph used, the band gap of the 

material varies. Rutile, the most stable polymorph, has a band gap of 3.0 eV, whilst anatase, 

which is stable under ambient conditions, has a band gap of 3.2 eV. Both polymorphs have 

been widely studied as photocatalyst because they are highly active and efficient under UV 

irradiation. However,  due to the size of the band gap, activity is mainly limited to UV irradiation, 

which only makes up about 4% of the solar energy incident on the earth’s surface.61 It has also 

been found that TiO2 generally has low efficiencies for CO2 reduction in water, unless 
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modified.2,15,19,36,38,62,63 Therefore, the development of photocatalysts that have suitable band 

positions and a relatively small band gap, to enable greater light absorption, are of paramount 

importance. 

A great number of other inorganic materials have been reported for CO2 reduction and water 

splitting, including metal sulphides (CdS, Bi2S3),34,35,64–68, metal phosphides (GaP, InP)35,69–74, 

various metal oxides (ZnO, Cu2O, SrTiO3)2,12,34,35,75–78, layered double hydroxides22,79–84 and 

metal organic frameworks (MOFs)56,85,86, among numerous others. 

1.4.2 Carbon-Based Materials 

Mostly studied for water splitting reactions, conjugated organic materials can be prepared 

under mild conditions and have highly tuneable optical and electronic properties due to fine-

tuning of the molecular structures of the repeating units.9,87 Conjugation along the polymer 

back-bone provides the materials with excellent charge transport and separation properties. 

The properties of these materials are highly dependent on the repeating unit, shape, and size 

of the polymer chains. In recent years, there have been a number of studies using a range of 

structures including conjugated polymers88,89, covalent triazine frameworks90,91, conjugated 

microporous polymers92,93 and covalent organic frameworks94,95 towards CO2 reduction.  

Sometimes considered a conjugated polymer, carbon nitride, which in principal is a 2D 

material containing sheets of tri-s-triazine repeating units that are connected via planar tertiary 

amino groups, is a material which has garnered a lot of attention in recent years.29,53,57,96–117 

This class of materials has been widely studied for a number of photocatalytic applications, 

including photocatalytic CO2 reduction, and is discussed in detail in Chapters 3 and 4. 
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1.5 Improving Semiconductor Photocatalytic Activity 

Many photocatalysts have been developed for CO2 reduction but generally most have low 

energy conversion efficiencies, selectivity’s or stabilities, which severely hinder their use.5 To 

combat this, there are various routes that can be taken to alter the photocatalyst to improve 

activity and stability, some of which are discussed here.  

1.5.1 Photocatalyst modification 

Modification of the photocatalyst either through electronic structure alteration or control of the 

nano-/micro-structure and morphology can be efficient methods for improving photocatalytic 

activity. Doping, which is the incorporation of a co-metal, noble metal, transition metal or non-

metal into the semiconductor structure, can be used to adjust a materials electronic structure 

extending light absorption of semiconductors into the visible region, increasing the 

photocatalysts activity. It does this by introducing states near the electronic bands, altering the 

band positions of the material, or can be used to change the distribution of electrons, acting 

as charge traps, reducing recombination rates and influence product selectivity.3,19,26,38,46,118  

Surface functionalisation and vacancy formation at the semiconductors surface has been 

found to improve photocatalytic activities.19,54,58,119 Introduction of different types of vacancies 

and functional groups can be used to donate/accept electrons and can provide sites for CO2 

adsorption, giving an enhancement in activity.54,55,59 Though it often can lead to improved 

activity, doping and functionalisation can also lead to the formation of defects which act as 

charge trapping and recombination sites. It can also lead to the movement of band positions, 

lowering the oxidation and reduction ability of the photogenerated charges, decreasing 

photoactivity.46 Increasing the crystallinity of the material can lead to a reduction in the 

concentration of these defects which can act as charge recombination centres.46 Control of 

crystal phase and the exposed facets on the photocatalysts can also be used to increase 

stability and improve selectivity using facet dependent molecular adsorption.19,46,58 

Morphology and nano-/micro-structure control can be an effective method for improving 

photocatalytic activity. Introducing nanostructure, unique morphologies or porosity and 
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reducing particle size can be used to shorten charge carrier pathways allowing charges to 

research the surface more easily and transfer to adsorbed species, increasing activities.120 

Higher surface area can also lead to improved light absorption due to increased area in which 

light is incident.54,86 High surface to volume ratios of nanoparticles provide shorter distances 

to the surface and a higher probability of charges reaching the interface before recombination. 

Furthermore nanostructuring provides a larger reactive surface for catalysis. 2,46,50,54,87,120,121 

1.5.2 Co-catalysts 

Materials can often suffer from high charge recombination rates and one of the most commonly 

used methods for enhancing charge lifetimes and in turn photoactivity is via the incorporation 

of a co-catalyst (Figure 5).58 Co-catalysts not only assist in charge separation, supressing 

recombination and preventing photocorrosion leading to increased stability, but they can also 

be used to lower the activation energy or overpotential for certain reactions.11,29,99,122 Initial 

additions of a co-catalyst often improve activity, but past a certain point high loadings can 

cause issues such as agglomeration leading to covering of active sites, shielding the 

semiconductor from incident light and in some cases act as recombination centres.11,57 

 

Figure 5 - Diagrams of photocatalytic redox reactions over a semiconductor particle 
(grey) combined with oxidation (red) and reduction (blue) co-catalysts. 

Typically, the main class of co-catalysts that are utilised within photocatalysis are noble metal 

nanoparticles, such Pt, Pd, Rh, Au and Ag.46,53 The formation of the semiconductor-metal 

junction between the photocatalyst and co-catalyst creates a space-charge region known as 

a Schottky barrier or contact at the interface.2,21,29,46,53,101,107,122 This Schottky barrier forms 
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because the Fermi level of the metal is usually below that of the semiconductor CB which 

induces band bending in the semiconductor facilitating electron transfer from the 

semiconductor to the co-catalyst. Essentially this means that the metal nanoparticles act as 

electron traps, increasing photogenerated charge separation, preventing 

recombination.46,53,122 Additionally, metal particles of a suitable size, such as Au and Ag, have 

been shown to improve photocatalytic activity by surface plasmon resonance excitation 

creating localised electric fields which aid in charge separation and have been found to enable 

materials to utilise extended range of visible light.29,53,105,122,123 The scarcity of noble metals 

limits their long term and large-scale development, so noble metal free co-catalysts and more 

abundant elements along with bimetallic systems have also been explored.21,46,101,105,124,125 

Semiconductor photocatalysts with metallic co-catalysts lack the selectivity that is often 

required for efficient CO2 reduction.30 Molecular catalysts and metal complexes work in a 

similar way to metal co-catalysts, in that they can act as electron traps, enhancing charge 

separation, reducing recombination rates. Additionally, the synthetic tunability of molecular 

catalysts provides control of the binding geometry of semiconductor surface and of the 

catalytic site. Semiconductor-molecular catalysts systems can only be effective if the CB (or 

VB) lies at a more negative (or positive) potential than the onset potential for catalysis. The 

use of molecular catalysts in combination with semiconductor photocatalysts is explored in 

greater detail in Chapters 4 and 5. 

1.5.3 Sensitisation 

Wide band gap semiconductors, such as TiO2, are unable to utilise a significant portion of 

visible light. An effective method for combating insufficient light harvesting is to sensitise the 

semiconductor with a second component which has a better response under visible 

illumination, extending light absorption of the system further into the visible region.2,3,31,126–128 

Appropriate dyes can be attached to the surface of a semiconductor and act as 

photosensitisers, absorbing photons of light and injecting electrons into the CB of the 

semiconductor. This can aid in charge separation improving overall photoactivity. For this 

system to work the CB of the semiconductor should lie at a more positive potential than the 

LUMO of the dye (Figure 6). Smaller band gap semiconductors and quantum dots can also 
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act as sensitising agents to harvest light when coupled to wide band gap semiconductors, 

enhancing absorption in the visible range and improving charge separation.2,3,21,62 

 

Figure 6 - Diagrams of photocatalytic redox reactions over a semiconductor particle 
(grey) combined with a sensitizer (green). 

1.5.4 Formation of heterojunctions 

Forming composite and heterostructured photocatalysts has been proven to improve charge 

separation, selectivities and generally improve photocatalytic activities. A heterojunction 

involves the combination of at least 2 semiconductors and can be classified based on the 

alignment of band structures and how charge transfer proceeds.21,46,60,63,100 

• Type I, straddling alignment (Figure 7 (a)) – The VB and CB of semiconductor 2 lie 

within the VB and CB of semiconductor 1. 

o Due to the movement of charges (electrons down and holes up), charges 

accumulate on one semiconductor, yielding no improvement in charge 

separation and does not lead to enhanced photoactivity.46,100 

• Type II, staggered alignment (Figure 7 (b)) – The VB and CB of semiconductor 1 lie 

at a more negative potential than the VB and CB of semiconductor 2. 

o Electrons transfer from the CB of semiconductor 1 to the CB of semiconductor 

2, whilst holes move from VB to VB in the opposite direction, providing 

improved charge separation. However these systems can  suffer from steric 

hindrance of charge transfer due to repulsion of the transferring and existing 

electrons.100 
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• Z-scheme systems – These types of systems were developed to mitigate this charge 

transfer steric hindrance. 

o Liquid phase Z-schemes (Figure 7 (c)) consist of 2 semiconductors with a 

liquid phase redox mediator which facilitates charge transfer between the 2 

semiconductors. 

o All solid-state Z-scheme (Figure 7 (d)) can utilise materials, such as metal 

nanoparticles, as charge mediators, enabling charge transfer. 

o Direct Z-scheme (Figure 7 (e)) consist of 2 semiconductors in direct contact 

with one another. This system differs from a type II heterojunction in that the 

electron transfer occurs from the CB of semiconductor 1 to the VB of 

semiconductor 2. The CB and VB of the semiconductors must be aligned for 

charge transfer to occur. 

 

Figure 7 – Schematic diagram of the charge transfer mechanisms for various hetero-
junctions; (a) type I, (b) type II, (c) liquid phase Z-scheme, (d) all solid-state Z-scheme 
and (e) direct Z-scheme. Semiconductor 1 is shown in grey on the left-hand side of each 
diagram and semiconductor 2 is shown in various colours on the right-hand side of 
each diagram. The VB of each semiconductor is as the bottom of each particle, whilst 
the CB is at the top.21,46,60,63,100  
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1.6 General Issues with Semiconductor 

Photocatalytic CO2 Reduction 

Photocatalysts often suffer from low rates of activity unless modified and this can be caused 

by a range of reasons including, low surface areas, unsuitable band structures, high rates of 

charge recombination and instability, but as discussed in the previous section modification of 

the photocatalysts and combinations with other materials can lead to improved activities. 

Back reactions occur when products and intermediates undergo redox reactions or when 

charge recombination proceeds via reaction intermediates. This often arises if both reduction 

and oxidation reactions occur on the same catalyst surface, the redox products can undergo 

opposite reactions, when they are in close proximity to reactive sites.7 These back reactions 

can lead to poor activities and are often caused by the type of photocatalyst used and the 

reactor set-up. Additionally, in some photocatalytic reactors, like a simple batch reactor, mixing 

of products occurs which can lead to re-oxidation or re-reduction of products, lowering yields, 

but can also mean that products are difficult to separate.2,18 Removal of products via the use 

of flow cell set-ups can help to prevent back reactions. 

Generally, the field of photocatalysis as a whole, has many issues associated with testing and 

comparison. Comparison of photocatalytic activity between papers published by different 

groups is often difficult. This is due to a lack of consistency in how photocatalysts are tested 

and how procedures and results are reported.2,129 For example, often activities are reported in 

terms of µmol of products per photocatalyst weight, but this does not take into consideration 

the amount of the catalyst that is exposed to illumination, which is based on catalyst surface 

area and the reactor set-up.129 Often, full testing conditions are not reported including; light 

intensity, temperature, pressure and pH, which can have a great effect on photocatalytic 

activities. The class of set-up that is used can have a significant impact on activities and also 

product selection. Within the literature there are a wide range of reactor set-ups that have been 

reported. Generally there are two types of reactor systems that are used; gaseous systems 

which utilises a dispersion of the photocatalyst immobilised onto a surface in a wet CO2 

atmosphere and liquid systems which use a suspension of the photocatalyst in some kind of 
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CO2 purged solution.8,53,129,130 Within these systems there are a number of different types of 

reactors, such as monolith, fibre optic, annular and suspension, which can also be run as batch 

or flow processes. Variations in these systems can have a profound effect on the types and 

quantities of products. 

For photocatalyst suspensions, the solution media can have a great effect on product yields. 

When experiments are performed in aqueous solution, H2 evolution can be a competing 

reaction and can lead to low efficiencies due to preferential H2 evolution over CO2 

reduction.53,131 Selectivity for the CO2 reduction reaction in aqueous systems can be achieved 

through the use of selective co-catalysts, such as metal complexes. The solubility of CO2 in 

aqueous solution can also be a challenge, the concentration of free CO2 in a saturated CO2 

aqueous solution reaches around 33 mM under standard conditions at pH 7.132,133 In 

comparison to organic solvents the solubility of CO2 in water is low, for example the 

concentration of CO2 in saturated acetonitrile solutions is around 0.28 M under standard 

conditions.23,26,53,133–138 The solubility of carbon materials (CO2, HCO3
-, CO3

2-, etc.) in water 

can be increased by performing experiments in basic solution, however this leads to the 

formation of other carbonate species in solution, which are more stable and are said to be 

more difficult to reduce, but these species can also act as hole scavengers.  

There are relatively few reports of systems that are capable of performing overall redox 

reactions, consequently only one side of a redox reaction is typically explored.  To prevent 

accumulation of charges, which lead to increased recombination rates, a sacrificial charge 

donor (hole or electron scavenger) is used.2,130 In the case of H2 evolution and CO2 reduction, 

hole scavengers, such as methanol (MeOH), sodium hydroxide (NaOH), 

ethylenediaminetetraacetic acid (EDTA), triethanolamine (TEOA) and sodium sulphite 

(Na2SO3), are employed to donate electrons to the semiconductor, decreasing hole 

concentrations in the semiconductor, preventing recombination, back reactions and in some 

cases increasing catalyst stability.2,5,16,18,19,24,139,140  

Determining the origin of carbonaceous products is crucial for CO2 reduction studies. There 

are number of different carbon sources that can lead to false positive results, such as organic 

solvents/solution or organic impurities from the air which can be adsorbed onto photocatalyst 
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surfaces and can be reduced during the photocatalytic experiments.57,129 Furthermore, it has 

been determined that organic species found on the surface of TiO2, either through adsorption 

of contaminants from the air, or from the use of organic precursors lead to the formation of 

CO2 reduction products, which do not originate from the purged CO2.141,142 The best method 

for confirmation of the carbon source is performing an isotopic labelling experiment, in which 

the photocatalytic system is purged with 13CO2 and testing products via gas chromatography-

mass spectrometry (GC/MS), nuclear magnetic resonance spectroscopy (NMR) or Fourier-

transform infrared spectroscopy (FTIR), in which 12C and 13C can be differentiated.2,29,57,129 

However, these experiments are not always performed, instead a series of blank experiments 

can be performed, in the absence of CO2, photocatalysts, scavengers, light, etc., but these 

experiments alone are not always an adequate substitute for isotopic labelling experiments. 
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1.7 Thesis Overview 

Within this work, a selection of inorganic and organic semiconductors have been studied as 

photocatalysts for CO2 reduction in water. Materials were chosen based upon previously 

reported activity and band positions relative to CO2 reduction potentials. They were 

synthesised via solid state methods and characterised to understand chemical and electronic 

properties. Photocatalytic activity was then evaluated, in the presence of a hole scavenger, 

first for water splitting, then CO2 reduction. When activity was found to be poor, materials were 

modified and/or combined with co-catalysts, all in the hopes of improving photoactivity. 

 

Figure 8 - Conduction and valence band positions and band gaps of chosen materials 
compared with CO2 and water splitting redox potentials vs NHE at pH 7.18,143–150 

Chapter 3 discusses exclusively carbon nitride, its history, properties, characterisation, and 

initial photocatalytic activities towards H2 evolution. Within Chapter 4 the various methods 

which have previously been used for modification of carbon nitride are briefly reviewed and 

applied to the materials presented in Chapter 3. The modified and hybrid systems are then 

assessed for photocatalytic CO2 reduction. Chapter 5 focuses on the Cu(I) oxides shown in 

Figure 8, looking at previous photocatalytic activities. The materials were synthesised, 

characterised, and then employed as photocatalysts for CO2 reduction, with and without the 

aid of a molecular catalyst. 
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2.1 Materials and Synthesis 

Starting materials and solvents were purchased from Sigma-Aldrich (Merck), Fisher Scientific 

and VWR and were used as received without further purification, with the exceptions of Fe(III) 

meso-Tetra(4-carboxyphenyl)porphine chloride (FeTCPP) which was purchased from Santa 

Cruz Biotechnology and  NiII(1,4,8,11-tetraazacyclotetradecane), (NiCyc), NiII(1,4,8,11-

tetraazacyclotetradecane-6-carboxylic acid) (NiCycC) and NiII([(1,4,8,11-

tetraazacyclotetradecan-1-yl)methylene]phosphonic acid) (NiCycP), which were synthesised 

by Dr Gaia Neri using literature procedures.1,2 Unless otherwise stated aqueous solutions were 

prepared with Milli-Q water (Millipore Corp, 18.2 MΩ cm at 25 °C). Ar, N2 and CO2 were 

purchased from BOC at CP or higher grade. 

2.1.1 Metal Oxides 

2.1.1.1 Delafossites 

Synthetic procedures for the delafossite materials; CuFeO2, CuAlO2 and CuRhO2 were 

repeated from the literature, but a general procedure was used, as follows.3–5 Stoichiometric 

amounts of Cu2O and M2O3 (M= Fe, Al or Rh) were ground for 15 minutes using a pestle and 

mortar. Powders were transferred to alumina crucibles (3 mL), covered, and placed in a box 

or tube furnace (see Table 3 for conditions).  

Table 3 - Reaction conditions for delafossite materials. 

As previously described in the literature, the synthesis of CuCrO2 was carried out by ball-

milling stoichiometric amounts of Cu2O and Cr2O3 in ethanol for 6 hours and then calcining at 

1100 °C for 8 hours in air.6 The loose powder was then pressed into a pellet and heated at 

1200 °C for 12 hours in air and furnace cooled. 

Compound 
Starting 

Materials 
Temperature (°C) Atmosphere Time (Hours) 

CuFeO2 Cu2O, Fe2O3 1050 N2 36 

CuAlO2 Cu2O, Al2O3 1150 N2 10 

CuRhO2 Cu2O, Rh2O3 1050 Air 48 
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2.1.1.2 Niobates 

The copper niobates were synthesised using literature methods.7,8 CuNbO3 was synthesized 

by grinding stoichiometric amounts of Nb2O5 and Cu2O (with a 20% molar excess) for 15 

minutes with a pestle and mortar. The mixture was dried at 80 °C overnight and then placed 

in a quartz tube and sealed under vacuum. The quartz tube was then heated to 900 °C over a 

12-hour period, held at 900 °C for 24 hours, then cooled down to room temperature over the 

course of 12 hours. The product was then stirred in 0.5 M hydrochloric acid (HCl) for 30 

minutes followed by centrifugation with Milli-Q water until the pH of the supernatant was 

neutral. The powder was collected by suction filtration and dried under vacuum overnight. 

CuNb3O8 was prepared by grinding stoichiometric amounts of Cu2O and Nb2O5 for 15 minutes, 

the powder was then placed in a quartz tube, sealed under vacuum, and then heated at 750 

°C for 24 hours (heating and cooling rate of 5 °C/min).  

2.1.2 Carbon Nitrides 

Each of the carbon nitrides were synthesised by calcination of precursors, which were placed 

in an alumina crucible (10 mL) with a lid and then calcined in a muffle furnace. 

2.1.2.1 Barbituric Acid Series (CN-BA) 

3 g of dicyandiamide (DCDA) and X g of barbituric acid (BA) (see Table 4) were placed in a 

glass beaker with 15 mL Milli-Q water and stirred for 30 minutes. Mixtures were then heated 

to 100 °C to remove water. The solid was then transferred to an alumina crucible with a lid and 

covered in aluminium foil, then placed in muffle furnace. Materials were calcined at 550 °C for 

4 hours with a heating and cooling rate of 5 °C/min in static air. 

Table 4 - Quantity of barbituric acid used. 

Compound X (g) 

CN-DCDA 0.00 

CN-BA(5) 0.15 

CN-BA(10) 0.30 

CN-BA(20) 0.60 
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2.1.2.2 Varying Calcination Conditions Series (CN-Temp and CN-Time) 

3 g of dicyandiamide was transferred to an alumina crucible with a lid and covered in aluminium 

foil, then placed in muffle furnace. Materials were calcined at X °C for Y hours (see Table 5) 

with a heating and cooling rate of 5 °C/min in static air. 

Table 5 - Calcination temperatures and times. 

2.1.2.3 Varying Precursors (CN-Precursor) 

3 g of melamine (CN-M), urea (CN-U) or thiourea (CN-T) was transferred to an alumina 

crucible with a lid and covered in aluminium foil, then placed in muffle furnace. Materials were 

calcined at 550 °C for 4 hours with a heating and cooling rate of 5 °C/min in static air. 

2.1.2.4 Varying Precursor Ratios (CN-UT) 

X g of urea and Y g of thiourea (see Table 6) was placed in a glass beaker with 15 mL 

deionised water and stirred for 30 minutes. Mixtures were then heated to 100 °C to remove 

water. The solid was then transferred to an alumina crucible with a lid and covered in 

aluminium foil, then placed in muffle furnace. Materials were calcined at 550 °C for 4 hours 

with a heating and cooling rate of 5 °C/min. 

Table 6 - Quantity of urea and thiourea used. 

  

Compound X (°C) Y (Hours) 

CN-500°C 500 4 

CN-600°C 600 4 

CN-2hr 550 2 

CN-6hr 550 6 

CN-8hr 550 8 

CN-10hr 550 10 

Compound X (g) Y (g) 

CN-UT(3:1) 2.25 0.75 

CN-UT(1:1) 1.50 1.50 

CN-UT(1:3) 0.75 2.25 
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2.2 Modification of Materials 

Loading of Pt co-catalyst (1 wt%) onto the surface of materials was performed via 

photodeposition of H2PtCl6 in-situ. For in-situ experiments, the equivalent amount of H2PtCl6 

(8 wt% solution) which would provide a maximum of 1 wt% loading (1 mL:0.5 µL, water:H2PtCl6 

(8 wt% solution), v:v) was added to the photocatalyst suspension, purged with N2 for 30 

minutes and placed under illumination, with gas evolution monitored by gas chromatography 

(GC). 

Molecular catalyst attachment was performed via mechanical mixing of the photocatalyst 

powders in solutions of the molecular catalysts. For the Ni cyclam catalysts, materials were 

soaked in photocatalytic solutions containing the Ni cyclam catalyst and left to soak for 24 

hours before purging and placing under illumination. In detail 2 mg photocatalyst was placed 

in 10 mM ethylenediaminetetraacetic acid disodium salt (EDTA) and 1mM Ni catalyst in 

aqueous solution, left stirring in the dark for 24 hours before being purged with N2 or CO2 for 

30 minutes and being placed in front of a light source. 

FeTCPP modified carbon nitrides were prepared by mechanical mixing of 50 mg carbon nitride 

in 50 mL 90 µM FeTCPP (4 mg) ethanolic solution, left stirring for 24 hours in the dark. The 

suspension was then centrifuged, using a Heraeus Megafuge 16R, to remove the FeTCPP 

solution and then washed twice with 50 mL ethanol. Powders were then dried overnight at 60 

°C. Solutions pre- and post-soaking were measured via UV-Vis spectroscopy. 

Higher surface area carbon nitrides were prepared by thermal oxidation etching of the bulk 

materials. In detail, 400 mg of carbon nitride was placed into an open alumina boat crucible 

and heated to 500 °C for 2 hours with a ramp rate of 5 °C/min in a muffle furnace, in air. 

  



31 
 

2.3 Characterisation 

2.3.1 General Methods 

Elemental Analysis (CHN) and Inductively Coupled Plasma Optical Emission Spectroscopy 

(ICP OES) were performed by the University of Liverpool analytical services. Samples were 

prepared by placing 5 mg of the material in 1 mL ~17 M H2SO4 and heating at ~100 °C for 1 

hour or until particulates had completely dissolved. N2 adsorption-desorption isotherms at 77 

K were collected on a Micromeritics Tristar instrument. Samples were degassed under vacuum 

at 130 °C for 20 h before measurement. The specific surface area was calculated by applying 

the BET model for the adsorption data over the range of p/p0 = 0.05 – 0.3.  

2.3.2 Powder X-ray Diffraction (PXRD)   

Powder X-ray diffraction (PXRD) was carried out using a Philips Panalytical X’Pert 

diffractometer with Co Kα1 of λ = 0.178901 nm for metal oxide samples and a Bruker D8-

Advance X-ray diffractometer operating with Cu Kα1 of λ = 0.15418 nm for carbon nitride 

samples. The samples were analysed using 'Xpert Highscore Plus software for phase 

identification.  

2.3.3 Diffuse Reflectance Infrared Fourier Transform 

Spectroscopy (DRIFTS) 

Carbon nitride samples were studied by Diffuse Reflectance Infrared Fourier Transform 

Spectroscopy (DRIFTS) on a Bruker Vertex 70 spectrometer, fitted with a detachable DRIFTS 

attachment. Sample discs were prepared by dilution in KBr, specifically, 2 mg of sample in 100 

mg KBr, mixed by grinding with a pestle and mortar till reaching homogeneity and then loaded 

into sample well. Spectra were collected at a resolution of 2 cm-1 over 64 accumulations and 

were baselined with a KBr powder in air. 
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2.3.4 Cross Polarisation (CP) Magic Angle Spinning (MAS) 

Solid State Nuclear Magnetic Resonance (SS NMR) 

Measurements and analysis were performed by Andrea Pugliese in Dr Frederic Blanc’s group. 

Details of the measurement provided by Andrea are as follows. All NMR spectra were recorded 

on a Bruker DSX 400 MHz NMR spectrometer equipped with a 4 mm HXY probe tuned to X = 

13C at 101 MHz and Y = 15N at 40 MHz NMR spectra were obtained with cross-polarization 

(CP). 1H pulses and SPINAL 64 decoupling9 were performed at a radio frequency (rf) field 

amplitude of 83 kHz.  For the 13C CP step, a 70 – 100 % ramped rf field of 1 ms centred at 35 

kHz was applied on 13C, while the 1H rf field was matched to obtain optimum signal at around 

66 kHz. For the 15N CP step, a 70 – 100 % ramped rf field of 6 ms centred at 40 kHz was 

applied on 15N, while the 1H rf field was matched to obtain optimum signal at around 60 kHz. 

The Magic angle Spinning (MAS) rates were 10 and 5 kHz for 13C and 15N, respectively. 13C 

and 15N chemical shift were referenced to CH signal of adamantine at 29.45 ppm10 and the 

NH3
+ signal of glycine at 33.40 ppm11. 

2.3.5 Scanning Electron Microscopy (SEM) and Energy-

Dispersive X-ray Spectroscopy (EDX) 

SEM measurements of carbon nitrides were performed by Dr Marco Zanella on a Hitachi 

S4800 SEM. Powder samples were dispersed on a carbon tape attached to an alumina stub. 

SEM EDX measurements of the metal oxides were carried out and partially analysed by Liam 

Banerji. Measurements were made using a Hitachi S4800 SEM. Imaging uses an in-chamber 

Everart-Thornley detector and a cold field emission gun microscope, giving a resolution of ~2 

nm. Energy dispersive x-ray spectroscopy (EDX) performed using the Oxford instruments 

AztecOne equipment, comprising of a 10 mm2 silicon drift detector. Resolution of EDX was 

about 130 eV using Mn Kα, spatial resolution ~1 µm and detection limit was typically ~0.1%. 

Samples were prepared by loading onto an aluminium stub with carbon tape and coated with 

chromium for imaging and carbon for EDX. For imaging, a working distance of 8 mm and a 

voltage of 5 kV were used and for the EDX a working distance of 15 mm and a voltage of 20 

kV were used. 
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2.3.6 Ultraviolet- Visible-Near Infrared (UV-Vis-NIR) 

Spectroscopy 

UV-Vis-NIR diffuse reflectance spectroscopy (DRS) data was obtained with a Shimadzu UV-

2550 UV/Vis spectrometer, equipped with an integrating sphere, over the spectral range of 

200-1400 nm and BaSO4 was used as a reflectance standard.12 The diffuse reflectance 

spectra were then converted from reflectance to absorption according to the Kubelka-Munk 

function: 

𝐹(𝑅) =
𝑘

𝑠
=

(1 − 𝑅∞)2

(2𝑅∞)
 

where k and s are absorption and scattering coefficients, respectively and R is the diffuse 

reflectance based on the Kubelka–Munk theory of diffuse reflectance.  The data can then be 

plotted using the equation: 

(𝛼ℎ𝑣)
1
𝑛 = 𝐴(ℎ𝑣 − 𝐸𝐵𝐺) 

Where 𝛼 is the absorption coefficient, ℎ is Planck’s constant, 𝑣 is the frequency of light, 𝐴 is 

the proportionality constant and 𝐸BG is the band gap. The value of n denotes the nature of the 

transition, n = ½ for direct transitions or n = 2 for indirect transitions. A Tauc plot of 

(𝛼ℎ𝑣)
1

𝑛  versus ℎ𝑣 can be used to estimate the band gap of the material by linear 

extrapolation to find the x-intercept.12 

UV-Vis spectra of solutions were collected on the same piece of equipment with a standard 

sample compartment, using a 4 mL (path length, 10 mm) or 0.4 mL (path length, 1 mm) quartz 

cuvette. Determination of concentrations of soaking samples were determined using the Beer-

Lambert equation: 

𝐴 =  𝜀 𝑙 𝑐 =  𝑙𝑜𝑔10

𝐼0

𝐼
 

Where, A is the absorbance, ε is molar absorptivity, I is the path length, c is the concentration, 

I0 is the incident light intensity and I is the transmitted light intensity. 
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2.3.7 X-ray Photoelectron Spectroscopy (XPS)  

Photoemission spectroscopy is based on the principle that when a solid is illuminated with 

particular forms of irradiation it will emit energy in a certain form, which can be detected, and 

this energy can provide different types of information about the material from which it 

originated. X-ray photoelectron spectroscopy uses an X-ray source (e.g. Mg Kα (1253.6 eV) or 

Al Kα (1486.6 eV)) which produces X-rays of a certain energy. When a sample is irradiated 

with this X-ray source, the X-rays can interact with electrons in core-orbitals and can lead to 

the ejection of photoelectrons with specific kinetic energy (Ek).13–16 The kinetic energy of the 

electron is related to the binding energy (EB), the energy of the photon (h), and the work 

function of the material (Φ) in the following equation: 

𝐸𝐾 = ℎ −  𝐸𝐵 −    

 

Figure 9 – Schematic energy level diagram of a semiconductor, depicting the core 
orbitals, valence band (VB), conduction band (CB), Fermi level (EF), vacuum level (Evac), 

photon energy (h), binding energy (EB), kinetic energy (EK), band gap energy (EBG), 
work function (Φ) and electron affinity (EEA).13,14,17–20 
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Figure 10 – Schematic representation of the XPS experiment with a hemispherical 
electron energy analyser.14,15,18–20 

The binding energy of an electron is specific to the element and core orbital that the electron 

originated from before photoemission and is reported relative to the Fermi level of the material. 

XPS probes surface and near surface states giving information on element type and 

environment. XPS can also be used to determine the position of the valence band maximum 

(VBM), by first measuring the VBM spectra relative to the Fermi level and then determining 

the work function of the material, the value of the valance band vs the vacuum level can be 

calculated. The work function can be determined using the equation: 

 = ℎ − 𝐸𝑆𝐸𝐶 

where ESEC is the energy of the secondary electron cut-off (SEC). If the photoelectrons 

undergo multiple inelastic collisions before reaching the surface, the kinetic energy of the 

electron is affected, and the information associated with the electron’s origin is lost. These 

inelastically scattered electrons, known as secondary electrons, contribute to the background 

signal and are almost featureless. The secondary electron cut-off is where the secondary 

electrons have hardly enough energy to escape the surface, where kinetic energy is basically 

0 eV. Measuring the secondary electron cut-off is achieved by applying a bias to the sample, 
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this provides the secondary electrons with  an increase in kinetic energy, which means that 

they can reach the detector, also the applied potential shifts the SEC of the sample from that 

of the analyser.21–26 The SEC measurement must be calibrated to the applied potential, then 

the work function can be determined. Calculation of the VB position relative to the vacuum 

level is accomplished by addition of work function and VBM. 

XPS surface states for a number of carbon nitrides (CN-UT, CN-Precursor, CN-Time, and CN-

Temp) were measured by Prof. Rob Palgrave at University College London and was carried 

out with a two chamber Thermo Theta Probe spectrometer using a monochromated Al Kα X-

ray source (1486.6 eV) in constant analyser energy mode. X-rays were focused to a 400 

micron spot at the sample surface, which defined the analysis area. Sample charging was 

prevented by use of a dual beam flood gun. High resolution core line spectra were recorded 

at 50 eV pass energy, and survey spectra were recorded at 150 eV pass energy. Further XPS 

surface states and band structure determination for the CN-BA series of materials were 

performed at Stephenson Institute for Renewable Energy at the University of Liverpool, with 

help from members of Prof. Vinod Dhanak’s group; Holly Edwards, Dr Jose Coca-Clemente, 

Huw Shiel, Leanne Jones, and Hatem Amli. XPS core level spectra were measured using a 

Mg Kα (1253.6 eV) X-ray source operating at 144 W and a hemispherical PSP Vacuum 

Technology electron energy analyser, operating with a typical constant pass energy of 20 eV. 

A sputtered polycrystalline Ag sample was used for calibration, to determine the precision of 

the analyser. The secondary electron cut-off (SEC) at low kinetic energies was measured with 

the X-ray source operating at 9 W with an applied bias of 10 V between the sample and 

analyser, to separate the spectrometer response.  

All XPS spectra were fitted using CasaXPS software which fits spectra using a 

Gaussian/Lorentzian product function to approximate a Voigt function after Shirley background 

removal with a binding energy determination precision of ± 0.1 eV and all spectra were 

calibrated to an adventitious carbon peak of 284.6 eV. 

 



37 
 

2.3.8 Mott-Schottky (MS) Measurement 

The Mott-Schottky method is a type of impedance measurement which is often used for the 

determination of flat band potentials in semiconductors and involves measuring the differential 

capacity at a semiconductor-electrolyte interface.27–29  The Mott-Schottky equation is: 

1

𝐶2 =  
2

𝜀 𝜀0𝐴2𝑒𝑁𝐷
(𝑉 − 𝑉𝑓𝑏 −

𝑘𝐵𝑇

𝑒
) 

Where C is the capacitance, ε is the dielectric constant, ε0 is the permittivity of free space, A 

is the area, ND is the number of donors, V is the applied potential, Vfb is the flat band potential, 

kb is Boltzmann’s constant, T is the absolute temperature and e is the electronic charge. A 

plot of 1/C2 against V is known as a Mott-Schottky plot and usually provides a straight line. 

The direction of the slope of the data can be used to determine the nature of the semiconductor 

and the x-intercept gives the value of the Vfb.  A positive slope infers that the semiconductor 

is n-type and from the flat band potential, the conduction band position can be estimated, 

whereas a negative slope indicates the semiconductor is p-type and the valence band position 

can be approximated. Usually, these types of measurements are performed at a number of 

frequencies as the x-intercept should be frequency independent. However, the use of this 

equation is based on several assumptions, including; that the electrode behaves ideally, in 

that it is perfectly planar and contains no defects, there are no interfacial layers present, any 

impedance of different phases is negligible, among others.28–30 This method is widely used 

within the carbon nitride literature; however, this is not necessarily the most appropriate 

method for certain classes of materials, this is discussed in greater depth in Chapter 3 Section 

3.3.4.2. 
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Figure 11 – Representative ideal Mott-Schottky plot for an n-type semiconductor with a 
flat band potential of -0.8V vs NHE pH7 at 1, 2 and 3 kHz. 

Mott-Schottky measurements were carried out on a 3-electrode cell with a carbon nitride film 

as a working electrode, Ag/AgCl reference electrode and Pt mesh counter electrode. The 

working electrodes were prepared by drop-casting carbon nitride slurries onto fluorine-doped 

tin oxide (FTO). The FTO was first cut down to pieces approximately 2 cm x 1.2 cm and 

cleaned via sonication for 20 minutes, in acetone first, then ethanol and finally water. After 

drying with compressed air, the FTO pieces were placed, with the conductive side facing 

upwards, into a muffle furnace and dried at 400 °C (20 °C/min ramp rate) for 20 minutes. To 

keep the area of the working electrode the same, a 1 cm x 1 cm square was marked out on 

the FTO using epoxy to create a well for the slurries. Carbon nitride slurries were prepared by 

sonicating 20 mg carbon nitride in 1 mL acetone and 50 µL Nafion (5 wt% solution) for 20 

minutes, 200 µL of this slurry was deposited into the FTO wells. The electrodes were then left 

to dry overnight beneath a cover to prevent changes in air flow affecting the homogeneity of 

the films. Measurements were performed in aqueous solutions of 0.1 M KCl electrolyte and 

electrodes were soaked for 1 hour prior to purging with Ar for 30 min and setting up to measure. 

Mott-Schottky data was collected on a BioLogic SP300 workstation at room temperature, in 

the dark and inside a Faraday cage. Data was collected between -0.4 and 0.4 V vs Ag/AgCl 

pH 7 and 17 frequencies between 1 MHz and 10 mHz. The Bio-Logic software performs all 

calculations and gives the data in the form of the Mott-Schottky plot. 
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2.3.9 Steady-State Photoluminescence (PL) and Time-

Resolved Emission Lifetime Spectroscopy 

Photoluminescence or fluorescence occurs when an excited state relaxes back down to 

ground state via the recombination of photogenerated electron-hole pairs triggering emission 

of a photon of light.31–35 In a typical steady-state PL experiment, the equipment consists of a 

Xe lamp, which is used as an excitation source, a monochromator is used to filter the light to 

give an excitation source of a chosen wavelength and bandwidth, a sample chamber, for solid 

or liquid samples and a detector.31 To measure the PL emission, a wavelength and bandwidth 

is chosen with sufficient energy to excite the sample from the ground state to the higher energy 

excited state generating an electron-hole pair. When a material is excited to a higher energy 

excited state, emission occurs as an electron transitions to an empty lower energy state 

recombining with a hole, this emission can be radiative or non-radiative in nature. Radiative 

emission occurs when a photon or other form of electromagnetic radiation is emitted, non-

radiative emission usually leads to the emission of heat. Depending on the mechanism by 

which recombination occur, these photons have different energies, so PL emission yields a 

broad spectrum. Time-resolved emission lifetime spectroscopy can be used to determine the 

lifetimes of charges that decay via emissive pathways. Measurements involve excitation of the 

sample by a pulsed light source and then monitoring a single emission wavelength over a 

certain time-period after excitation has occurred. 

 

Figure 12 – A Jablonski diagram showing the ground, excited electronic and vibration 
states of a system. 17,34,36–38 

T1 = Triplet excited state

S1 = 1st Singlet excited state

S2 = 2nd Singlet excited state

S0 = Singlet ground state

A = Absorption

v = vibrational states

F = Fluorescence

IC = Internal Conversion

ESA = Excited State Absorption

P = Phosphorescence

ISC = Inter-System Crossing

T1

S1

S2

A

v =
2

1

0

v =
2

1

0

= v 
2

1

0

IC

IC

F

v =
2

1

0

P

ESA

ISC

S0



40 
 

Steady-State Photoluminescence (PL) and Time-Resolved Emission Lifetime Spectroscopy 

measurements were recorder on an Edinburgh Instruments FLS980-D2S2-STM 

spectrophotometer, equipped with a 450 W Ozone free Xe arc lamp, excitation and emission 

monochromators and a photomultiplier tube detector. Samples were prepared by sandwiching 

powders in a demountable quartz cuvette (130 µL). Steady-state photoluminescence spectra 

were collected in air by a single measurement with an excitation wavelength of 390 nm, 

monitoring between 410 and 700 nm (2 nm step and 0.1 s dwell time).  

Time-resolved emission lifetime spectra were obtained from time-correlated single photon 

counting measurements, in which a single wavelength is monitored over a certain time period. 

Spectra were acquired with a 371 nm pulsed laser diode (pulse period of 2 µs in air) between 

0 and 2000 ns and a stop condition of 10,000 counts. The monitored emission wavelength is 

specified for each sample in the figure heading.  

As the instrument has a certain electronic response time, the instrument response function 

(IRF) of the equipment must be determined by measuring the response of the instrument to a 

purely scattering solution. The IRF of the instrument was determined using a Ludox sample 

(aqueous dispersion of silica particles) under the same conditions as those used for the actual 

samples.  

The emission lifetime data was analysed using DecayFit software39 as this can be used to fit 

the emission decay to a number of exponential functions, taking the IRF into consideration. 

The lifetimes were determined by fitting the exponential decay to a multi-component 

exponential function: 

𝑦 =  𝑦0 + 𝐴1𝑒
−𝑥

𝜏1⁄  + 𝐴2𝑒
−𝑥

𝜏2⁄  +  𝐴3𝑒
−𝑥

𝜏3⁄ + ⋯ 

Where 𝑦0 is the y offset, τ is a lifetime and A is the amplitude of that lifetime and the number 

of exponentials used is dependent on the number of lifetimes present. 
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2.3.10 Transient Absorption (TA) Spectroscopy 

Transient absorption spectroscopy, also known as flash photolysis, is a pump-probe technique 

that can be employed to understand photogenerated charge carrier dynamics.40–43 The 

experiment involves probing a sample with a light source (probe) and measuring absorbance 

of the ground state sample, which is then photoexcited with a second light source (pump) and 

transient absorption, the difference between the absorbance of the ground and excited state 

samples, is measured as a function of both wavelength and time. The change in absorbance 

is measured by subtracting the absorption spectrum of the ground state from the excited state. 

TA spectroscopy allows both emissive and non-emissive states to be investigated and by 

altering the time delay between the pump and probe, the evolution of these photogenerated 

states can be studied.42 Generally a weak probe is used as its low intensity does not affect the 

population of the excited state and will avoid multiphoton/multistep processes during probing.40  

Depending on the probe source used, different sorts of information can be obtained.41,42 X-ray 

or extreme UV sources can be used to examine transitions between core and valence states. 

UV-visible-NIR probes can look at a number of transitions including band gap, sub-band gap 

and intraband transitions and can be used to study deeper trap states whereas mid-IR is 

sensitive to shallow states, whilst free charge states can be studied using Terahertz and 

microwave irradiation. Within this thesis, the focus is solely on diffuse reflectance TA kinetics 

of carbon nitride powders in the visible region 450-900 nm on the µs to s timescale. 

Typically, a TA spectrum is the sum of these 3 types of contributions: 

• Ground-state bleach – The sample has been excited, so the population of the ground 

state in the excited sample is lower than in the non-excited state, resulting in a 

negative signal.40,43 

• Stimulated emission – Upon excitation by the pump, stimulated emission occurs as 

the sample relaxes to the ground state. This emission occurs in the same direction as 

the probe photon, causing both to be detected, so results in a negative signal. This 

will only occur for optically allowed transitions and can occur at similar positions to 

those found in the fluorescence spectrum.40,43 
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• Excited-state and product absorption – Once excited by the pump, the sample can be 

excited to a higher excited state, which may lead to the generation of longer-lived 

excited states, e.g. triplet or charge separated states. This can lead to a positive 

signal.40,43 

 

Figure 13 – Schematic representation of microsecond TA system in diffuse reflectance 
mode. 

Diffuse reflectance microsecond TA spectra were measured using the set-up depicted in 

Figure 13 with the help of Dr Mark Forster. The set-up was used in diffuse reflectance mode 

as all measurements were performed on powder samples in air. First the sample is illuminated 

with a probe light, produced by a 75 W Xe lamp (OBB Corp.) focussed through a neutral 

density (50%) filter on to the sample. The reflected light is then focussed by a series of lenses 

to the entrance of the monochromator, which is used to select a specific wavelength to monitor. 

Once the light has passed through the monochromator, it reaches a filter before passing to 

the detector, this filter is used to prevent stray laser light from entering the detector. The optical 

density is measured by a Si Photodiode (Hamamatsu) and a homemade amplification system 

coupled to an oscilloscope (Textronix TDS 220) and data acquisition card (National 

Instruments NI-6221). TA experiments are based on measuring the change in optical density 

over time after a sample has been excited by a pump source. The 355 nm pump laser 

produced by a Nd: YAG laser (Continuum, Surelite I-10, 4-6 ns pulse width, 0.33 Hz, 200 µJ 

incident on slide) was transmitted via a light guide (0.5 cm diameter) and used to excite the 
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carbon nitride samples. Full spectra were collected by measuring the decays over 

microsecond-second timescales, every 50 nm between 450-900 nm and were averaged over 

100 laser pulses. Samples were prepared by sandwiching carbon nitride powder between two 

microscope slides. 

The TA spectra were analysed in Origin and the lifetimes of states were determined by fitting 

the exponential decay to a multi-component exponential function: 

𝑦 =  𝑦0 + 𝐴1𝑒
−𝑥

𝜏1⁄  + 𝐴2𝑒
−𝑥

𝜏2⁄  +  𝐴3𝑒
−𝑥

𝜏3⁄ + ⋯ 

Where 𝑦0 is the y offset, τ is a lifetime and A is the amplitude of that lifetime and the number 

of exponentials used is dependent on the number of lifetimes present. 

2.3.11 Fourier Transform (FT) and Kerr-Gated (KG) Raman 

and Time Resolved Resonant Raman (TR3) 

For some materials it can be difficult to obtain good Raman spectra, this is due to the Raman 

signal being very weak and can be obscured by strong emission. 44–56 This is because of the 

lasers that are used for Raman experiments lie within the visible region causing excitation, 

leading to strong fluorescence when the material relaxes.  Probing in the NIR region where 

electronic absorption and emission transitions do not occur can be an effective approach for 

avoiding emission. FT-Raman utilises near-IR lasers (1064 nm) and an interferometer which 

greatly reduces the effects of emission. However, the use of NIR lasers means that it cannot 

utilise the resonance effect, so suffer from low sensitivities.50,54,57,58 

Another method which can be used to block the emission is to employ a gating system. Kerr-

gated Raman can employ visible wavelength lasers, taking advantage of the resonance 

enhancement effect, increasing Raman scattering.56,58 Furthermore, a Kerr-gate can be used 

to effectively block emission due to the different lifetimes of emission and Raman scattering 

signal upon excitation, typically Raman scattering occurs instantaneously, whilst emission 

occurs over longer timescales.51–55 Figure 14 and Figure 15 show a schematic representation 

of the Kerr-gated Raman and TR3 set-up, the Kerr-gate consist of a Kerr-medium (CS2), a 
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polariser and a cross-polariser. A high energy laser pulse, or gate pulse can be used to induce 

a transient anisotropy in the Kerr-medium for a brief time (~4 ps), during which any light 

propagating through this medium can be polarised. 46,47,51,53–55,58,59 

 

Figure 14 - Schematic representation of Kerr-gated Raman Spectroscopy experimental 
set-up, adapted from the Central Laser Facility website 
https://www.clf.stfc.ac.uk/Pages/Kerr-Gated-Raman-Spectroscopy.aspx and applicable 
publications.47,51,59 

The sample is illuminated with a monochromatic probe pulse (630 nm) to induce Raman 

scattering, which is them polarised by the first polariser. When correctly timed with the gate 

pulse, the Raman signal can propagate through the Kerr-medium and is polarised, rotated 90° 

with respect to its original polarisation and can pass through the cross-polariser to the detector. 

The slower emission, however, passes through the Kerr-medium without being rotated, so 

when it reaches the cross-polariser it is blocked from reaching the detector.46,51 

 

Figure 15 - Schematic diagram of the Kerr-gate, where: S – sample, L1 – L6 – lenses, 
F1, F2 – cut-off filters, P1, P2 – polarisers, CS2 – the Kerr cell filled with carbon 
disulphide. 59 

Time-resolved resonance Raman (TR3) belongs to the pump-probe family of techniques and  

can yield both structural and kinetic information about the excited material.46,51,53,56,60 It uses a 

pump pulse to excite the material and an appropriately timed probe pule to produce Raman 
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scattering of the excited sample, so it can be used to gain structural information of the excited 

material at different time delays. However, due to the use of a pump and a probe pulse, it can 

lead to excitation to emissive states, causing greater emission, therefore a Kerr-gate can be 

employed to reject this emission and obtain high quality temporally resolved resonance Raman 

data.46,53,60 The Kerr-gate effectively blocks the emission signal from the pump and probe 

pulses and any Raman signal generated by the pump pulse as these signal are not rotated by 

the Kerr-medium and are blocked by the polariser. 

To the best of our knowledge Kerr-gated Raman or TR3 have not previously been reported for 

carbon nitride samples. FT- Raman, KG Raman and TR3 experiments were performed at 

ULTRA laser facilities at the Central laser Facility (CLF), STFC, Rutherford Appleton 

Laboratories, with the help of Dr Igor Sazanovich and Dr Gaia Neri. 

FT-Raman was performed on a BRUKER MultiRAM, IRFS27 at the CLF equipped with a 1064 

nm laser. Powder samples were loaded into well sample holders for measurements. KG 

Raman and TR3 were performed on purpose-built equipment, depicted in Figure 15, driven by 

the picosecond arm of the ULTRA laser system.59  

Raman scattering of the sample, S, was induced by a 630 nm laser pulse (4 mW, 10 kHz, 1ps) 

with a spot size of 75 x 75 µm and excitation of the sample was achieved using a 400 nm 

pump pulse (5 mW, 1 kHz, 2 ps) with a spot size of 100 x 100 µm, which were focussed on to 

the sample with L1. Raman and fluorescence signal are collimated with L2 and then passed 

through the long pass filter F1, which acts to block Rayleigh scattering, before reaching the 

Kerr-gate. The Kerr-gate consists of a Kerr-medium (2 mm path length quartz cell filled with 

CS2) and a vertical entrance polariser P1 and a horizontal vertical polariser P2 (25 mm 

aperture, Halbo Optics PS25). Activation of the Kerr-gate was achieved using a gating pulse 

(800 nm, 250 µJ, 2 ps, 2.4 W, 10 kHz), which  was produced by a ps arm of the ULTRA Laser 

System61 and was polarised at 45 ° with respect to the polarisers and was focused onto the 

Kerr-medium using L3. Collimated light passes through P1 and is then focused by L4 onto the 

Kerr-medium, which then rotates the collimated light. The rotated Raman (and non-rotated 

fluorescence) is then collected by L5 and collimated to pass through polariser P2, which blocks 

the fluorescence and allows the Raman to pass through, where it can be filtered by the short 
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pass-filter F2 before being focussed into the entrance slit of the spectrograph (Shamrock 303i, 

Andor) equipped with a CCD camera (iDus DU-420A-BU2, Andor). To make sure that the Kerr-

gate allows only the Raman scattering to reach the detector, the gating and probe pulses must 

be precisely timed, this was done using an optical delay line comprising a hollow retroreflector 

and a motorized linear stage (IMS-600LM from Newport, 600 mm travel range).  

Spectra were collected and averaged over 3 repeats, each with an acquisition time of 20s and 

were collected at different probe (2 delays, -100 and 0 ps) and pump delays (47 delays 

between -100 and 2800 ps) relative to the gating pulse. The Raman shift was calibrated by 

comparing spectra obtained for toluene and acetonitrile. Due to the set-up of the system, 

measurements were only performed over a certain range, so Raman spectra were collected 

over two regions, 100-1500 cm-1 and 1260-2400 cm-1. 

Samples were prepared by sandwiching powders between two CaF2 windows with a 300 µm 

spacer and loaded into a Harrick cell which was purged with N2 for about an hour before 

measurements were taken. Sample powders were measured in reflectance and Raman 

spectra was collected under rastering conditions.  

The KG was successful in removing the majority of the emission from the Raman signal, but 

there was still some emission presence in the data, however this could be easily removed by 

baseline correction using the data collected from measurements when the probe laser was set 

to a negative delay. However, there was an issue which arose for some of the materials in the 

barbituric acid series of materials, as the probe laser slightly overlapped with the UV-Vis 

absorption spectra. This could not be removed by emission subtraction. Instead, this data was 

baseline corrected by a subtraction of a single point in the Raman spectra baseline.  

The lifetimes of excited states were determined by fitting the emission and Raman bleach 

kinetics to a multi-component exponential function: 

𝑦 =  𝑦0 + 𝐴1𝑒
−𝑥

𝜏1⁄  + 𝐴2𝑒
−𝑥

𝜏2⁄  +  𝐴3𝑒
−𝑥

𝜏3⁄ + ⋯ 
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Where 𝑦0 is the y offset, τ is a lifetime and A is the amplitude of that lifetime and the number 

of exponentials used is dependent on the number of lifetimes present. Further processing and 

analysis of the data is discussed in the Chapter 3. 
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2.4 Photocatalytic Testing 

Photocatalytic testing, for both H2 production and CO2 reduction, was performed on one of two 

set-ups:  

• A Xe lamp set up, allowing for testing of up to 2 experiments at a time.  

• A high throughput set-up, allowing up to 10 experiments at once. 

Typically, a suspension of the photocatalyst, 1 mg of photocatalyst per 1 mL of solution, was 

placed under illumination for several hours before analysis of gaseous and liquid products via 

gas and ion chromatography. The solutions used in most cases contained a sacrificial reagent 

(a hole scavenger) as this allows for investigation of just the reduction reactions. 

Gases evolved (H2 and CO) were detected by an Agilent technologies 6890N instrument 

equipped with a pulsed discharge detector (D-3-I-HP, Valco Vici) and a 5 Å molecular sieve 

column (ValcoPLOT, 30 m length, 0.53 mm ID) with N6 Helium as the carrier gas (5 mL/min). 

Quantities of gas were calculated using calibrant gas (~500 ppm H2, 200 ppm CH4 and 200 

ppm CO, with CO2 balance gas). In this work quantity of CH4 has not been reported as we do 

not have an accurate method for methane detection. 

Detection of formate and other liquid products was attempted using Ion Chromatography (IC). 

Measurements were performed on an Eco IC set up for the detection of anions. The column 

used was a metrosep A sup 5-150/4 with a metrosep A sup 5 guard/4.0. The eluent used was 

3.8 mM potassium carbonate and 1.2 mM potassium bicarbonate. Regeneration was 

performed using a solution of 350 mM sulphuric acid and 100 mM oxalic acid with 5% acetone. 

Solutions were pumped at a rate of 0.7 mL/min, pressure of 7.3 MPa and conductivity of ca. 

16.17 μS.cm-1.  

Isotopic labelling experiments were performed using a similar procedure to the typical Xe lamp 

experiments in which the photocatalyst was placed in a hole scavenger containing solution in 

a concentration of 1 mg/mL and then illuminated with visible light for 4-24 hours. The only 

variation from the typical photocatalysis procedure was the way in which the suspensions were 

purged; samples were first purged with N2 for 30 minutes and then purged with 13CO2 for 
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several minutes before being placed under illumination. The headspace of the experiment was 

sampled using a gas syringe, the sample was then injected into a special made pre-purged 

cell and the FTIR spectra was measured at a resolution of 0.5 cm-1 and averaged over 200 

accumulations. The cell used for FTIR measurements consisted of a tube with CaF2 windows 

attached to either end and a septa port for purging and sample injection. 

2.4.1 Xe Lamp Photocatalysis 

In a typical experiment, 2 mg of photocatalyst was dispersed in 2 mL solution in either a 4 mL 

glass vial sealed with a PTFE/Silicone septa cap or a 4 mL quartz cuvette with added 

headspace sealed with a rubber septum, unless stated otherwise. Systems were purged with 

Ar/N2/CO2 for 30 minutes prior to photocatalytic testing. The tests were carried out using a 300 

W Xe lamp (Newport) with a 375 nm long pass filter or a KG1 filter, unless stated otherwise, 

and solutions were kept under constant stirring to maintain a suspension (Figure 16 and Figure 

17). The light intensity incident on the vial/cuvette was measured with an optical power meter 

and a thermal sensor (Thorlabs). Typically, experiments were carried out at ~100 mW cm-2 

unless stated otherwise and the average temperature under illumination was about 34 °C. 

 

Figure 16 - Schematic of Xe lamp set-up - (a) side view and (b) top view. 

(a) 

(b) 
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Figure 17 – UV-Vis transmission spectra of the 375 nm long pass and KG1 filters. 

2.4.2 High Throughput (HT) Photocatalysis 

Within this project, a large number of materials were synthesised, all of which required 

photocatalytic testing. The original Xe lamp set-up allowed for only 2 tests to be performed at 

any one time, so due to the time constraints of the project, a quicker screening method was 

necessary. This led to the development of a high throughput (HT) screening system (Figure 

19). The HT set-up consists of an array of 20 gallery white visible light (~450-720 nm, Figure 

18) LEDs (LED Engin. LZ9-M0GW00-0030) mounted onto a large heat sink, providing 10 

testing positions. A roller bed was used to keep the system constantly stirring, to maintain a 

suspension and a system height was chosen to provide a light intensity of ~ 100 mW cm-2 

incident on the glass vial. Due to heating of the LEDs the temperature beneath the LEDS was 

controlled using air-conditioning and fan-assisted cooling. 

 

Figure 18 – HT set-up LED spectral output. 
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Figure 19 - (a) photograph of HT system and schematic of HT set-up (b) top view and 
(c) side view. 

 

Fans 

Roller bed 

LEDs 

(a) 

(b) 

(c) 
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In a typical experiment, 2 mg of photocatalyst was dispersed in 2 mL solution in a 4mL glass 

vial sealed with a PTFE/Silicone septa cap. The system was purged with Ar/N2/CO2 for 30 

minutes prior to photocatalytic testing. The light intensity incident on the glass vial was 

measured with an optical power meter and a thermal sensor (Thorlabs). Experiments were 

carried out at ~100 mW cm-2. 

During development of the high throughput system, the set-up took several forms before 

settling on the format shown in Figure 19. Once built, the conditions under each LED position 

were measured and compared. Measurements of temperature and light intensity were 

measured every 1-2 hours over the course of 8 hours of illumination over several days. 

Furthermore, a carbon nitride photocatalyst was chosen to test at each LED position for H2 

evolution in the presence of 10 mM ethylenediaminetetraacetic acid disodium salt (EDTA) and 

H2PtCl6 (8 wt% solution), for in-situ 1 wt% Pt loading. Experiments were performed on four 

consecutive days, to obtain error bars for each position. This was done to understand how 

variations in conditions effected the photocatalytic activity of a material.  

 

Figure 20 - Rate of H2 evolved in µmol per gram of photocatalyst per hour for 2 mg of 
photocatalyst in 2 ml 10 mM EDTA with 1 µl H2PtCl6 (8 wt%) over 4 hours visible light 
irradiation at ~100 mWcm-2 in a glass vial, at each LED position, tested on the screening 
set-up. With average light intensity and temperature measured at each LED position 1-
10 (red), compared with experiments performed on the Xe lamp (blue) around the same 
time. 

Figure 20 shows the rate of H2 evolution for a carbon nitride (CN-BA(5)) tested at each LED 

position on the high throughput screening system, compared with the Xe lamp set-up and the 

average light intensity and temperature determined for each position. The numbered positions 

refer to the LED position on the high throughput system shown in Figure 19 (b). The measured 
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photoactivities, light intensity and temperature seems to differ significantly between LED 

positions and experiment runs. Normalisation to temperature or light intensity did not help 

minimise variations across the array, this is likely due to the effect on photocatalytic activity 

not following linearly with changes in temperature and light intensity. To ensure that the 

variation across the array was not due to errors in weighing small quantities of samples a 

larger amount of photocatalyst was used in the same volume of solution (Figure 21). It was 

found that increasing the amount of photocatalyst did not improve variations between LED 

positions and only yielded a decrease in the photoactivity, due to an increase in photocatalyst 

concentration leading to reduced light transmission through the sample. Attempts were not 

made to increase the similarity between LED posititions as the set-up performed to a level that 

was acceptable for screening experiments. To reduce the effect of LED position, experiments 

were done in duplicate, placing an experiment randomly on positions 1-5 with the other placed 

randomly on positions 6-10. Once fully set up and evaluated, the HT photocatalytic testing 

system allowed for testing of around 250 photocatalyst experiments, which were carried out in 

duplicate, in 1 year of the PhD. 

 

Figure 21 - Rate of H2 evolved in µmol per gram of photocatalyst per hour for 2 and 10 
mg of photocatalyst in 2 ml 10 mM EDTA with H2PtCl6 (8 wt%) over 4 hours visible light 
irradiation at ~100 mWcm-2 in a glass vial, at each LED position, tested on the screening 
set-up. 
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3.1 Introduction 

As of 15th January 2021, when using the search term “carbon nitride” on SciFinder, over 24,000 

papers are available. Figure 22 shows a plot of the number of publications on carbon nitride 

per year and it can be seen that the number of publications has been rising exponentially since 

around 2010. This introduction does not aim to be an exhaustive literature review of all the 

papers published in carbon nitride, instead it aims to give an overview of key properties of 

carbon nitride materials and their applications in photocatalysis. 

 

Figure 22 - Plot of number of publications per year when searching the term “carbon 
nitride” on SciFinder. Data collected on 15th January 2021. 

3.1.1 History 

In principle, carbon nitride refers to any material composed of only carbon and nitrogen and is 

thought to be one of the oldest known synthetic polymers. The first synthesis of a polymeric 

carbon nitride, was reported in 1834 by Berzelius and termed melon by Liebig (Figure 24 (a)).1–

8 However, at that time, it was not possible to characterise the material due to its very low 

solubility in water and organic solvents.9–11 In 1922 Franklin first introduced carbonic nitride 

(C3N4) which was proposed to be the final de-ammonation product of melon.12 A heptazine 
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based structure for similar carbon and nitrogen containing materials was first proposed by 

Pauling and Sturdivant in 1937.13 Then 3 years later in 1940, Redemann and Lucas assigned 

this heptazine based structure to melon.14 Research on carbon nitride then slowed until, in 

1989, Cohen et al calculated that a tetrahedral carbon and nitrogen material (beta-CN) would 

have a bulk modulus comparable to diamond (β-C3N4 - 4.27 Mbar and diamond - 4.43 Mbar).15 

He also suggested that it could be synthesised from amorphous carbon nitride at high 

temperature and pressure, much like diamonds synthesis from graphite. After these studies, 

many groups attempted to synthesise this ultrahard material. In the years that followed there 

were many attempts to synthesise ultrahard carbon nitride, ultimately leading to the formation 

of amorphous materials with low nitrogen contents.16–20 In 1996, Teter and Hemely 

investigated 5 allotropes of carbon nitride; α-C3N4, β-C3N4, cubic, pseudo-cubic and graphitic 

(Figure 23 (a-e)).21 First principle calculations of these allotropes determined graphitic-carbon 

nitride, based on triazine units, to be the most stable. (graphitic > α-C3N4 > β-C3N4 > cubic > 

pseudo-cubic). 

 

Figure 23 -Representation of (a) β-C3N4, (b) α-C3N4, (c) graphitic, (d) pseudo-cubic and 
(e) cubic structures taken from reference 21.  

(a) (b) (c) 

(d) (e) 



59 
 

In 2002 Kroke et al studied trichloro-tri-s-triazine experimentally and calculated total energy 

values for a number of different triazine and tri-s-triazine based carbon nitride materials (Figure 

24).10 They determined that materials based on tri-s-triazine repeating units are lower in 

energy and therefore more favourable than triazine based materials at ambient conditions. 

They proposed that graphitic carbon nitride consist of sheets of highly ordered tri-s-triazine 

moieties connected through planarized tertiary amino groups and suggested that many carbon 

nitrides published in the literature at that time were based on this structure. 

 

Figure 24 – Fully condensed graphitic carbon nitride structure based on  (a) triazine and 
(b) tri-s-triazine repeating units.10 

Further computational studies have examined different structures for graphitic carbon nitride. 

In 2008, Deifallah et al looked at 3 different structures of graphitic carbon nitride studying 

stability of the planar structure over the buckled conformation.22 The 3 carbon nitrides differed 

in the repeating and bridging units, structures of which can be seen in Figure 25. They 

determined that a single sheet of carbon nitride based on heptazine repeating units is most 

stable in a buckled conformation and stability in this form stems from a reduction in steric 

repulsion between the heterocyclic nitrogen lone pairs. A later study published in 2012 

examined all 7 carbon nitride phases, based on the 5 materials studied by Teter and Hemely, 

and the 3 models of graphitic carbon nitride studied by Deifallah et al, and gave further proof 

of the stability of heptazine based carbon nitride over other phases.23 

(a) (b) 
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Figure 25 - Structures of (a) orthorhombic triazine, (b) hexagonal triazine, (c) hexagonal 
tri-s-triazine and buckled conformation of the tri-s-triazine based structure taken from 
reference 23 and nomenclature taken from reference 22.  

In 2007, Lotsch et al, confirmed experimentally the structure of Liebig’s “melon” to be made 

up of linear heptazine based polymers.7 They stated that melon is composed of layers made 

up from infinite 1D chains of NH bridged melem monomers. The strands adopt zig-zag type 

geometry and are tightly linked by hydrogen bonds giving 2D array. They also encouraged, 

the re-evaluation of accepted paradigms about the structure of so-called graphitic carbon 

nitride, g-C3N4, and hypothesised that many materials synthesised at the time were in fact 

polymers similar to melon. 

3.1.2 Structure and Formation 

Over 180 years there have been a wide range of reports for the synthesis of graphitic carbon 

nitride using a broad array of nitrogen rich organic precursors which have led to the formation 

of very different materials that are all referred to using the umbrella term “graphitic carbon 

nitride” or “g-C3N4”. Ideally this g-C3N4, is analogous to graphite, possessing 2D stacked 

sheets, consisting solely of N and C, however most of the reported materials contain small 

amounts of hydrogen, indicating incomplete condensation of precursors and the presence of 

surface defects.24 The structures of the materials are based on tri-s-triazine repeating units, 

bridged via planar tertiary amino groups, creating large graphitic sheets of carbon nitride 

terminated by primary/secondary amine groups, held together by weak van der Waals 

forces.2,5,30–39,8,12,24–29 In terms of the work presented here, carbon nitride refers to the bulk 

(a (b (c

(d
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graphitic carbon nitride (CxNyHz or CN), which has a structure that lies somewhere in between 

melon and fully polymerised tri-s-triazine based sheets.7,40,41 

 

Figure 26 - Scheme of condensation of common precursors to fully condensed 
graphitic carbon nitride.6,7,11,36,42–44 

These materials can be synthesised relatively easily via thermal condensation of nitrogen rich 

organic precursors, in air or under a nitrogen atmosphere.2,12,28,30,31,37,39,40,45,46 Precursors can 

include cyanamide, dicyandiamide, urea, thiourea and melamine. Formation of graphitic 

carbon nitride proceeds via polyaddition and polycondensation of nitrogen rich organic 

precursors at about 240 °C, after which melamine-based products are formed. Condensation 

of these products via concomitant loss of ammonia leads to production of melam, which 

undergoes further rearrangements to form melem at around 390 °C. Polymerisation of melem 
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leads to the formation of melon chains, which can fuse and further condense at temperatures 

above 520 °C to form sheets of so-called “graphitic carbon nitride”. Above 600 °C it becomes 

unstable and it fully decomposes at temperatures above 700°C.2,6,11,36,44,47 

3.1.3 Properties 

One of the main reasons that it has taken such a long time to gain a better understanding of 

carbon nitride structures is due to the materials being generally chemically inert. Most reported 

carbon nitrides are stable in both acidic and basic media across the full pH range, are insoluble 

in practically all solvents and are thermally stable up to 600 °C.2,12,26,48 These properties alone 

mean that is has wide applications in heterogeneous catalysis.24 

The choice of precursors and condensation methods can lead to the synthesis of very different 

materials with a wide range of reported band gaps. Typically, bulk carbon nitride is reported 

as an n-type semiconductor with an indirect band gap of around 2.7 eV, which lies just within 

the visible region, allowing for absorption of wavelengths >460 nm.2,24,30,31,38,49–51 

The band structure of carbon nitride has been determined by Antonietti and co-workers via 

density-functional theory (DFT) calculations26 and experimental measurements using both the 

Mott-Schottky method50 and measuring the onset of photocurrent52. The exact band structure 

is again dependent on precursors and calcination conditions, but generally carbon nitrides 

have been reported to have a conduction band (CB) and valence band (VB) straddling the 

water redox potentials, meaning it can facilitate overall photocatalytic water splitting and also 

CO2 reduction. It has been determined computationally that the VB is made up of N pz orbitals, 

whilst the CB is made up of primarily of C and N mixed pz orbitals 26,53–56 
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Figure 27 – Reported band structures of carbon nitride obtained via different methods. 
All potentials were converted to a common reference electrode and pH.26,50,52 The 
carbon nitrides were both synthesised via calcination of dicyandiamide at  550 °C for 4 
hours. 

3.1.4 Photocatalysis 

Carbon nitride is a very promising material in the field of photocatalysis due to it; (1) being 

synthesised via low cost and facile methods; (2) having relatively good stability; (3) having a 

suitable electronic structure which should allow for conversion of a wide range of molecules 

(4) being rich in nitrogen with terminating amine groups which are promising for CO2 activation; 

(5) having a 2D structure which can facilitate electron transfer to the surface due to shorter 

diffusion lengths; (6) having a highly tuneable structure which can be easily achieved by 

changing synthesis methods and precursors.2,5,33–39,8,12,27–32  

The first instance of a carbon nitrides use as a photocatalyst was in November 2008 when 

Wang et al reported its activity towards H2 evolution.26 They reported a carbon nitride 

photocatalyst capable of performing H2 evolution in 10% triethanolamine (TEOA) under visible 

light illumination (>420 nm) and materials were found to be stable after several cycling 

experiments. Materials were also tested without Pt but found that activity on the bare material 

fluctuated and varied between batches, while this did not occur when Pt was used as a co-

catalyst. They tested the carbon nitride with several hole scavengers; methanol (MeOH), 

ethanol (EtOH) and ethylenediaminetetraacetic acid (EDTA) and found H2 was produced in 

the presence of all scavengers, but the highest activity was obtained when using TEOA. They 

determined that H2 evolution proceeded via light absorption by measuring the volume of H2 

produced under specific wavelengths of light and found the trend in activity at each wavelength 
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matched well with the UV-Vis spectra. Also, it was found that the material was capable of 

photocatalytic O2 evolution with RuO2 as a cocatalyst in the presence of AgNO3 under visible 

light.  

A few months later in January 2009, the same group reported a mesoporous carbon nitride 

synthesised using cyanamide with different ratios of a silica template, leading to materials with 

larger surface areas.57 They found using greater amounts of the template led to increased 

surface area, but only an initial increase in photoactivity for the lowest quantity of template was 

observed when tested with a Pt co-catalyst, in the presence of a scavenger and under visible 

illumination (>420 nm). A decrease in activity with greater quantities of templates used was 

attributed to an increase in defects. 

Carbon nitride was first explored for and found capable of CO2 activation in 2006, but it wasn’t 

until November 2011, that the first report of photocatalytic CO2 reduction over carbon nitride 

was published by Dong and Zhang.58,59 They reported melamine based carbon nitrides 

capable of reducing CO2 to CO in the presence of water vapour under visible illumination (>420 

nm), though they gave no data on control or isotopically labelled experiments, confirming the 

carbon source. 

In January 2013, Mao et al used urea and melamine based carbon nitride as photocatalyst 

suspensions in sodium hydroxide producing liquid carbon products under visible illumination.60 

They found that depending on the precursor used the relative quantities of products differed. 

Whilst the urea-based carbon nitride was capable of producing ethanol and methanol as the 

major product, the melamine-based material selectively produced ethanol with only trace 

amounts of methanol formed. Control experiments in the absence of photocatalyst, light or 

CO2 showed no appreciable activity, but again no isotopic labelled experiments were 

performed. Three months later, carbon nitride was reported as a co-catalyst on red 

phosphorus for enhanced photocatalytic CO2 reduction.61 The hybrid red phosphorus/carbon 

nitride catalysts with Pt co-catalyst under illumination in the presence of water vapor showed 

greater activity for CO2 reduction to CH4 than the singular materials. Though again no control 

experiments were shown to confirm if the activity was real. 
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The first report of full control and isotopic labelling experiments being performed to confirm the 

source of the carbon product was by Maeda et al.62 In August 2013 they reported a 

mesoporous carbon nitride photocatalyst combined with a ruthenium complex (cis,trans-

[Ru{4,4’- (CH2PO3H2)2-2,2’-bipyridine}(CO)2Cl2]) for CO2 reduction to HCOOH and CO. 

Photocatalyst suspensions were tested in acetonitrile (MeCN) and TEOA (4:1 v/v) solutions 

under visible illumination (>400 nm) and were found to produce H2, CO and HCOOH as the 

major product. Control experiments showed no activity towards CO2 reduction in the absence 

of the photocatalyst, co-catalyst or CO2 and only small quantities were observed without a hole 

scavenger present. Isotopic labelling experiments with 13CO2 were conducted and confirmed 

that almost all HCOOH and 87% of the produced CO originated from the labelled CO2. 

 

Figure 28 - Image taken from online publication graphical abstract of reference 62, 
depicting a carbon nitride particle combined with a ruthenium complex performing CO2 
reduction under visible illumination in the presence of a sacrificial donor. 

One thing that remains an issue for pristine bulk carbon nitride is that its efficiency is limited 

due to reduced absorption in the visible range and fast recombination of photogenerated 

charges.2,5,32–39,63,8,12,24,27–31 Many strategies have been undertaken to improve photocatalytic 

activity, which are discussed in greater depth in Chapter 4, while within this chapter the 

modification of the electronic structure of carbon nitride materials is explored. 

3.1.5 Electronic Structure Modification 

Doping carbon nitride materials in-situ or post-synthesis with various elements or impurities 

can be an effective method for electronic modification which can lead to enhanced 

photocatalytic activity.2,8,33,35,37,64 Often it can be employed to extend photo-adsorption further 

into the visible region, adjusting band positions and can be used to introduce certain 

functionalities to improve photocatalytic activities. 
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3.1.5.1 Element Doping 

Many non-metal atoms have been used as dopants in carbon nitride including, H48,65–68, S69–

73, C50, O74,75, B76 77, F78 76, Cl78, I78, Br78, P77,79,80. Generally non-metal atoms dope via 

substitution of C or N atoms within the carbon nitride skeleton and can be achieved by addition 

of the heteroatom containing material into precursor mixtures and calcining.35,71,72,79–85 

In 2014, Zhang et al found that doping carbon nitrides with halogens could be accomplished 

by calcining mixtures of dicyandiamide with ammonium halogen salts.78  This led to increased 

and slightly extended light absorption via addition of impurity energy levels above the valence 

band giving enhanced photoactivity.  

Many methods designed for increasing surface area, both acid washing, thermal exfoliation 

and templating can often lead to doping.79  Protonation of carbon nitride is most easily 

achieved by acid washing which also leads to increased surface areas and larger band gaps, 

but overall give higher levels of photoactivity.48,65 Calcination under an atmosphere of air, NH3, 

N2 and H2S are proven to be effective methods of O, N or S doping.69,75 Even washing in acids, 

such as sulphuric acid or phosphoric acid has led to sulphur and phosphorus doping.72,86,87 

Also the use of ionic liquids such as BmimBF4 and BmimPF6 have been used as soft templates 

during precursor calcination resulting in B/F and P doping, respectively.76,79 

Carbon doping is most commonly achieved by molecular doping which can also introduce 

additional functionalities and extend light absorption.88–92 Nitrogen doping and amine 

functionalisation has also been used to increase the amount of amino groups in carbon nitride 

which are essential for CO2 adsorption and activation, leading to enhanced photocatalytic CO2 

reduction.93–96 

Metals such as  Zn97, Fe98,99, Na100,101, K100,102, Ca100, Mg100, Mn103,104, Co105–107, Mo107,108 and 

Ti109 have also been explored as dopants for carbon nitride and have been found to improve 

photocatalytic activity. Some have reported that carbon nitrides are able to be doped with 

metal atoms due to the structures containing large pores with multiple lone pairs that could co-

ordinate with the metal atoms.97,110 They have also been found to improve charge mobility 

within materials. 



67 
 

3.1.5.2 Co-polymerisation or Molecular doping 

As mentioned in the previous section co-polymerisation has shown to be an effective way of 

improving photocatalytic activity. The incorporation of other aromatic and aliphatic molecules 

pre- or post- synthesis can be used to dope atoms or structures into carbon nitride materials. 

There have been many reports that by co-polymerising typical carbon nitride precursors with 

other organic molecules has led to enhanced photocatalytic activity. Reports include the use 

of barbituric acid (BA)50,91,118–125,92,111–117, phenylurea89,  terphtalaldehyde126, p-nitrobenzoic 

acid127, cyanuric acid124, 3-aminothiophene-2-carbonitrile128,129, diaminomaleonitrile129, 2,4,6-

triaminopyrimidine130, 2,4-diamino-1,3,5-triazine131, 2,4- diamino-6-methyl-1,3,5-triazine131, 

2,4-diamino-6- phenyl-1,3,5-triazine131,   2-aminobenzonitrile88,129,132 and nucleobases90,133  

among many other aromatic species. 

In some cases the copolymerisation of these organic molecules has led to the production of 

materials with increased carbon content, decreased band gap, decreased photoluminescence 

emission, increased photocurrents or Nyquist plots with significantly decreased diameters, 

which all infer materials with extended visible light absorption and improved charge 

generation/separation which gave improvements in photoactivity over the bulk carbon 

nitride.50,88,133,89–92,111,112,122,128 
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3.2 Aim of Work 

Within this project a range of carbon nitrides have been synthesised to investigate how 

variations in calcination conditions and precursors effect the produced materials, not just how 

these conditions affect structure but also its knock-on effect on photocatalytic activity. This 

chapter focuses primarily on characterisation and baseline photocatalytic testing for H2 

evolution. The ultimate aim of this work was to combine these carbon nitrides with molecular 

catalysts for enhanced photocatalytic CO2 reduction, which is discussed in detail in Chapter 

4. Therefore, detailed characterisation is required to allow for targeting of carbon nitrides with 

suitable properties to enable modification with a co-catalyst, for example CB position. 

 

Figure 29 - Scheme of carbon nitride synthesis. 

 The routes that have been explored are as follows: 

• Co-polymerisation with barbituric acid 

o Dicyandiamide and different quantities of barbituric acid (CN-BA) 

• Variation of precursor and/or ratios of precursors 

o Dicyandiamide, melamine, urea and thiourea (CN-Precursor) 

o Mixtures of different ratios of urea and thiourea (CN-UT) 

• Variation of calcination conditions 

o Calcination temperature; 500, 550 and 600°C (CN-Temp) 

o Calcination time; 2, 4, 6, 8 and 10 hours (CN-Time) 
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Copolymerisation of typical carbon nitride precursors or bulk carbon nitride with various 

aromatic molecules has been proven as an effective method for enhancing photocatalytic 

activity.50,88,115–124,89,125–133,90–92,111–114 The first compound used for copolymerisation with any 

carbon nitride precursor was barbituric acid in 2010.50 Wang and co-workers synthesised a 

series of carbon nitrides by mixing DCDA with different amount of BA. They stated that in 

principle, the “barbituric acid can be directly incorporated into the classical carbon nitride 

condensation scheme” (Figure 30 (a)).  

 

Figure 30 – Images taken from reference 50. (a) proposed scheme for copolymerisation 
of DCDA and barbituric acid at high temperature. (b) UV/Vis diffuse reflectance spectra 
of carbon nitride and barbituric acid samples, arrow indicates the increasing amount of 
barbituric acid in the samples. (c) Mott-Schottky derived band structures for the g-C3N4 
and CNB 0.2 samples.  

The resultant materials showed trends with the quantity of barbituric acid used; with increasing 

amounts of barbituric acid used, the materials carbon content increased. Diffuse reflectance 

ultraviolet-visible (UV-Vis) spectroscopy showed extended absorption into the visible range, 

which in turn led to increased photocurrent and electrochemical impedance spectroscopy 

showed enhanced charge separation. Using the Mott-Schottky method in combination with the 

UV-vis band gap they were able to elucidate the band structure of two of the materials (Figure 

(a) 

(b) (c) 
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30 (c)). The materials were tested for photocatalytic H2 evolution under UV and visible 

illumination, in the presence of TEOA hole scavenger and chloroplatinic acid (H2PtCl6) for in-

situ Pt deposition. It was found that copolymerisation with barbituric acid resulted in enhanced 

photoactivity for hydrogen evolution, but only up to a certain level of barbituric acid used; past 

it, activity decreased significantly which was taken to be due to excessive doping introducing 

recombination centres and hindering activity. 

The materials synthesised in this work were synthesised with slightly different ratios of DCDA 

to barbituric acid and calcination conditions as the paper did not give great detail on the 

synthetic procedure, this is reflected in the slightly different properties that have been 

measured within this work. The main aim of this work is to combine these carbon nitrides with 

molecular co-catalyst for photocatalytic CO2 reduction and the addition of barbituric acid 

presents a potentially useful way to tune band energetics, and hence the ability of electron 

transfer to a co-catalyst. 

Since its first use in 2010, barbituric acid has been used for copolymerisation with a number 

of carbon nitride precursors and various studies have reported similar 

observations.91,92,111,112,115–117,119,122,125 In 2015 Wang and co-workers reported the synthesis of 

carbon nitride from urea and barbituric acid which showed a 15-fold improvement in activity 

for CO2 reduction to CO over the bulk urea-based carbon nitride when in the presence of Co 

2,2’-bipyridine complex (Co(bpy)3
2+).112 Then in 2019 Li et al reported polydopamine and 

barbituric acid co-modified carbon nitride nanospheres.122 Photocatalytic CO2 reduction tests 

in the presence of TEOA and Co(bpy)3
2+ gave 4.9 times higher CO produced than the undoped 

carbon nitride nanospheres under visible irradiation. 

It has previously been reported that by using thiourea as a carbon nitride precursor or in a 

mixture with other carbon nitride precursors that the produced materials have enhanced 

photoactivities in comparison to other precursors and in many cases this improvement was 

assigned to doping sulphur into the carbon nitride structure causing a decrease in the band 

gap.70,71,84,134–137 Moreover, it has been reported that varying the ratios of thiourea with 

melamine or urea can lead to the in-situ formation of a CN-CN heterojunction and has led to 

improved charge separation and lifetimes.85,138–140 Within this study, urea and thiourea have 
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been used as precursors for the synthesis of carbon nitride in different ratios, which was 

thought to potentially lead to sulphur doping and/or the formation of in-situ heterojunctions 

which should improve photoactivity. 

Previous reports on variation in calcination temperature and time have shown that the carbon 

nitride structure can vary greatly, such as degree of polymerisation. These structural variations 

can cause a significant difference in optical properties and photocatalytic activity. There have 

been many reports on the synthesis of carbon nitrides at temperatures from 350 °C-700 °C for 

a number of different photocatalytic uses.26,47,146,147,55,136,137,141–145 Generally, these studies 

have found that at calcination temperatures of 450 °C and below, typical carbon nitride is not 

formed and above 600 °C the material begins to decompose and in both these cases the 

photocatalytic activity of the materials is poor. 55,136,141,143,145–147 Within these studies, results 

show that in some cases the material with highest activity was synthesised at 550 °C, whilst 

others find 600 °C to be the optimum calcination temperature.26,55,147,148,136,137,141–146 Studies 

on varying calcination time have been far less reported. Generally it is considered that with 

increasing calcination times, the produced materials achieve a higher degree of 

polymerisation, slightly smaller band gaps and in some cases increased surface area and 

charge lifetimes, which all can lead to higher photocatalytic activities.147,149–151 The materials 

synthesised within this project have been calcined at 500 °C, 550 °C or 600 °C for 2, 4, 6, 8 or 

10 hours. 

Lastly, carbon nitrides have been synthesised using the well-known precursors, DCDA, 

melamine, urea and thiourea, as it is widely reported that the produced materials can have 

greatly differing properties and photoactivities.26,55,60,71,95,134,142,152,153 
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3.3 Results and Discussion 

3.3.1 Synthesis and Initial Characterisation 

All materials were synthesised via simple calcination of nitrogen rich precursors in air, 

conditions of the synthesis of each material are summarised in Table 7 and are described in 

more detail in Chapter 2. In general, the carbon nitrides synthesised are yellow/cream in 

colour, but it is worth noting that there are some differences in the physical appearance 

depending on the starting materials and the calcination temperature used (Figure 31). 

Table 7 – Carbon nitride synthesis conditions.  

Precursors used: dicyandiamide (DCDA), barbituric acid (BA), melamine (M), urea (U) and 
thiourea (T) 

When DCDA and melamine are used as precursors, there is little difference in their 

appearance, but when urea and thiourea are used the resultant carbon nitrides are a pale-

Material 
Weight Used in Precursor Mixtures (g) Calcination 

Temperature 
(°C) 

Calcination 
Time 

(hours) DCDA BA M U T 

CN-DCDA 3 - - - - 550 4 

CN-BA (5) 3 0.15 - - - 550 4 

CN-BA(10) 3 0.3 - - - 550 4 

CN-BA(20) 3 0.6 - - - 550 4 

CN-M - - 3 - - 550 4 

CN-U - - - 3 - 550 4 

CN-UT(3:1) - - - 2.25 2.25 550 4 

CN-UT(1:1) - - - 1.5 1.5 550 4 

CN-UT(1:3) - - - 0.75 0.75 550 4 

CN-T - - - - 3 550 4 

CN-500 3 - - - - 500 4 

CN-600 3 - - - - 600 4 

CN-2hr 3 - - - - 550 2 

CN-6hr 3 - - - - 550 6 

CN-8hr 3 - - - - 550 8 

CN-10hr 3 - - - - 550 10 
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yellow static powder and a darker yellow course powder, respectively. On the addition of the 

barbituric acid copolymer, the powders become more golden in colour, with the highest 

copolymer content carbon nitride appearing brown. By increasing the amount of thiourea used 

in the materials, they become more yellow in colour. Varying calcination temperature also 

effects the colour of these materials, at lower temperatures the carbon nitride is a much paler 

yellow and darkens when synthesised at higher temperatures. 

 

Figure 31 – Photographs of carbon nitride powders. 

3.3.1.1 Elemental Analysis (CHN) 

Elemental analysis (CHN) results are summarised in Table 8. The CHN results reveal that 

each of the materials have C:N ratios much lower than theoretical g-C3N4 (0.75) and are closer 

to that of the polymer melon (0.68), inferring that the materials are not fully polymerised and 

are likely rich in defects.6,7,95,98,135,154–158 Furthermore, each of the carbon nitrides contains a 

small amount of hydrogen, between 1.64-1.92 %. The presence of hydrogen indicates 

potential moisture in the samples but also incomplete polymerisation of the carbon nitrides, 
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likely due to the existence of amine groups, which can terminate the carbon nitride sheets or 

exist as defects within the structure.6,44,50,98,135,156,159,160 This is further confirmed by diffuse 

reflectance infrared Fourier transform spectroscopy (DRIFTS) (see 3.3.1.4).  

Table 8 - Elemental compositions, calculated C:N molar ratios and normalised 
composition of each carbon nitride. 

*Oxygen content was estimated from balance. 

Oxygen content in the carbon nitride was calculated from the balance of the measured mass 

percentage. All materials appear to show a small amount of oxygen, which could originate 

from several different sources, including adsorbed CO2, O2 or moisture. Also, calcination of 

precursors being performed in air could have led to the formation oxygen impurities and some 

of the precursors contain oxygen, which when pyrolysed could form oxygen containing 

intermediates, which may lead to further impurities or defects.40,55,98,118,121,143,161 The presence 

of oxygen was also confirmed by X-ray photoelectron spectroscopy (XPS) (see 3.3.1.6). 

Material 
Measured Mass (%) 

C:N 
(molar ratio) 

Composition 
(Normalised) 

C H N 

CN-DCDA 34.84 1.83 61.30 0.663 C0.31H0.20N0.47O0.01 

CN-BA (5) 35.53 1.74 61.52 0.674 C0.32H0.19N0.48O0.01 

CN-BA(10) 36.12 1.75 60.55 0.696 C0.33H0.19N0.47O0.01 

CN-BA(20) 37.28 1.79 59.05 0.736 C0.34H0.19N0.46O0.01 

CN-M 35.15 1.64 61.99 0.661 C0.32H0.18N0.49O0.01 

CN-U 34.98 1.59 61.25 0.666 C0.32H0.17N0.48O0.02 

CN-UT(3:1) 33.68 1.77 59.31 0.662 C0.30H0.19N0.46O0.05 

CN-UT(1:1) 34.02 1.80 60.1 0.660 C0.30H0.19N0.46O0.04 

CN-UT(1:3) 33.95 1.85 59.97 0.660 C0.30H0.20N0.46O0.04 

CN-T 34.07 1.84 59.91 0.663 C0.30H0.20N0.46O0.04 

CN-500 34.48 1.92 61.09 0.658 C0.31H0.20N0.47O0.03 

CN-600 35.1 1.68 61.04 0.671 C0.32H0.18N0.48O0.02 

CN-2hr 34.72 1.88 61.21 0.661 C0.31H0.20N0.47O0.01 

CN-6hr 34.84 1.80 61.07 0.665 C0.31H0.19N0.47O0.02 

CN-8hr 34.85 1.83 61.41 0.662 C0.31H0.20N0.47O0.02 

CN-10hr 34.88 1.81 61.44 0.662 C0.31H0.19N0.47O0.02 
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The greatest variation in composition and C:N ratios lies with the series of carbon nitrides 

synthesised via co-polymerisation of DCDA with barbituric acid. It can be seen that by 

increasing the barbituric acid content from CN-DCDA to CN-BA(20) that the C:N ratio 

decreases showing that the copolymerization creates more nitrogen deficient species with 

increased carbon content. This is due to the ring within barbituric acid containing a carbon in 

the usual position of a nitrogen in a typical carbon nitride melem repeating unit. This was 

expected as this has previously been reported.50,92,111–113,117,119,121 

For the carbon nitrides calcined at different temperatures, there appears to be an increase in 

C:N ratio with increasing temperature (CN-500<CN-DCDA<CN-600), this has previously been 

reported and is said to be due to greater extent of polymerisation and loss of NH3 during the 

process at elevated temperatures.47,148 Also it can be seen that with increased calcination 

temperature or with extended calcination periods that the hydrogen content decreases, this is 

another indication of higher degree of polymerisation.26,40,47,55,98,118,121,143,148,161 

Initially, the idea behind altering ratios of urea and thiourea precursors (CN-UT series) was to 

produce sulphur doped carbon nitrides, however from elemental analysis (and also XPS 

(3.3.1.6)), no sulphur was detected, or it was below the detection limit of the equipment. The 

presence of sulphur in thiourea based carbon nitrides synthesised in air has previously been 

reported71, but other studies were also unable to detect any, stating that any sulphur likely 

transformed into H2S or sulphurous oxides which were released during calcination.135  

There is some variation in composition when varying the urea and thiourea content, but no 

specific trend can be drawn. Also, there is very little difference in C:N ratios when different 

precursors are used or when calcination time is varied.  

3.3.1.2 Surface Area Measurement  

N2 adsorption-desorption isotherms were measured (Figure 32) and the Brunauer-Emmett-

Teller (BET) surface areas of each material has been calculated (Table 9). According to  the 

International Union of Pure and Applied Chemistry (IUPAC) surface area and pore size 

classification, the carbon nitrides all show type IV isotherms  with type H3 hysteresis loops, 
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which are characteristic of mesoporous materials consisting of platelet-like particle 

aggregates, forming slit shaped pores.162,163 

 

Figure 32 - N2 adsorption/desorption isotherms of (a) CN-BA, (b) CN-UT, (c) CN-Temp, 
(d) CN-Time and (e)CN-Precursor series. 

Most materials have quite low surface areas, which are very typical for bulk carbon nitrides 

synthesised via thermal condensation.26,50,57,64,153 Despite the mostly low surface areas 

exhibited by the materials, there are some variations and trends. Across the CN-BA series, 

there is a decrease in surface area with increasing barbituric acid content (CN-DCDA > CN-

BA(5) > CN-BA(10) > CN-BA(20)). By varying the precursor used, the carbon nitride produced 

can have quite different surface areas. The material with the highest surface area is CN-U with 
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a surface area of 57.50 m2g-1, whilst CN-T has the smallest of 3.72 m2g-1 and across the CN-

UT series there is a clear trend that with increasing thiourea content, the surface area 

decreases. There are also small variations with calcinations conditions, surface area increases 

with both increasing calcination time and calcination temperature. 

Table 9 - Measured BET Surface area of each carbon nitride. 

[a] BET surface area calculated over the pressure range (P/P0) 0.05-0.3. 
[b] Error in BET calculation. 

3.3.1.3 Powder X-ray Diffraction (PXRD) 

The PXRD patterns of all the carbon nitrides can be found in Figure 33. All materials 

exhibit two broad features at 2Θ = ~13° and ~27°, these are characteristic peaks of 

carbon nitride and are consistent with their semi-amorphous nature. The patterns show 

that there is some long-range ordering due to the presence of the sharper peak at 2Θ 

= ~27° in most samples. The peak at 2Θ = ~27° is reported as the (002) plane (Figure 34 

(a)) and is assigned as the interplanar distance of the stacked aromatic systems.7,40,167–

Material Surface Area (m2g-1) [a] Error (±)[b] 

CN-DCDA 12.81 0.06 

CN-BA (5) 9.04 0.03 

CN-BA(10) 6.79 0.03 

CN-BA(20) 4.41 0.01 

CN-M 19.08 0.04 

CN-U 57.50 0.18 

CN-UT(3:1) 37.22 0.12 

CN-UT(1:1) 20.33 0.07 

CN-UT(1:3) 5.46 0.05 

CN-T 3.72 0.08 

CN-500 8.52 0.01 

CN-600 20.41 0.03 

CN-2hr 11.32 0.05 

CN-6hr 14.19 0.06 

CN-8hr 13.44 0.04 

CN-10hr 14.46 0.05 
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170,41,42,60,65,154,164–166 The stacking distance of the carbon nitride sheets can be estimated using 

the Bragg equation (𝑛𝜆 = 2𝑑 sin 𝜃) and ranges from 0.321 – 0.326 nm for the carbon nitrides 

presented in this work (Table 10).  

 

Figure 33 - PXRD patterns for each carbon nitride material. 

 CN-DCDA

In
te

n
s
it
y
 (

a
rb

. 
u

n
it
s
)

In
te

n
s
it
y
 (

a
rb

. 
u

n
it
s
)

 CN-UT(1:3)

 CN-BA (5)  CN-T

 CN-BA(10)  CN-500

 CN-BA(20)  CN-600

 CN-M  CN-2hr

 CN-U  CN-6hr

 CN-UT(3:1)  CN-8hr

10 20 30 40 50 60

 CN-UT(1:1)

10 20 30 40 50 60

 CN-10hr

2 (),  = 1.5406 Å 2 (),  = 1.5406 Å



79 
 

 Table 10 – Position of peaks in carbon nitride PXRD patterns and d-spacing values. 

[a] d-spacing calculated using the Bragg-equation.  
[b] Full width at half maximum. 

Generally, the peak at 2Θ = ~13° is assigned to the in-plane structural packing motif of the 

carbon nitride heterocycles and in this work is determined to have a distance between 0.661 nm 

and 0.699 nm. These values are only slightly below that of the size of a single heptazine unit 

(0.713 nm), which has previously been attributed to a small tilt or buckling of the units to minimise 

repulsion between nitrogen lone pairs.6,26,50,63,64,74,142,170 Typically this peak has been assigned 

to the (100) plane in fully polymerised graphitic carbon nitride (Figure 34 (b)).42,60,65,154,165,167–

170 However a paper published in 2013 by Tyborski et al utilized a combination of PXRD and 

DFT calculations to gain greater understanding of the 3D carbon nitride structure.164 They 

found that the fully polymerised structures do not match completely with the observed patterns. 

Instead a structure similar to that of melon, a partially polymerised heptazine structure 

calculated by Lotsch et al 7, was a much better fit, which meant that the peak at 2Θ = ~13° 

Material 
(100) / (210) (002) 

2Θ (°) d-spacing (nm)[a] 2Θ (°) d-spacing (nm)[a] FWHM[b] 

CN-DCDA 12.9 0.688 27.6 0.323 0.969 

CN-BA (5) 12.8 0.691 27.5 0.324 1.090 

CN-BA(10) 12.9 0.688 27.5 0.325 1.215 

CN-BA(20) 12.7 0.699 27.4 0.326 1.302 

CN-M 12.9 0.685 27.7 0.322 0.837 

CN-U 13.1 0.675 27.7 0.322 0.880 

CN-UT(3:1) 13.2 0.673 27.5 0.325 2.077 

CN-UT(1:1) 13.2 0.671 27.4 0.326 2.236 

CN-UT(1:3) 13.4 0.661 27.4 0.325 1.711 

CN-T 13.1 0.677 27.3 0.326 1.950 

CN-500 13.0 0.682 27.5 0.324 1.091 

CN-600 12.9 0.687 27.6 0.323 0.858 

CN-2hr 13.1 0.678 27.6 0.323 1.029 

CN-6hr 13.1 0.678 27.6 0.323 1.037 

CN-8hr 13.0 0.680 27.5 0.324 1.003 

CN-10hr 12.8 0.689 27.8 0.321 0.936 
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could be assigned to the (210) plane (Figure 34 (c)). Then in 2015, Fina et al approached this 

in similar way but also combined these methods with neutron scattering.41 They reached a 

similar conclusion but found that a more distorted structure with an offset between layers in an 

A-B stacking configuration was a better fit. However, due to the broadness of the peak it is 

unlikely that a single structure can be allocated, and these materials cannot be considered as 

an overall homogeneous phase, instead it is likely that numerous structures exist within the 

materials varying from melon type structures to more fully polymerised motifs.  

 

Figure 34 – Depiction of indexed planes in (a) and (b) fully polymerised carbon nitride  
and melon (c). 41 

From Table 10, it can be seen that the d-spacing values for the peak at 2Θ = ~13° decrease 

with increasing amounts of barbituric acid used in the synthesis of the carbon nitrides. This is 

generally considered to be due to the incorporation of the barbituric acid motif introducing C 

into the heptazine structure creating disturbance in the carbon nitride network and weakening 

the H-bonding network, disrupting long range ordering.50,112 Also for this series of materials, 

there appears to be a general shift in the 2Θ = ~27° peak to lower values, a decrease in 

intensity and increase in peak broadening (FWHM) indicating further disturbance in the 

graphitic structure.50,112 

When varying the ratio of urea: thiourea in the synthesis of the CN-UT materials, there does 

not appear to be an exact trend when increasing either urea or thiourea content, though there 

is a general decrease in the d-spacing for the peak at 2Θ = ~13° until the solely thiourea 

sample, CN-T, where it reaches its highest value for that series. For the peak at 2Θ = ~27°, 

there is no particular shift or change in intensity that corresponds to the variation in ratios of 

precursors used. The materials within this series show the broadest peaks with the largest 

values for FWHM, indicating disturbance within the graphitic structure, with the exception of 

(002) (100) (210)

d
d d

(a) (b) (c) 
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CN-U which has the lowest value. Materials synthesised at different temperatures show slight 

differences in peak intensities and positions, but no specific trend can be drawn, only that the 

material synthesised at 600 °C has the highest intensity peak at  2Θ = ~27° with the smallest 

d-spacing within that series, indicating a higher level of crystallinity.143 This is also reflected in 

the values of FWHM which decreases with increasing temperature. Though there are some 

variations in the PXRD patterns of the samples calcined for different periods, no particular 

trend in peak positions or intensities is observed.  

3.3.1.4 Scanning Electron Microscopy (SEM) 

SEM was used to look at the morphologies of the CN-BA series of materials and the images 

can be seen in Figure 35. The images show that the materials display large particles composed 

of sheet like structures and there is little difference between each sample. 

   

Figure 35 -SEM images of (a) CN-DCDA, (b) CN-BA(5), (c) CN-BA(10) and (d) CN-
BA(20). 

(a) (b) 

(c) (d) 
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3.3.1.5 Diffuse Reflectance Infrared Fourier Transform Spectroscopy 

(DRIFTS) 

DRIFTS was employed, in an attempt to understand the bonding and structure of the carbon 

nitrides. To obtain carbon nitride DRIFTS, 2 mg of the carbon nitride was diluted in 100 mg of 

KBr and the spectra presented in Figure 36 have been normalised by a single point in the 

baseline. Due to the nature of the measurement, differences in peak intensities should be 

considered carefully as measurements were performed without a reference sample to 

normalise the data to.  

Within the literature, the majority of papers do not discuss in great detail carbon nitride IR 

assignments and if discussed generally refer to characteristic peaks in two or three regions: 

~3000-3500 cm-1, ~1000-1700 cm-1 and ~800 cm-1, attributed to amine groups, CN 

heterocycles and CN ring breathing modes, respectively.42,47,154,171–174,50,64,68,74,94,95,126,141 

However, some reports do give a list of characteristic peaks within these regions66,67,160,175,176 

and occasionally further assignment is given.7,25,177–185,71,75,137,138,143,149,166,168 Due to C-C, C-N 

and C-O stretches strongly coupling, they lie at similar wavenumbers, which means that peaks 

overlap and are often difficult to distinguish.74,166,174,186,187 This leads to wide discrepancies in 

the literature as to reported positions, intensities and assignments of peaks, likely arising from 

the wide range of precursors and synthetic procedures used in the materials synthesis. This 

means that at the moment we are unable to fully assign each of the peaks in the IR spectrum 

and can only speculate as to the potential species that could be present. 

All carbon nitrides within this work showed the usual reported characteristic stretches at 

~3500-2800 cm-1, ~1200-1700 cm-1 and ~810 cm-1, usually assigned to amine groups, CN 

heterocycles and CN ring breathing modes, respectively, a full list of approximate peak 

positions and assignments can be found in Table 11. 

The broad peaks ~2900-3500 cm-1 are assigned to the overlap of stretching vibrations of -OH 

groups and –NH/-NH2 vibrations implying the presence of surface amino groups. The 

presence of these amino groups further indicates incomplete polymerisation. The broadness 

of the bands is attributed to adsorbed water.66,71,94,126,137,160,188 As this broad region extends to 
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much lower wavenumbers than usual, this could indicate the presence of C-H stretches, which 

is a further indication of incomplete polymerisation, however this is difficult to definitively 

assign. The broad band has also previously been attributed to H-bonding or other interaction 

effects, but could be due to amine groups situated in different environments which may include 

triazine or heptazine rings but also incomplete ring structures.40 

 

Figure 36 – DRIFTS of (a) CN-BA, (b) CN-UT, (c) CN-Temp, (d) CN-Time and (e)CN-
Precursor series. 

  

4000 3500 3000 2500 2000 1500 1000 500

Wavenumber (cm-1)

 CN-DCDA

 CN-BA (5)

 CN-BA(10)

 CN-BA(20)

4000 3500 3000 2500 2000 1500 1000 500

Wavenumber (cm-1)

 CN-U

 CN-UT(3:1)

 CN-UT(1:1)

 CN-UT(1:3)

 CN-T

4000 3500 3000 2500 2000 1500 1000 500

Wavenumber (cm-1)

 CN-500

 CN-DCDA

 CN-600

4000 3500 3000 2500 2000 1500 1000 500

Wavenumber (cm-1)

 CN-2hr

 CN-DCDA

 CN-6hr

 CN-8hr

 CN-10hr

4000 3500 3000 2500 2000 1500 1000 500

Wavenumber (cm-1)

 CN-DCDA

 CN-M

 CN-U

 CN-T

(a) (b) 

(c) (d) 

(e) 



84 
 

Table 11 – DRIFTS assignments. 

[a] peak descriptions: s = strong, ms = medium strong, w = weak, b = broad, sh = shoulder 
Potential assignments are italicised. 

Within the ~1200-1700 cm-1 there are a number of relatively sharp peaks, generally these are 

assigned as C-N heterocycles but some reports assign peaks to  not only stretching vibrations 

of the C=N and C-N in the aromatic heptazine heterocycles138,177,179,182,184,190,191, but also 

stretching vibrations of C-NH-C and N(C)3 bridging units.137,143,166,185,192,193 This further 

Wavenumber 
Region (cm-1) 

Approximate 
Wavenumber 

(cm-1) [a] 

Assignment References 

~2400-3600 

3560 (sh) 
3260 (ms, b) 
3175 (ms, b) 
3100 (ms, b) 

2750 (sh) 
2509 (sh) 
2485 (w) 

-OH stretches 
–NH/-NH2 stretches 

 
-CH stretches 

66,71,94,126,137,160,188 

~2400-2200 - Atmospheric CO2 
63,71,168,184,188 

~2100-2200 
2180 (w) 
2147 (w) 

-C≡N stretches 
-N=C=N- stretches 

25,75,180–185,18825 

~1900-2100 
2051 (w) 
1969 (w) 

C=C=C, C=N=C, C=C=N 188,189 

~1200-1700 

1642 (s) 
1564 (s) 
1460 (s) 
1415 (s) 
1330 (s) 
1247 (s) 

1210 (sh) 

C-N heterocycle stretches 
including: 

C=N and C-N stretches 
C-NH-C and N(C)3 

bridging units 
 

-C(=O)-N-, C=C, C-OH,  
-C=C=N-, 

-C=N=N-, -C-O-C- 

7,25,74,75,94,95,126,137,138,141,14

3,149,42,154,160,166,168,171–

174,177,178,47,179–

185,188,190,191,50,192,193,63,64,6

6,68,71 

~900-1200 

1150 (sh) 
1080 (ms) 
1012 (w) 
991 (w) 
976 (w) 

C=C, C-H 188,189 

~890 891 (ms) N-H deformation mode 71,149,168,188 

~810 809 (s) 
Out-of-plane bending 

mode of 
triazine/heptazine rings 

7,25,74,75,94,95,126,137,138,141,14

3,149,42,154,160,166,168,171–

174,177,178,47,179–

185,188,50,63,64,66,68,71 
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indicates a lower degree of polymerisation closer to that of melon than fully condensed 

graphitic carbon nitride due to defective condensation of the CN framework.  

Due to multiple overlapping peaks, other oxygen containing species such as carbonyls and 

amide groups cannot be identified, despite their presence being indicated by CHN and XPS 

(3.3.1.1 and 3.3.1.6).   

The peak at ~810 cm-1 is assigned to the breathing mode of the triazine units and/or/within the 

tri-s-triazine repeating units in the carbon nitride materials.63,64,184,188,66,74,94,126,166,180,181,183 A 

weak peak at ~890 cm-1 can be assigned to the deformation mode of N-H.71,149,168,188 Another 

weak peak at ~2100-2200 cm-1 is assigned to -C≡N groups and is likely caused by incomplete 

polymerisation of DCDA in the majority of samples. However, it is also present in samples 

prepared with other precursors, in the cases of thiourea and urea. Synthesis of the carbon 

nitride likely proceeds via a dicyandiamide (DCDA) intermediate and for melamine, the 

material undergoes reorganisation to form heptazine rings, which if incomplete could lead to 

the formation of nitrile groups.2,6,11,36,44,47 

Across each of the series there does not appear to be any distinct differences in peak 

positions. The only shift that can be observed is a slight shift in position for the peak at ~810 

cm-1, which moves to slightly higher wavenumber for the CN-BA series which may be indicative 

of carbon being introduced into the rings and causing some distortion in the heterocycle. Also, 

within this series, with increasing amounts of barbituric acid used, peaks become broader and 

less defined, and the peaks centred at ~810 cm-1 and ~890 cm-1 decrease in intensity, which 

may also indicate increased disorder, due to incorporation of carbon into the structure.  

3.3.1.6 X-ray Photoelectron Spectroscopy (XPS) Surface States 

X-ray photoelectron spectroscopy (XPS) has been employed to elucidate the composition and 

chemical states at the surface of each of the prepared materials as XPS can be used to probe 

the top 1-10 nm of samples.40 The full survey spectra for each carbon nitride can be seen in 

Figure 37, and indicate the presence of mainly C, N and  a small amount of O at the surface 

of each of the materials.  
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Figure 37 – XPS survey spectra of (a) CN-BA, (b) CN-UT, (c) CN-Temp, (d) CN-Time and 
(e)CN-Precursor series. 

To gain understanding of the types of species present, high-resolution spectra of each region 

was measured and then fitted using Casa XPS software. The C1s and N1s spectra of the CN-

BA series can be seen in Figure 39 and general assignments can be found in Table 12 and 

Table 13. The high-resolution spectra for other materials were not included in this chapter as 

they showed little difference when compared with the CN-DCDA sample but can be found in 

Appendix i. 
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Figure 38 – Labelled representation of carbon nitride structure with potential and 
proposed defects. 

Deconvolution of the high resolution N1s spectra (Figure 39) for all materials imply the 

existence of three N species. The peaks centred at ~398, ~399 and ~401 eV can be assigned 

to; the sp2-hybridised N (C-N=C) within the heptazine rings (Na Figure 38), tertiary N (N-(C)3) 

that bridge between and lie at the centre of the heptazine rings (Nb and Nc Figure 38) and N-

Hx in primary and secondary amine groups (Nd and Ne Figure 38), 

respectively.40,55,117,120,121,124,126,138,156,168,177,194,60,195–202,66,67,71,74,75,95,112  

DRIFTS measurements indicated the presence of C≡N groups (Nf Figure 38), in XPS these 

groups are usually found at ~398 eV, which lies at a very close binding energy to sp2-

hybridised N (C-N=C).199 It is likely that from the N1s spectra we are unable to deconvolute 

the nitrile peak from the large aromatic N peak. The broad peak found at ~404 eV in the N1s 

spectra can be attributed to π excitations, charging effects or positive charge localisations in 

the heterocycles.25,55,122,126,138,156,168,194,200,202,203,60,66,67,71,112,117,120,121 A similar peak at ~ 293 eV 

in the C1s spectra is also assigned to these charge effects. 

Table 12 – Deconvolution of N1s peak positions and assignments. 

Peak Position 
(eV) 

Assignment Reference 

398 Na and Nf (C-N=C) 
40,55,117,120,121,124,126,138,156,168,177,200

,60,201,202,66,67,71,74,75,95,112 

399 Nb and Nc N (N-(C)3) 

40,55,112,117,120–

122,124,126,138,156,168,60,177,200–

202,66,67,71,74,75,95,96 

401 Nd and Ne N-Hx 

40,55,112,117,120–

122,124,126,138,143,156,60,168,177,200–

202,66,67,71,74,75,95,96 

404 π excitations and charging effects 
25,55,122,126,138,156,168,200,202,203,60,66,6

7,71,112,117,120,121 
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Figure 39 – High resolution deconvolution of N1s (left) and C1s (right) spectra for CN-
DCDA ((a), (b)), CN-BA(5) ((c), (d)), CN-BA(10 ((e), (f)) and CN-BA(20) ((g), (h)). 

Reports of the C1s spectra in the literature are much less consistent in terms of peak positions 

and assignments. Previous studies have fitted the spectra to only two peaks, referring only to 

the adventitious carbon and the sp2-hybridised carbon in the aromatic rings at ~284 eV and 

288 eV respectively.59,67,207–210,71,94,112,120,122,204–206 However, in this work (Figure 39), the 

spectra could be deconvoluted to four peaks centred at 284.6, ~286, ~288 and ~289 eV with 

the development of a fifth peak at ~290 eV, with increasing amounts of barbituric acid in 

samples CN-BA(10) and CN-BA(20). The first peak at 284.6 eV is assigned to adventitious 

carbon adsorbed onto the surface of the material and any sp3 carbon formed during pyrolysis 
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including C-C, C=C and C-H species.40,73,195–202,74,75,95,115,120,121,168,194 From this XPS data it is 

not possible to differentiate between the adventitious and sp3 carbon, despite DRIFTS 

indicating the potential presence of sp3 carbon. The incorporation of C=C-H functionality (Cd 

Figure 38) that is added due to the use of barbituric acid within the precursor mixture, likely 

lies within this peak at 284.6 eV and cannot be deconvoluted. The most intense peak at ~288 

eV is assigned to the N-C=N aromatic carbon in the heptazine ring (Ca Figure 38).40,73,195–

202,74,75,95,115,120,121,168,194 Also, much like the N1s spectra, any C≡N groups lie at a similar 

binding energy to the N-C=N carbon so cannot be deconvoluted.  

Table 13 - Deconvolution of C1s peak positions and assignments. 

The peak centred at ~286 eV has previously been reported as a number of different species 

including; C-O63,66,73,96,101,115,177 and N=CH-N113,124, but in this work is attributed to C-N in the 

primary and secondary amine groups (Cb and Cc Figure 38).73,74,199–202,75,97,121,194–198  The peak 

at ~289 eV can be attributed to C-O/C=O 198,199, though the DRIFTS data appears to show no 

C=O stretches in the usual region of ~1700 cm-1, it is more likely that this is due to amide 

groups and/or bound CO2, as the carbonyl stretches in these groups are at lower 

wavenumbers and may be masked by the aromatic C-N stretches in the 1500-1700 cm-1 

region. The peak at ~290 eV can be assigned to O-C=O195,199, much like the amide groups, 

the carboxylate are probably difficult to distinguish from the aromatic C-N stretches in the 

DRIFTS. Also DRIFTS measurements look at the bulk material, XPS only looks at the surface, 

so any oxygen species may be at higher concentrations at the surface than in bulk, so are not 

strong enough to be observed by other techniques as the bulk swamps the signal. These 

oxygenated groups may in part be due to adsorbed water/CO2, calcination in air leading to 

Peak Position 
(eV) 

Assignment Reference 

284.6 Cd
 and Cf 

adventitious carbon 
(C-C, C=C, C-H, C=C-H) 

40,73,201,202,74,75,95, 

115,120,121,168,200 

286 Cb
 and Cc

 C-NHx 73,74,199–202,75,97,121,194–198 

288 Ca
 and Ce N-C=N, C≡N 

40,73,195–202,74,75,95, 

115,120,121,168,194 

289 C-O, C=O, N-C=O 55,74,75,97,115,125,211 

290 O-C=O 195,199 

293 π excitations and charging effects 73,203 
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oxygen containing intermediates or species and the incorporation of barbituric acid moieties 

containing three carbonyl groups.66,95,177 

As mentioned earlier the other carbon nitrides presented in this chapter showed very similar 

high resolution C1s and N1s spectra. This indicated that calcination time and temperature had 

very little effect on the surface states of the materials. Also XPS further indicated that using 

thiourea in precursor mixtures did not lead to sulphur doping as the S 2s or 2p peaks at 228 

eV and 165 eV, respectively, were not observed, suggesting that all sulphur was released 

during calcination.95,138 By looking at the relative ratio of nitrogen species within the materials, 

the degree of polymerisation at the surface can be better understood. The carbon nitrides in 

this work, typically have ratios of C-N=C:N-(C)3:N-Hx of 1:0.3:0.2, indicating that the materials 

are heptazine based and are likely to be mixed structures between melon and fully 

polymerised carbon nitrides. A fully condensed heptazine based material has a ratio of C-

N=C:N-(C)3 units of 1:0.33 and a melon structure would have N-(C)3:N-Hx of 1:2.40 

3.3.1.7 Cross Polarisation (CP) Magic Angle Spinning (MAS) Solid 

State Nuclear Magnetic Resonance (SS NMR) 

 

Figure 40 - (Left) 13C and (Right) 15N CP MAS spectra for CN-DCDA ((a),(b))  and CN-
BA(20) ((c),(d)) with assignments with respect to the structure (e) and chemical shifts 
are given. Insets in (a) and (c) show the 175 – 145 and 105 – 85 ppm regions. Spinning 
sidebands are marked with asterisks (*) (Figure produced by Andrea Pugliese.) 
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13C and 15N CP MAS SS NMR was performed on two of the carbon nitride materials, CN-

DCDA and CN-BA(20). These measurements were preformed and analysed by Andrea 

Pugliese and are briefly discussed within the context of this thesis. Andrea’s full analysis and 

assignments can be found in Figure 40, Table 14 and Table 15. Assignments have been given 

in reference to the structure assignments shown in Figure 38.  

Table 14 - Table of assignments for 13C CP MAS NMR spectra.7,43,180,212 (The standard 
error on the correspondent value)  

Table 15 – Table of assignments for 15N CP MAS NMR spectra.7,43,180,213,214 (The standard 
error on the correspondent value)  

Sample δ (ppm) Assignment Width of the half-height (Hz) 

CN-DCDA 

157 Ce 310 (5) 

163 Ca 190 (20) 

165 Cb and Cc 320 (20) 

CN-BA(20) 

94 Cd 650 (40) 

157 Ce 540 (25) 

163 Ca 440 (20) 

165 Cb and Cc 340 (10) 

Sample δ (ppm) Assignment Width of the half-height (Hz) 

CN-DCDA 

108 Nd 550 (40) 

117 Ne 350 (15) 

136 Nc 220 (20) 

155 Nf 220 (30) 

192 Nb 500 (10) 

203 Na 430 (10) 

CN-BA(20) 

108 Nd 900 (15) 

117 Ne 770 (50) 

136 Nc 340 (15) 

155 Nf 210 (25) 

192 Nb 690 (40) 

203 Na 870 (45) 
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The 13C NMR of both samples are similar to previous reports on DCDA and BA copolymerised 

samples.50,112,113,117,122 A new peak is observed at 94 ppm for the CN-BA(20) sample, which is 

not observed in the CN-DCDA material, indicating the existence of a new carbon environment. 

This can been assigned to protonated carbon confirming the incorporation of carbon into the 

carbon nitride structure, without disruption to the heptazine based structure.50,112,113,117,122 Also, 

CN-BA(20) 13C NMR exhibits broader peaks which are indicative of lower level of crystallinity 

compared with CN-DCDA.113 However, the presence of carbonyl groups as indicated by XPS, 

or C-H as indicated by DRIFTS could not be confirmed, as they lie at a similar shift to the C-N 

heterocycle peaks and if present are likely below the detection limit of the NMR. 

3.3.1.8 Ultraviolet-Visible-Near Infrared (UV-Vis-NIR) Spectroscopy 

Optical properties of the as-prepared carbon nitrides were investigated using UV-vis diffuse 

reflectance spectroscopy (UV-Vis DRS). Band gap energies of the materials were determined 

by extrapolation of the absorption edge of the (αhν)n Tauc plots, where n is equal to 2 for direct 

band gaps or ½ for indirect band gaps (Figure 41) and values can be found in Table 16. 

Usually, bulk carbon nitride materials are reported to give absorption spectra with a 

pronounced absorption edge at around 420 nm corresponding to a band gap of ~2.7eV , 

making the materials appear yellow in colour.2,6,50,51,215,216,12,24,26,30,31,36,38,45 Computational 

studies have determined that the bulk tri-s-triazines band gap is indirect in nature.23,49 

Furthermore, within this work, the values for the indirect band gaps are closer to those 

expected via examination by eye of the material colours in Figure 31. The band gaps of the 

basic bulk carbon nitrides (CN-DCDA, CN-U, CN-T and CN-M) are within the expected range 

of those reported in the literature.26,55,60,71,95,134,142,152,153 When different precursors were used, 

the band gap varied from 2.55 eV to 2.93 eV (CN-U > CN-DCDA > CN-M > CN-T). 

Varying the ratio of urea and thiourea precursors in the synthesis of the carbon nitrides has 

had some effect on the band gap. There does seem to be a general trend associated with the 

increase in the amount of thiourea used in the precursor mix, CN-U > CN-UT(3:1)  CN-

UT(1:1) > CN-UT(1:3)  CN-T. This kind of general trend of decreasing in band gap associated 

with an increase in thiourea content has previously been reported.135 
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Figure 41 – Indirect Tauc Plots for (a) CN-BA, (b) CN-U:T, (c) CN-Temp, (d) CN-Time and 
(e)CN-Precursor series. 

For the CN-BA series, it can be seen that with increasing amount of barbituric acid used, the 

band gap decreases significantly, from 2.69 eV for CN-DCDA down to 1.92 eV for CN-BA(20), 

which is reflected in the colour change across series (Figure 31) and agrees well with previous 

reports.50,91,125,92,111,112,115–117,119,122 It can also be seen that the light harvesting properties are 

enhanced as barbituric acid is incorporated into the structure. Materials synthesised under 

different calcination temperatures, show an extension of the absorption edge with increasing 

temperature, causing a small shift in the band gap from 2.76 eV (CN-500) to 2.64 eV (CN-
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600), which has previously been reported.147,149–151 Once again, it can be seen that varying 

calcination time has had very little effect on the band gap of the materials 

Table 16 – Indirect and direct band gaps for the carbon nitride materials obtained from 
Tauc plots. 

3.3.2 Photocatalytic Testing 

3.3.2.1 Baseline Photocatalytic Activity 

To determine baseline activity of the carbon nitride materials, they were initially tested for H2 

evolution under N2 atmosphere in the presence of a hole scavenger. All carbon nitrides were 

tested on a scale of 2 mg of photocatalyst in 2 mL of hole scavenger in glass vials, purged 

with N2 for 30 minutes then loaded onto the high throughput screening system (described in 

detail in Chapter 2) where they were exposed to illumination for about 4 hours. The high 

throughput set up consists of an array of white LEDS (~100 mWcm-2) allowing for testing of up 

Material 
Band Gap (eV) 

Indirect Direct 

CN-DCDA 2.69 2.90 

CN-BA (5) 2.40 2.87 

CN-BA(10) 2.21 2.80 

CN-BA(20) 1.92 2.69 

CN-M 2.67 2.87 

CN-U 2.93 3.09 

CN-UT(3:1) 2.62 2.90 

CN-UT(1:1) 2.64 2.89 

CN-UT(1:3) 2.49 2.79 

CN-T 2.55 2.83 

CN-500 2.76 2.94 

CN-600 2.64 2.93 

CN-2hr 2.72 2.91 

CN-6hr 2.68 2.88 

CN-8hr 2.69 2.90 

CN-10hr 2.69 2.91 
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to 10 samples at once. In most cases only up to 5 different experiments were carried out at 

any one time to allow for testing in duplicate, due to the error in evolved gases found across 

positions during set-up development (see Chapter 2), hence the error bars in Figure 42. The 

holes scavenger used in these experiments was 10 mM ethylenediaminetetraacetic acid 

disodium salt (EDTA). The headspace of each experiment was then sampled and tested via 

GC injection to determine the quantity of gases evolved. 

 

Figure 42 - Rate of H2 evolved in µmol per gram of photocatalyst per hour for 2 mg of 
photocatalyst in 2 ml 10 mM EDTA with and without 1 µl H2PtCl6 (8 wt%) over 4 hours 
visible light irradiation at ~100 mWcm-2 in a glass vial, tested on the screening set-up.  

Baseline activity of the carbon nitride materials was determined and blank experiments 

showed no real activity, any gases evolved under these reaction conditions were due to 

scavenger degradation. The poor activity exhibited by these materials could be attributed to 

low surface area and high charge recombination rates. Due to this, samples were modified in-

situ with a Pt co-catalyst (1 wt%) using chloroplatinic acid (H2PtCl6). This was done in the 

hopes of improving activity as Pt on the surface of a semiconductor can enhance charge 

separation, as well as lowering the overpotential for hydrogen formation from water at the 

surface of Pt.143,217,218 Results of photocatalytic H2 evolution tests of the bulk and Pt modified 

materials can be found in Figure 42 and Table 17 and they show that addition of the Pt co-

catalyst in-situ gives a large enhancement in photoactivity, as was expected. 
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Table 17 - Rate of H2 evolved in µmol per gram of photocatalyst per hour for 2 mg of 
photocatalyst in 2 ml 10 mM EDTA with and without 1 µl H2PtCl6 (8 wt%) over 4 hours 
visible light irradiation at ~100 mWcm-2 in a glass vial, tested on the screening set-up. 

Variation in calcination time had a small effect on the photoactivity, but there appears to be no 

specific trend in photoactivity with the length of calcination time. As mentioned earlier there 

has been some discrepancies in the literature as to whether samples prepared at 550 or 600 

are the better photocatalysts. Within these screening experiments it has been found that they 

both show similar levels of photoactivity towards H2 evolution when platinised. But overall, the 

variation in photoactivity for samples synthesised under different calcination conditions is small 

and within error of the measurements. On the other hand, without the use of a Pt co-catalyst 

CN-600 showed much higher activity than any of the other samples but considering the activity 

of the platinised sample showing a similar level of activity to the other samples, this could have 

been due to some kind of experimental error or impurity. To confirm this result, photocatalytic 

test of the blank material would need to be repeated. 

Material 
Rate of H2 evolution (µmol g-1 h-1) 

Bulk 1wt% Pt loading 

CN-DCDA 0.359 4.773 

CN-BA (5) 0.028 38.599 

CN-BA(10) 0.024 24.854 

CN-BA(20) 0.026 6.750 

CN-M 0.026 3.900 

CN-U 0 45.801 

CN-UT(3:1) 0 22.126 

CN-UT(1:1) 0 13.582 

CN-UT(1:3) 0 4.444 

CN-T 0 1.396 

CN-500 0 2.758 

CN-600 1.299 4.584 

CN-2hr 0.410 2.865 

CN-6hr 0.327 3.924 

CN-8hr 0.419 1.663 

CN-10hr 0.349 3.510 



97 
 

Both the CN-BA and CN- UT series show much greater variations. For the CN-UT series, 

photoactivity is highest for the CN-U material, with an activity of 45.801 µmol g-1 h-1 which 

gradually decreases with increasing thiourea content down to 1.396 µmol g-1 h-1 for CN-T. 

Previously it has been suggested that by mixing thiourea with other precursors a 

heterojunction can be formed and leads to improvement in activity over the pure 

precursors.85,138–140 However, it can be seen that there is a decrease in activity across the 

series, so it is unlikely that a heterojunction has been formed. On the other hand, for the CN-

BA series, the activity initially increases with the addition of barbituric acid, but as more is 

added activity decreases again. To gain some understanding of these trends, the 

photoactivities of these materials were plotted against band gap and surface area, as seen in 

Figure 43. 

 

Figure 43 - Rate of H2 evolution for the CN-BA ((a) and (b)) and CN-UT ((c) and (d)) vs 
band gap ((a) and (c)) and surface area ((b) and (d)). 

As can be seen from Figure 43 (c) and (d), there is a strong correlation in the photoactivity of 

the materials in the CN-U:T series with both band gap and surface area. Normally an increase 

in band gap means a decrease in the portion of the light that the material can absorb and often 
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leads to a decrease in activity, but it also can mean a more negative conduction band with a 

greater driving force for the reduction reaction leading to an increase in activity. Additionally, 

an increase in surface area can give an increase in the number of active sites, increasing 

activity. Conversely the CN-BA series (Figure 43 (a) and (b)) shows no such trend with band 

gap or surface area. To understand the variation in photoactivity, further characterisation of 

the CN-BA series of materials is required and is discussed in the next section. 

3.3.3 Time Resolved and Transient Studies 

3.3.3.1 Steady-State Photoluminescence (PL) and Time-Resolved 

Emission Lifetime spectroscopy 

PL and emission lifetime spectroscopy measurements were undertaken to understand the 

process of charge separation and transfer within the samples. PL emission is mainly 

associated with recombination of photogenerated charges or excitons and can be used to 

understand differences in charge recombination in different samples. 63,74,112,138,159,168,219,220 

However, care must be taken when comparing emission intensities as the measurements were 

performed without a solid-state emission standard.  

The steady-state emission spectra of CN-BA series powders can be seen in Figure 44 (a). 

CN-DCDA shows a strong broad PL emission around 464 nm, which is typical for most bulk 

carbon nitrides.6,63,168,219,221,222 Upon the addition of barbituric acid this emission maxima then 

red shifts to 490 nm, which correspond with the decrease in the band gap.112 Interestingly, as 

more barbituric acid is incorporated the PL emission shifts but only by a very small amount.  

It appears that by increasing the amount of barbituric acid in the precursor mixture, that the 

PL emission is suppressed.112 This is usually reported to indicate a reduction in charge 

recombination rates inferring enhanced charge lifetimes, but could also indicate disruption of 

the conjugated system, which could lead to low charge mobilities and therefore lower 

recombination rates.78,112,159,167,168,177 

Time resolved PL can give information on the lifetimes of free charges that lie near band 

edges, that recombine to emit light, rather than deep lying states.223 The radiative lifetimes for 
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each of the materials were determined by fitting the time-resolved fluorescence spectra to a 

4-term exponential function corresponding to 4 emissive charge lifetimes (see Chapter 2 for 

details). The fitted spectra can be found in Figure 44 (b) and the charge carrier lifetimes can 

be found in Table 18. 

 

Figure 44 –(a) steady state PL emission spectra and (b) time-resolved emission spectra 
for CN-DCDA, CN-BA(5), CN-BA(10) and CN-BA(20). Excitation at 390 nm for steady-
state PL emission. For time-resolved emission, excitation at 371 nm, monitoring 
emission at, 465, 485, 495 and 495 nm for CN-DCDA, CN-BA(5), CN-BA(10) and CN-
BA(20), respectively. 

Table 18 – Emission maxima and charge lifetimes for the CN-BA series. 

[a] Emission lifetimes determined by fitting time resolved emission spectra to a 4-component 
exponential, see section 2.3.9. 
[b] Amplitude weighted average lifetimes (AWAL) 

With the addition of barbituric acid in the CN-BA(5) sample, the charge carrier lifetimes are all 

significantly extended, especially that of the long charge lifetimes, which is almost 6 times 

longer than that of CN-DCDA. This increase in lifetime can improve the probability that charges 

Material 

PL 
Emission 

Peak 
(nm) 

τ1
[a] (ns) 

(A1 (%)) 

τ2 (ns) 
(A2 (%)) 

τ3 (ns) 
(A3 (%)) 

τ4 (ns) 
(A4 (%)) 

AWAL[b] (ns) 

CN-DCDA 460 
1.16 

(75.87) 

5.09 
(22.76) 

30.10 
(1.32) 

262.10 
(0.05) 

2.57 

CN-BA(5) 491 
1.45 

(75.83) 

7.81 
(23.49) 

60.96 
(0.63) 

1148.00 
(0.05) 

3.86 

CN-BA(10) 495 
1.32 

(74.59) 
7.06 

(24.54) 
49.30 
(0.83) 

1088.50 
(0.05) 

3.66 

CN-BA(20) 498 
1.18 

(78.55) 
6.90 

(20.78) 
50.56 
(0.63) 

1060.00 
(0.04) 
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will be able to transfer to other species to perform redox reactions before they recombine.68,138 

This enhancement in charge lifetimes could be due to disruption in conjugation due to the 

incorporation of extra carbon into the CN heterocycles or increased defect concentration, 

which can lead to lower charge mobility or can act as trap states extending lifetimes. It is also 

reflected in the enhanced photocatalytic activity of CN-BA(5) over the other materials in the 

series. 

As more BA is incorporated, the produced carbon nitrides have enhanced lifetimes over the 

CN-DCDA, but lifetimes begin to decrease again. The reduction in the emission intensity, 

infers reduced recombination, likely due to enhanced lifetimes, but the lifetimes demonstrate 

that this is not the case. Instead, a fraction of the charge recombination must be occurring 

through less or non-radiative decay from the excited state, which may have been caused by 

localisation to new states introduced by the BA. 75,111,124,202,224–226 

Previously it has been reported that these emissive states exist in the carbon nitride bulk and 

are in fact separate to the states responsible for photocatalysis at the surface.227 This was 

found by measuring the emission spectra and lifetimes of carbon nitride in the presence and 

absence of sacrificial donors. To further understand if these emissive states are linked to 

photocatalytic charge transfer, these measurements should be performed in the presence of 

scavengers. 

3.3.3.2 Transient Absorption (TA) Spectroscopy  

Much in the way that time resolved photoluminescence spectroscopy looks at the radiative 

lifetimes of charges, transient absorption spectroscopy is a powerful tool which can be used 

to understand photogenerated charges radiative, less-luminescent and non-emissive lifetimes 

over different time scales.153,228–232 A number of studies have utilised TA spectroscopy to gain 

insight into the nature and lifetime of photogenerated charges in carbon nitrides.118,153,234–

236,223,227–233 TA spectra in this work were recorded in diffuse reflectance mode on powder 

samples in air, with an excitation wavelength of 355 nm on microsecond-second timescales, 

monitoring the visible (450-900 nm) region. Details of experimental set-up can be found in 

Chapter 2. The TAS spectra of the 4 materials in the CN-BA series can be found in Figure 45. 
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Figure 45 - TAS contour plots (0.1ms - 0.1 s) for (a) CN-DCDA, (b) CN-BA(5), (c) CN-
BA(10) and (d) CN-BA(20). 

As can be seen in Figure 45 , on timescales greater than 0.1 ms, 2 positive features emerge. 

Each of the spectra in Figure 46 show positive adsorption features at about 450 nm and 800 

nm. It is generally reported that positive features which lie within the visible-near IR (400-3000 

nm) region can be assigned to deeply trapped photogenerated electrons and/or holes or 

charge pairs, whilst features found in the mid IR regions (3000-10000 nm) are free or shallowly 

trapped charges.153,227,232,235,236 The longer lived broad positive feature at around 800 nm can 

be assigned to photogenerated electrons in deep trap states, in agreement with the 

literature.228–231,237,238 Previously it has been reported that a positive feature at ~510 nm in a 

carbon nitride material has been assigned to photogenerated holes, which could potentially be 

assigned to the positive feature at ~450 nm.238 However, to confirm these assignments, further 

measurements in the presence of electron and hole scavengers would be required.  
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Figure 46 -TAS Spectra – wavelength vs the change in optical density at specific time 
scales (0.05ms to 50ms) for (a) CN-DCDA, (b) CN-BA(5), (c) CN-BA(10) and (d) CN-
BA(20).  

The lifetimes of the charges at each of these features can be determined by fitting the decay 

kinetic spectra (Figure 47) to exponential functions, the values of which can be found in Table 

19. However, because of a strong negative feature, which is likely due to laser related scatter 

overlapping with the weak positive features at around 450 nm, the lifetimes of the positive 

feature could only be fit from 0.1 ms onwards. Generally, the amplitude weighted average 

lifetime for each of the features (Table 19 and Figure 48) show that addition of barbituric acid 

into the structure, causes an initial increase in charge lifetime, but upon further addition the 

lifetimes decrease again, much like the PL emission lifetimes. This could be indicative of the 

formation of a greater concentration of defects, which act as recombination centres. Also, the 

trends in lifetimes for these three materials agree quite nicely with the photocatalytic activity 

for H2 evolution. 
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Figure 47 – Decay kinetics of CN-DCDA, CN-BA(5), CN-BA(10) and CN-BA(20) for (a) the 
positive feature at 450 nm and (b) the positive feature at 800 nm. 

Table 19 – Charge lifetimes determined by exponential fit of the TA decay spectra. 

[a] Decay kinetics lifetimes determined by fitting time resolved emission spectra to a 2 or 3-
component exponential, see section 2.3.10. 
[b] Amplitude weighted average lifetimes (AWAL) 

Feature Lifetime 
Sample 

CN-DCDA CN-BA(5) CN-BA(10) CN-BA(20) 

450 nm 
(positive) 

τ1[a] (ms) 
(A1 (%)) 

0.75 1.75 2.96 22.93 

(38.94) (22.72) (45.45) (54.98) 

τ2 (ms) 
(A2 (%)) 

11.75 22.01 29.10 2.11 

(61.06) (77.28) (54.55) (45.02) 

AWAL[b] 
(ms) 

7.47 17.41 17.22 13.56 

800 nm 
(positive) 

τ1 (µs) 
(A1 (%)) 

13.42 31.33 18.65 31.99 
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Figure 48 – Comparison of charge lifetimes of CN-DCDA, CN-BA(5), CN-BA(10) and CN-
BA(20) for the (a) the positive feature at 450 nm, (b) the positive feature at 800 nm and 
(c) PL emission. 

3.3.3.3 Raman Spectroscopy 

Fourier Transform (FT) Raman Spectroscopy 

Raman spectroscopy is a complementary method which can be used alongside infrared 

spectroscopy.186,188,189,239,240 Often in the literature, carbon nitride Raman spectroscopy uses 

lasers which lie within the UV or visible region and excite the material leading to strong 

emission which swamps the weaker Raman signal.240 FT-Raman usually utilises a near-IR 

laser (1064 nm) which greatly reduces this strong emission as the Raman probe is at a lower 

energy than the optical gap.189,241 FT and Kerr-gated (KG) Raman, along with time-resolved 

resonant Raman (TR3) experiments described later in this chapter, were recorded at the 

ULTRA laser facility (STFC Central laser Facility, Rutherford Appleton Laboratories) with the 

help of Dr Igor Sazanovich and Dr Gaia Neri. Further details of the KG Raman and TR3 

experiment and the basics behind it can be found in Chapter 2. 
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The FT-Raman spectra for the CN-BA series of materials can be seen in Figure 49 and despite 

the use of a 1064 nm Raman probe they still show a significant level of emission. Therefore, 

the data is also presented following subtraction of a polynomial function, Figure 50. 

 

Figure 49 - FT Raman spectra of CN-DCDA, CN-BA(5), CN-BA(10) and CN-BA(20). 

 

Figure 50 – Manually baselined FT Raman spectra of CN-DCDA, CN-BA(5), CN-BA(10) 
and CN-BA(20). 

Carbon nitride Raman spectra are not reported as often as other characterisation 

measurements such as XPS and FTIR spectroscopy and when Raman spectra are shown, 

often peak positions and assignments are not reported, which makes definitive assignment 

here challenging. This is likely in part due to emission swamping the Raman signals on typical 

equipment but also due to strong overlapping of species in similar regions much like with IR 

spectroscopy. Table 20 lists the vibrational mode positions from Figure 50, alongside reported 

characteristic modes, assignments within the literature and potential assignments for those 

regions. Sometimes, a list of the characteristic peaks are reported for carbon nitride materials, 
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as can be seen in Table 20, and only occasionally are they given any further 

assignment.45,63,242–246  

Table 20 – Raman assignments for the CN-BA series of materials spectra in Figure 50. 

[a] peak descriptions: s = strong, ms = medium, w = weak, vw = very weak, b = broad, sh = 
shoulder 
Potential assignments for that region are italicised. 

The vibrational modes at approximately 705 cm-1 and 750 cm-1 are typically assigned to the 

in-plane bending of C-N-C linkages within triazine or heptazine rings189,211,241,242,246–249 and the 

mode at 980 cm-1 is attributed to the symmetric N-breathing mode within triazine or heptazine 

rings.55,189,211,241,246,247,249 Peaks within the 1300-1700 cm-1 region are often said to resemble 

the D and G bands within graphitic materials.55,102,105,142,208,246–250 But it is likely that the modes 

which lie between 1100-1700 cm-1 could be assigned to a range of things including; sp2 C, C-

N, C=N and N-C=N stretches.45,75,131,188,189,245,251,252. Sometimes very broad and very weak 

Raman Shift 
Region (cm-1) 

Approximate 
Raman Shift 

(cm-1) [a] 

Reported 
Characteristic 
Shifts (cm-1) 

Assignment 

~400-700 
475 (s) 
558 (w) 
590(s) 

470 45,63,242–246 
550 45,242 
590 242–246 

Unassigned 

~600-900 
650 (w) 
706 (s) 
753 (s) 

 

705 45,63,242–246 

750 45,63,242–246 

In-plane bending of 
triazine/heptazine rings 

189,211,241,242,246–249 

~900-1300 

813 (w) 
877 (w) 
979(s) 

1116 (s) 
1153 (s) 
1235 (s) 

 
 

980 242–246 
 

1150 242,243,246 
1250 45,63,242–246 

 
 

Symmetric N-breathing mode 
55,189,211,241,246,247,249 

 
 

sp2 C/ C-N / C=N / N-C=N 
45,131,188,189,245 

~1300-1700 

1310 (s) 
1353 (s) 
1415 (w) 
1480 (s) 
1560 (s) 
1619 (s) 

 
 
 

1480 45,242–246 
1570 45,242,244 

1620 45,63,242–246 

D and G Bands 55,102,105,142,208,246–250 
sp2 C / C-N / C=N / N-C=N 

75,188,189,245,251,252 

~2300 - - 
-C≡N / -N=C=N- 

180,186,188,189,204,208,241,249,252 

~3200 - - NHx / water 188,189 
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peaks at higher wavenumber are observed within the Raman spectra, around 2300 cm-1, 

peaks are assigned to -C≡N or  -N=C=N-180,186,188,189,204,208,241,249,252 and around 3400 cm-1 can 

be attributed to N-Hx groups or adsorbed water.188,189 

The CN-BA series all show the same vibrational modes, without any significant shift in position 

across the series. However, we do see clear differences between samples with a variation in 

intensity and width of peaks. As more barbituric acid is added, the peaks between 1100 and 

1700 cm-1 become broader, decreasing the resolution of close lying vibrational modes and the 

intensity of the Raman scattering of these modes also increases from CN-DCDA down to CN-

BA(20) (Figure 50). These modes are typically assigned to the ring (sp2) modes and the 

increased scattering correlates with an expected increase in disorder of the carbon nitride 

structure due to the increased amount of barbituric acid being incorporated into the structure. 

Increased Raman scattering is sometimes used as an indicator of increased delocalisation of 

electrons within organic polymers, however further studies would be required to confirm this 

hypothesis.253,254 Interestingly the vibrational mode centred at 705 cm-1, decreases in intensity 

with increasing BA content. A similar mode was also observed in the DRIFTS data (Figure 36) 

and was assigned to the disruption of the breathing modes of the triazine/ heptazine rings.  

Time-Resolved Resonance Raman Spectroscopy (TR3) 

TR3 can be used to obtain both chemical and structural information about a material in its 

excited state and can help to understand the role of different species or groups within the 

carbon nitride structure in photocatalysis and identify the vibrational spectra and lifetimes of 

sites where charge accumulation occurs.255–258 A number of different time-resolved 

spectroscopies have been employed for study of carbon nitride excited states, but so far no 

one has been able to provide evidence of the chemical nature of this excited state. TR3 can 

be used to measure the ground state Raman spectrum of a sample at different time delays 

after an appropriately timed excitation pulse. Subtraction of the ground state spectrum from 

the spectrum at each delay gives the difference spectrum. This should show how different 

peaks or groups evolve over time and should indicate the formation of new species due to the 

formation of photogenerated charges sitting on different groups in the carbon nitride structure. 
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To the best of our knowledge TR3 has not yet been employed for study of carbon nitride 

materials.  

Although FT-Raman can be effective at reducing the effect of emission, it suffers from lower 

sensitivity as it does not allow for resonance enhancement and measurement of transient 

Raman spectra is extremely challenging using FT approaches.256,258,259 An alternative way to 

record Raman spectra of highly emissive materials is to make use of a Kerr-gate. 240,256–258,260–

264 Kerr-gated Raman spectroscopy uses the different timescales of Raman scattering and 

emission after an incident probe pulse on the sample to block emission. For the purposes of 

this thesis Raman scattering can be considered to be an effectively instantaneous process. In 

contrast, generation of an emissive state often occurs on the picosecond (ps) timescale and 

its radiative decay can persist for microseconds or longer. The Kerr-gate, which acts as an 

ultrafast gating system, can switch between open/closed to only allow the Raman signal to 

reach the detector.  

 

Figure 51 – Schematic representation of Kerr-gated TR3 Spectroscopy experimental set-
up, adapted from the Central Laser Facility website 
https://www.clf.stfc.ac.uk/Pages/Kerr-Gated-Raman-Spectroscopy.aspx and applicable 
publications.240,264  

Figure 51 shows the scheme of a TR3 experiment that makes use of a Kerr-gate. In the time 

resolved experiment a laser pump pulse (400 nm in all the results discussed here) excites the 

sample which leads to both Raman scatter and emission from the sample. A 2nd laser pulse 

(Raman probe, here 630 nm unless stated otherwise) is then delivered to the sample at a time 

period after the pump laser (Dt). A probe wavelength of 630 nm was chosen as it was expected 

to overlap with the excited state of the carbon nitride materials, determined by TAS 

measurements (3.3.3.2). The Raman probe also causes Raman scattering (which are the 

desired photons for detection) and often emission. All scattered light and emission from the 
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sample is passed through a linear polariser and then the Kerr medium. Under intense 

illumination (here 800 nm is used) the Kerr medium transiently aligns and the CS2 rotates the 

incident polarised light (scatter and emission from the sample) by 90°. When the Kerr medium 

is aligned, light can therefore be transmitted-through the cross-polariser to the detector. 

However, in the absence of the intense 800 nm light the Kerr medium rapidly (ps) relaxes. 

Therefore, using an appropriately timed, high intensity, laser pulse the Kerr-gate is effectively 

‘open’ for only a short period of time, allowing the desired Raman signal to pass through and 

the longer-lived signal is blocked. Using the same apparatus, a ground state Kerr-gated 

Raman signal can be recorded by setting the experiment so that the Raman probe pulse 

arrives in advance of the pump laser pulse. 

 

Figure 52 – CN-DCDA Raman spectra measured with and without the Kerr-gate. 

Figure 52 shows the ground state Raman spectra for CN-DCDA with the Kerr-gate ‘on’ and 

‘off’ and clearly shows that the Kerr-gate is very effective at removing the majority of the 

emission, providing clear ground state Raman spectra. Then we compared the ground state 

Raman spectra using both the KG apparatus and the commercial FT-Raman spectrometer to 

confirm that similar data was obtained (Figure 53). 
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Figure 53 – Comparison of Raman spectra obtained for CN-DCDA via FT-Raman and 
TR3 experiments. 

However, a small amount of emission was not removed by the KG and the presence of this 

complicates any TR3 experiment as emission arising from the pump (400 nm) and probe (630 

nm) pulses will have different time dependencies. Attempts were made to manually subtract 

residual emission (by fitting to a polynomial function) after data acquisition. This was partially 

successful but as the overlap of the Raman probe wavelength (630 nm) with the ground state 

UV-vis spectrum increased with the barbituric acid containing samples, the possibility of 

manually introducing artefacts increases through the series of CN-BA(5), CN-BA(10) to CN-

BA(20).  

 

Figure 54 - KG Raman ground state spectra for (a) CN-DCDA and (b) CN-BA(20) over 
the low and high wavenumber window after emission subtraction and baselining. 

A further complication is that the design of the KG experiment requires the Raman spectra to 

be measured over two spectral windows: 400-1440 cm-1 and 1260-2400 cm-1. Manual 

subtraction of a polynomial worked well for the low wavenumber window, but it was found that 
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the tendency to introduce artefacts was greater in the higher wavenumber window (Figure 54 

(b)). As this is the first study we have initially focussed on the low (400 to 1300 cm-1) 

wavenumber window of the TR3 to avoid possible artefacts from the baselining process being 

mistaken for an excited state vibrational mode 

Shown in Figure 55 is the difference spectrum for the TR3 experiment of CN-DCDA, CN-BA(5), 

CN-BA(10) and CN-BA(20). From close analysis of the difference spectra, there does not 

appears to be the formation of any clear transient (positive) peaks. A bleaching (decrease) of 

the ground state Raman spectrum is however observed due to the formation of the excited 

state after exposure to an excitation pulse. As the sample returns to the ground state over time 

the sample signal recovers. As the TR3 experiment monitors both emissive and non-emissive 

states that evolve over time after excitation it can provide complimentary information to 

emission spectroscopy, which by definition can only probe emissive excited states.  

 

Figure 55 -Difference spectrum for (a) CN-DCDA, (b) CN-BA(5), (c) CN-BA(10) and (d) 
CN-BA(20) for time delays between 1 ps and 2800 ps. 
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Figure 56 – Emission (left) and Raman bleach (right) kinetics for CN-DCDA ((a), (b)), CN-
BA(5) ((c), (d)), CN-BA(10 ((e), (f)) and CN-BA(20) ((g), (h)). 

Figure 56 show a series of spectra for the full range of BA samples. They show that as the BA 

content increases the magnitude of the TR3 bleaches decreases despite all samples being 

excited with the same intensity (400 nm) pump laser. This indicates that the excited states 
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formed at high BA concentrations have similar excited state Raman spectra to the ground 

state. In addition to being able to record the TR3 data, the Kerr-gated apparatus can also be 

used to obtain the ultrafast (ps time resolution) emission spectra. As the emission at each 

wavelength is fairly similar only the emission at 646 nm is explored in this work. The intensity 

of the emission recorded at 646 nm (see Figure 56) is roughly constant confirming that excited 

states are being generated with all samples.   

To explore the lifetime of the emissive states the kinetics at 646 nm have been fitted to a sum 

of exponential functions (2 functions were found to be sufficient to achieve an adequate fit in 

this case), Figure 21. Across the series, the amplitude weighted average lifetime of emission 

(AWAL) decreases for the emission kinetics from CN-DCDA to CN-BA(20). This data, 

recorded on the picosecond timescale, is not in agreement with slower lifetime measurements 

determined by time-correlated single-photon counting PL (Figure 44, Table 18) and TAS 

(Figure 47, Table 19) measurements, which may be because it is tracking a different emissive 

state, a portion of which goes on to form the states seen in the conventional PL measurements, 

or that the short (~1 ps) intense laser pulse at 400 nm is giving rise to differing photophysical 

pathways. 

The kinetics of the Raman bleach of the 480 cm-1 vibrational mode for each sample can be 

seen in Figure 56. The bleach kinetics at each vibrational mode were similar, so only the 480 

cm-1 band is shown here. Comparison of the kinetics of the Raman bands, as more barbituric 

acid is added to the sample, was complicated by the relatively low signal:noise ratios at high 

barbituric acid concentrations. Despite this, two interesting features can be identified. Firstly, 

comparison of the emission and bleach kinetics of each sample clearly shows they are quite 

different, this indicates that the TR3 bleach data contains contributions from a non-emissive 

excited state. Secondly, as the barbituric acid goes from 0 to 5% we find that the lifetime of 

the TR3 bleach decreases significantly but between 5 and 10% it increases again. The change 

in lifetime of the TR3 state at 10 and 20% barbituric acid should be interpreted with caution, 

however it is interesting to note that the decrease in lifetime of the Raman bleach mode 

correlates with an increase in observed photocatalytic activity.  
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Table 21 – Emission and bleach lifetimes determined by exponential fit of the TR3 
emission and bleach spectra. 

[a] Emission and bleach kinetics lifetimes determined by fitting time resolved emission spectra 
to a 1 or 2-component exponential, see section 2.3.11. 
[b] Amplitude weighted average lifetimes (AWAL) 

In order to further explore these result experiments were attempted to measure TR3 spectra 

in the presence of solutions and hole scavengers (water, KCl, MeOH and TEOA), but 

unfortunately no change was observed and due to limited time at the Central Laser Facility, 

this was not studied further. Therefore, although these initial studies show that TR3 can be 

used to probe the kinetics of non-emissive states, it is unfortunately not possible to identify the 

chemical nature of the states as had been hoped. However, it does indicate that the carbon 

nitride structure is highly complex and that after excitation there are a plethora of new states, 

Sample Emission Kinetics Bleach Kinetics 

CN-DCDA 

τ1
[a] (ps) 262 τ1 (ps) 152 

(A1 (%)) (41) (A1 (%)) (30) 

τ2 (ps) 1279 τ2 (ps) 957 

(A2 (%)) (59) (A2 (%)) (70) 

AWAL[b] (ps) 859 AWAL (ps) 718 

CN-BA(5) 

τ1 (ps) 87 τ1 (ps) 4 

(A1 (%)) (47) (A1 (%)) (56) 

τ2 (ps) 729 τ2 (ps) 354 

(A2 (%)) (53) (A2 (%)) (44) 

AWAL (ps) 425 AWAL (ps) 158 

CN-BA(10) 

τ1 (ps) 57 

τ1 (ps) 419 
(A1 (%)) (51) 

τ2 (ps) 556 

(A2 (%)) (49) 

AWAL (ps) 302 (A1 (%)) (100) 

CN-BA(20) 

τ1 (ps) 56 

τ1 (ps) 249 
(A1 (%)) (52) 

τ2 (ps) 482 

(A2 (%)) (48) 

AWAL (ps) 262 (A1 (%)) (100) 
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which cannot be differentiated from the ground state due to broad Raman signals. Also, this 

could suggest that the charges are not accumulating on any specific group but are instead 

dispersed across the entire structure. 

3.3.4 Band Structure Determination 

Determining the band structure of materials can also help to understand trends in 

photocatalytic activity. A number of different combinations of methods have previously been 

used to determine the band structure of carbon nitride materials, mainly via the use of UV-Vis 

combined with either the Mott-Schottky method25,50,160,166,204,221,224,229,243,248,265,266,75,267–

276,84,277,87,91,94,119,132,139, XPS 69,74,272,278–282,95,125,140,169,219,221,222,229, or 

both75,80,94,125,229,271,272,275,283. 

3.3.4.1 Mott-Schottky (MS) Method 

Across all the series of materials we can see larger differences in band gap and therefore 

electronic structure. Traditionally, the Mott-Schottky method has been used to find the flat band 

potential of materials to calculate the band structure of semiconductors, including carbon 

nitride.25,50,160,166,204,221,224,229,243,248,265,266,75,267–276,84,277,87,91,94,119,132,139 A number of methods 

were undertaken to produce uniform films, including chemical vapour deposition from DCDA 

and drop-casting/doctor-blading slurries of carbon nitride with different solvents and binders 

to obtain uniform, conductive and stable films.  

 

Figure 57 - Images of films prepared via drop-casting. (a) film 1, (b) film 2 and (c) film 3. 
Top: front lit. Bottom: back lit. 

(a) (b) (c) 
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Finally, it was determined that drop-casting 200 µl slurries of CN-DCDA in acetone with Nafion 

(20 mg carbon nitride in 1 mL acetone and 50 µL Nafion (5 wt% solution)) led to the most 

reproducible and uniform films as can be seen from the images in Figure 57 taken on an optical 

microscope. These films were then used as the working electrodes for electrochemical 

measurements using the Mott-Schottky method, details of which can be found in Chapter 2. 

Generally, the Mott-Schottky method is used to determine the flat band potential of carbon 

nitride matierals and from this information band positions can be determined. Within the carbon 

nitride literature, some state that the flat band potential is the same as or very close to the 

conduction band position, so assume that they are the same 

thing.75,84,267,271,276,87,119,132,160,166,243,248,266 Others say that it is the fermi level which lies 0.1 - 0.2 

V below the conduction band.265,274,275,283  

 

Figure 58 – Mott-Schottky plots for (a) film 1, (b) film 2 and (c) film 3 at 0.5 kHz, 1.3 kHz 
and 3 kHz. Measured in 3 electrode cell; carbon nitride film working electrode, Ag/AgCl 
reference electrode and Pt mesh counter electrode in 0.1M KCl under Ar atmosphere in 
the dark.  

Figure 58 shows the MS plots for the carbon nitride films, each of which shows a positive 

slope, indicating n-type behaviour, typical of carbon nitride 

materials.25,50,269,271,272,277,84,91,139,166,204,266–268 To determine the flat band potential, the linear 
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portion of the plot is extrapolated to intersect the x-axis.84 Normally, materials should show 

frequency independence for the x-axis intercept, so often MS plots are shown at frequencies 

ranging between 0.2 kHz and 3 kHz 25,229,248,265,267,269,271–273, but on occasion is shown at a 

single frequency87,119,139,166,204,266,270. Figure 58 and Table 22 show that the x-intercept is 

frequency dependent, giving different values depending not only on the frequency but also the 

film used. The large variation in flat band potentials demonstrate that the MS method cannot 

be used for band structure determination of these materials. 

Table 22 – Flat band potential at different frequencies for each film. 

3.3.4.2 XPS Band Structure 

XPS can be used to measure the valence band maximum (VBM) of a material relative to its 

fermi level. In the literature, many have measured the VBM of carbon nitrides and directly used 

it to determine the materials band structure with no discussion on how this was done.69,74,278–

280,95,125,169,219,221,222,229,272 Since the VBM is measured relative to the materials fermi level, to 

be able to compare materials, the fermi level must be determined by measuring the materials 

work function (WF) which can be done via XPS or UPS by measuring the secondary electron 

cut-off (SEC). A number of different methods have been used in the literature for determining 

the fermi level or work function including; the WF of the XPS analyser80,140,271,281,282, measuring 

the WF of the material using XPS or UPS200,284, or using the flat band potential from MS plots 

as the fermi level position275,283. In this work the VBM and SEC of each material in the CN-BA 

series has been measured (Figure 59) and used to determine the WF and in combination with 

the UV-Vis band gap, the conduction and valence band positions (Table 23). The calculated 

band positions of each material relative to water splitting and CO2 reduction redox potentials 

are depicted in Figure 60. 

Film 
Flat band potential (V) vs Ag/AgCl at pH 6 

0.5 kHz 1.3 kHz 3.0 kHz 

1 -0.520 -0.514 -0.536 

2 -0.466 -0.484 -0.558 

3 -0.587 -0.671 -0.868 
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Table 23 – CN-BA series band gap, valence band maximum (VBM) relative to the fermi 
level, work function (WF) and conduction band (CB) and valence band (VB) position vs 
vacuum level. 

 

Figure 59 – XPS Valence band spectra for (a) CN-DCDA, (b) CN-BA(5), (c) CN-BA(10) 
and (d) CN-BA(20). 

Across the CN-BA series, the band structures vary significantly and do not all seem to follow 

a trend with the amount of barbituric acid used in the precursor mixtures. The variation in band 

positions for CN-DCDA and CN-BA(20) agree well with the original paper that introduced 

copolymerisation of DCDA with barbituric acid in 2010.50 The paper reported the band 

structures of the two materials showed contraction of the band positions with addition of 

Sample 
Band Gap 

(eV) 
XPS VBM 

(eV) 
XPS WF 

(eV) 

VB vs 
vacuum 

level (eV) 

CB vs 
vacuum 

level (eV) 

CN-DCDA 2.68 1.96 4.03 5.99 3.31 

CN-BA(5) 2.40 1.55 4.03 5.58 3.18 

CN-BA(10) 2.21 1.16 4.05 5.21 3.00 

CN-BA(20) 1.92 1.77 4.06 5.83 3.91 
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barbituric acid, which is also observed in this work. However, they did not report the band 

structures of the other materials within this series. 

 

Figure 60 – Band structures of CN-DCDA, CN-BA(5), CN-BA(10) and CN-BA(20). 

Initial addition of barbituric acid from CN-DCDA to CN-BA(5) appears to cause an upshift in 

the VB with only a small shift in the CB to more negative potentials, leading to a decreased 

band gap. This upshift in band positions continues for the CN-BA(10) sample, with further 

decrease in the band gap. However, when the largest amount of barbituric acid is used, both 

bands are shifted to more positive potentials. These changes in band structure can be used, 

alongside lifetimes data to understand the variation in photoactivity across the CN-BA series.  

Moving across the CN-BA series, CN-DCDA has the largest band gap and shortest charge 

lifetimes, which lead to it having the lowest photocatalytic activity. Addition of a small amount 

of barbituric acid, decreases the band gap due to an upshift in both CB and VB positions of 

CN-BA(5), allowing the material to utilise more wavelengths of light to excite electrons to the 

CB, which then have a greater driving force for reduction reactions. Furthermore, CN-BA(5) is 

the material with the longest charge lifetimes, meaning the photogenerated charges are more 

likely to reach the adsorbed species co-catalyst or hole scavenger and participate in redox 

reactions before recombination can occur.  

Further addition of barbituric acid leads to further decrease in the band gap and even an upshift 

in band positions of CN-BA(10), which would be expected to cause further enhancement in 

photocatalysis, however this is not the case, activity actually drops. This drop in activity is likely 

due to a reduction in the charge lifetimes and an upshift in VB position meaning that there is 
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a lower driving force to transfer to the hole scavenger. Despite having the smallest band gap, 

CN-BA(20) sees further decrease in photoactivity, which corresponds to decrease in charge 

lifetimes and down shift in band positions, lowering the driving force for the reduction reaction. 
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3.4 Conclusions and Future Work 

Over 180 years of carbon nitride research, the actual structure of the material remains elusive 

and analysis of various characterisation data is still unclear or not discussed fully. Despite this, 

the literature still grows exponentially each year, as it is proven to be a useful material in a 

wide range of applications. In this work, we have attempted to gain more insight into the carbon 

nitride materials by creating and comparing a range of similar materials using a wide range of 

characterisation techniques.  

Within this chapter, 16 carbon nitride materials have been synthesised using different 

precursors/calcination conditions, characterised using CHN, BET surface area, PXRD, SEM, 

DRIFTS, Raman, XPS, SS NMR and UV-Vis, with initial photocatalytic activity for H2 evolution 

evaluated in the presence of a 1 wt% Pt co-catalyst and EDTA hole scavenger. Initial structural 

and electronic characterisation results agreed well with previous reported properties of carbon 

nitride. Although reports usually attempt to assign a single structure to the produced materials, 

the characterisation data shown in this chapter indicates the materials synthesised in this 

project are not a single homogeneous fully polymerised phase, but instead consist of 

numerous structures similar to that of melon, fully polymerised carbon nitride and systems that 

lie in between. Little difference in characterisation or photocatalytic activity was observed for 

materials synthesised under different calcination conditions and the series of materials 

synthesised with different ratios of urea and thiourea showed trends in photoactivity with 

surface area.  

The most interesting series of materials was produced by copolymerisation of DCDA with 

different amounts of barbituric acid, which led to increased carbon content, decreased band 

gap, and enhanced photocatalysis. These materials showed no trend in observed 

photocatalytic activity with any of the initial characterisation data, including surface area and 

band gap. Further characterisation was required using time resolved techniques (Time-

resolved PL, TAS and TR3) and band structure determination (UV-Vis and XPS), to gain 

greater understanding of variations in the photocatalytic activities obtained for these materials. 
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To the best of our knowledge this is the first report of KG Raman and TR3 of carbon nitride 

materials. 

 

Figure 61 – The CN-BA series (a) Band structures, charge lifetimes, determined via 
TAS ((b), (c)) and (d) PL emission and (e) Photocatalytic activity for H2 evolution. 

Figure 61 summarises the data obtained for the band structure determination and time 

resolved measurements. The results showed that small amounts of barbituric acid gave 

extended charge lifetimes and a small upshift in conduction band position, giving increased 

photocatalytic activity. However, when larger amounts of barbituric acid were incorporated into 

the structure, charge lifetimes decreased and band positions shifted further, causing lower 

photoactivities. Decreased charge lifetimes and different band positions was likely caused by 
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the formation of defects, which potentially formed states within the band gap and acted as 

recombination centres, decreasing overall activity. Although, the incorporation of barbituric 

acid into the carbon nitride structure has been previously reported, the original study only 

determined 2 of the 4 materials band structures via the Mott-Schottky method, focussing on 

the 0% and 20% barbituric acid containing samples. In doing so, they only saw that there was 

a contraction of the band structure with both the CB and VB appearing to move closer together. 

Within this work, we see that there are shifts in each direction which can explain the variations 

in activity along with charge lifetimes which had not been previously explored. 

Future work for these materials would be to perform more time resolved measurements in the 

presence of sacrificial donors to assign features observed in the time resolved measurements 

to electrons, holes or charge pairs. Work on the CN-BA series of materials continues in the 

next chapter, focussing on improving photocatalytic activity for both H2 evolution and CO2 

reduction. 
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4.1 Introduction 

It is widely known that bulk carbon nitride (CN) synthesised via traditional calcination methods 

suffer from poor photoactivities.1,2,11,12,3–10 There are a great many approaches that have been 

reported in the literature for improving carbon nitride materials, including nanostructure control, 

electronic structure modification and the formation of heterostructures. Electronic structure 

modification was explored in Chapter 3, this chapter focuses on nanostructure control and 

heterostructure formation through addition of molecular co-catalysts. 

4.1.1 Nanostructure Control 

Modification of the carbon nitride structure and introducing nano-structuring have been proven 

as effective methodologies for improvement of photocatalytic activities. Prior to addition of the 

molecular electrocatalysts to make the hybrid structure it is also important to maximise surface 

area to increase the available sites for catalyst binding. Strategies involve either top-down 

(exfoliation) or bottom up (templating) approaches and can result in increased surface area, 

porosity and in some cases charge separation, which all can lead to enhanced photocatalytic 

activity.4,12–16 

4.1.1.1 Exfoliation (top-down) 

One of the main reasons for poor photoactivity of bulk carbon nitride obtained from usual 

thermal condensation procedures is the very low surface areas.4,12–16 Exfoliation of bulk carbon 

nitride to form nanosheets is a generally simple and effective method for enhancing surface 

area. Typically, exfoliation can be performed in one of three ways, liquid, chemical and thermal 

exfoliation. These methods lead to the formation of carbon nitride nanosheets with relatively 

high surface areas17,18,27–33,19–26, altered photo-absorption abilities17,18,21,24,26,27,31,33 and in some 

case has been reported to enhance charge mobility by reducing charge diffusion lengths18,24,28. 

Chemical Exfoliation 

Chemical exfoliation involves the use of a strong acid to wash the carbon nitrides and form 

nanosheets.19–23,33 Washing in acid does not lead to chemical disintegration of carbon nitride, 

instead the acid can intercalate into the interlayer space between sheets, forcing them apart 
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and in some case lead to protonation of the materials.  This method has previously been 

reported to form materials with surface areas up 200 m2g-1 and nanosheets as thin as 0.4 nm, 

close to the theoretical monolayer carbon nitride thickness of 0.325 nm.2133 

Liquid Exfoliation 

Liquid exfoliation employs intercalation of solvents to break up the large particles of carbon 

nitride into smaller particles or sheets.34–43 A number of solvents have been utilised including 

isopropyl alcohol (IPA), water, n-methyl-2-pyrrolidone (NMP), 1,3-butanediol, ethanol (EtOH), 

methanol (MeOH) and acetone, among others and have been shown via atomic force 

microscopy (AFM) to produce sheets with ~2 nm thickness.34,35,44,36–43 Yang et al performed 

exfoliation of carbon nitride in a range of solvents and found that nanosheets produced in IPA 

and NMP could produce suspensions that were stable for at least 2 days, after undergoing 10 

hours of sonication and found that IPA suspensions showed no precipitation after 4 months 

under ambient conditions.35 These nanosheets can be collected via centrifugation and removal 

of solvent, but this often leads to re-aggregation of the exfoliated sheets.  

Thermal exfoliation 

Performing a post-synthesis calcination step on bulk carbon nitride is known as thermal 

exfoliation. Typically, materials are heated to between 500 °C and 600 °C for several hours 

and the obtained materials have much higher surface areas and in some case reported to 

have >10 times larger surface areas over the bulk material.17,18,32,24–31 Mostly this step is 

performed in air28–31, but there are some reports which show that when executed under a 

different atmosphere, other additional functionalities and structure can be incorporated.  

A few groups have reported that by heating under a H2 atmosphere can not only increase 

surface area but can also introduce extra hydrogen defects and nitrogen vacancies into the 

structure.17,45 Xia et al performed this calcination step under the flow of ammonia and found 

that the resultant high surface area materials were also endowed with extra amine functionality 

which was found to increase CO2 adsorption and in turn photocatalytic CO2 reduction.18 Fu et 

al found that heating bulk carbon nitride at 600 °C in the presence of air and under a N2 flow 

led to the formation of O-doped carbon nitride nanotubes.24 Thermal exfoliation is a very easy 

method but can lead to the formation of defects and often product yields are very low.32 
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4.1.1.2 Templating (bottom-up) 

Carbon nitride precursors can be combined with soft or hard templates, which can be removed 

during or post-synthesis. These techniques can often lead to the formation of large surface 

area materials with interesting nanostructures depending on the template used.4,12–16  

Mesoporous carbon nitrides produced in this way have been found to contain open crystalline 

pores and large surface area, which can facilitate more efficient mass transfer and free-charge 

transport, along with enhanced light absorption due to large surface areas and multiple 

scattering effects.2,46 

Hard Template 

Typically, the templating procedure involves the combination of silica templates and organic 

precursors in solution, then removal of solvent and calcination. The template can then be 

removed using HF or NH4HF2.1,46,55–60,47–54 The silica template is often a colloidal suspension 

of microspheres or microstructures with high surface areas which can interact with amine and 

aromatic nitrogen groups within the carbon nitride backbone.4,12–16,61  

Utilising hard templates can be an effective way to produce these high surface area materials 

but due to the required removal of the silica template with hazardous chemicals, this method 

is not environmentally friendly and cannot be transferred to an industrial process.50 Also it can 

leave a small amount of silica in the end product.62 Along with silica, there have been a few 

reports of the use of CaCO3
-63–65, anodic aluminium oxide66,67 and clays such as smectitic 

saponite and montmorillonite68 as hard templates for carbon nitride synthesis. 

 

Figure 62 – Scanning electron microscopy (SEM) images of carbon nitrides synthesised 
using silica templates , (a) helical62, (b) hollow nanospheres55 and (c) nanowires69. Inset 
(b) transmission electron microscopy (TEM) image. 

500 nm 500 nm 500 nm

100 nm

(a) (b) (c)
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Soft Template 

Using soft templates which do not use harsh chemicals required for template removal can be 

a good alternative to traditional hard templates as the soft template typically decomposes 

during the carbon nitride synthesis. But this method can also cause challenges as templates 

must be chosen based on thermal stability as they are required to decompose before the 

formation of the carbon nitride and can often lead to carbon doping.1,48,70,71  

In 2010, Zhang and co-workers first reported the synthesis of nanoporous carbon nitride using 

soft templates. They employed a total of 15 different non-ionic surfactants, amphiphilic block 

polymers and ionic liquids as soft templates for high surface area carbon nitrides.72 These 

carbon nitrides not only had enhanced surface area (reaching a maximum of 299 m2g-1) over 

the bulk material, but also saw increased conductivity in some cases. 

Self-Templating or Supramolecular Pre-Organisation 

Nanostructured materials can also be synthesised without the use of an external template and 

does not require any post-synthesis treatments to remove the template. It relies on the use of 

noncovalent interactions to form ordered structures or precursor complexes, which can then 

be calcined to form higher surface area materials and can sometimes introduce interesting 

morphologies.57,58,80–83,70,73–79 Typically 2 or more carbon nitride precursors are combined in 

ethanol and the complex can be precipitated and then calcined for carbon nitride synthesis.  

 

Figure 63 – SEM images of carbon nitrides produced using supramolecular self-
assembly taken from references (a) 83, (b) 73 and (c) 82. 

 

(a) (b) (c)

2 µm 2 µm 2 µm
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4.1.2 Heterostructure formation 

The formation of heterostructures, composites or heterojunctions of carbon nitride with other 

materials can often be vital for photocatalysis. There are a number of different methods which 

can result in enhanced light absorption or increased charge separation giving enhanced 

photocatalytic activity. 

4.1.2.1 Metal Particles 

A common method used for improvement of photocatalytic activity on carbon nitride is the 

attachment of noble metal particles to the surface of the semiconductor. Metal particles at the 

surface can act as effective electron trapping sites, enhancing charge separation or reducing 

the overpotential for photocatalytic reactions and enhance photocatalytic 

performance.2,5,11,71,84–89 Pt has been proven to be the most efficient co-catalyst for H2 

evolution and is widely used on carbon nitride for both water splitting and CO2 reduction 

reactions.4,5,91–100,17,101–110,33,111–113,46,47,54,56,86,90 

Other metals such as Pd36,110,114 Au115–120 and Ag115,121,122 have also been employed as co-

catalysts to improve photocatalytic activity to various carbon products. However, the scarcity 

of noble metals limits their use.3,4,9,123 Cheaper transition metals have also been explored such 

as Cu124–126, Co127,128,  Ni5,89,129 along with bimetallic particles130–133 . 

4.1.2.2 Dye-Sensitised 

Carbon nitride is well known for having a band gap which typically lies at around 2.7 eV, which 

means that it can absorb wavelengths of light >460 nm.1,3,11,71,89,134–136 Though this lies within 

the visible region, it still only utilises a small fraction of visible light. Over the years, various 

dyes have been used to sensitise carbon nitride materials and extend light absorption further 

into the visible region.2,5,6,12,32 For the system to work well, the dye must have visible 

wavelength absorption and its lowest unoccupied molecular orbital (LUMO) must lie at a more 

negative potential than the carbon nitride conduction band (CB).6 This allows the 

photogenerated electrons to be injected into the CB of the carbon nitride enhancing charge 

separation and supressing recombination. 
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In 2010, Takanabe et al published the first dye-sensitised carbon nitride.103 They found that  

magnesium phthalocyanine combined with mesoporous carbon nitride gave enhanced 

absorption into visible range and enhanced photoactivity for H2 evolution, but a Pt co-catalyst 

was required for H2 evolution to occur. Since then a range of both organic and metal containing 

dyes have been used for increased light absorption and improved activity, such as; 

EosinY86,92,94,97,132,137,138, Erythrosin B92,97,138, Erythrosin Y97, acriflavine139, fluorescein92,97,138, 

Rose Bengal97, thiazole orange140 and various phthalocyanines91,105,141,142, among others. 

4.1.2.3 Molecular co-catalysts 

Molecular catalysts have been used for enhanced photoactivity towards both H2 evolution and 

CO2 reduction, acting as light absorbers or catalytic centres, capturing photogenerated 

electrons from semiconductors.5,6,89,143 For H2 evolution a few metal complexes have been 

used as co-catalysts on carbon nitride, including [Ni(bis(1,5-R′-diphospha-3,7-R″-

diazacyclooctane))]2+ (NiP)144,145, a Ni-thiourea-triethylamine complex146, Co(dmgH)2pyCl and 

similar cobaloximes147148 . 

The first molecular catalyst reported for photocatalytic CO2 reduction was by Ishitani and co-

workers in 2013.51 They reported the attachment of cis,trans-[Ru{4,4’- (CH2PO3H2)2-2,2’-

bipyridine}(CO)2Cl2] (RuCP) (Figure 64 (a)) onto carbon nitride and found that the system was 

capable of photocatalytically reducing CO2 to HCOOH as the major product (>80% selectivity) 

along with CO and H2 in the presence of acetonitrile (MeCN) and triethanolamine (TEOA) (4:1 

v/v) solutions under visible illumination (>400 nm). Over the years, Ru mono bipyridine and 

derivative co-catalysts have been the most studied molecular catalysts on carbon nitride for 

CO2 reduction. The researchers involved in the preliminary paper have published many 

studies that focussed on improving on this initial photocatalytic activity and followed various 

strategies to do so which included improving the carbon nitride surface area60 , alteration of 

attachment groups149–155 (Figure 64 (a)) and formation of a binuclear system containing the 

catalyst (Ru bpy) and a photosensitiser unit (Ru tris-bpy) (Figure 64 (b))156,157. They have also 

investigated altering the complexes metal centres158,159, deposition of various materials (SiO2 

Ag, Ag2O, TiO2) to enhance catalyst loadings and in some cases charge 

separation153,156,158,159, synthesis of carbon nitride at different temperatures154 and via 
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copolymerisation of urea and phenyl urea for extended light absorption and enhanced charge 

lifetimes155. 

 

Figure 64 – Structures of Ru 2,2’-bipyridine catalyst used as co-catalysts on carbon 
nitrides for photocatalytic CO2 reduction published by Ishitani, Maeda and co-workers. 
51,60,157–159,149–156 

Other molecular catalysts which have been studied as co-catalysts on carbon nitride for 

photocatalytic CO2 reduction include complexes based on Co and Mn bipyridine160–164, Co and 

Fe quaterpyridine165,166, Co and Fe porphyrins167–170, Co cyclam171, Co phthalocyanine172 and 

a heteroleptic Ir complex173. 

4.1.2.4 Semiconductor Heterojunctions 

Semiconductor heterojunctions are typically categorised based on their electronic structure, 

particularly relative positions of conduction and valence bands.9 The 3 categories are type I 

(straddling alignment), type II (staggered alignment) and z-scheme (liquid phase, solid—state 

and direct).9 Depending on the carbon nitride used and the semiconductor that it is combined 

with, carbon nitride can be used in all types of heterojunctions as typically it has valence and 

conduction bands which straddle the water splitting and CO2 reduction redox 

potentials.90,135,174 A number of semiconductors have been combined with carbon nitride for 

photocatalytic CO2 reduction including; TiO2
41,175–181, WO3

115,182,183, Fe2O3
184–186, ZnO187–192, 

CdS163,193–195, BiVO4
196–198, among others.25,199,208,200–207 

4.1.2.5 Metal-Organic Framework (MOF) Composites 

Carbon nitride-MOF hybrid photocatalysts have been shown to have enhanced photoactivities 

towards CO2 reduction over bulk carbon nitrides.37,209 Hybrid materials can be synthesised via 
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simple mixing or in-situ formation of MOFs on pre-prepared carbon nitride, forming good 

contacts between the carbon nitride and MOF allowing for efficient charge transfer across the 

junction due to π-π interactions between the carbon nitride and organic linkers.37,123,209–212 

Along with enhanced charge separation the hybrids have extended light absorption and higher 

surface areas improving photocatalytic activities.37,123,210–214 Also MOFs can be used to capture 

and concentrate CO2.27,123 MOFs that have been used in carbon nitride composites include 

ZIF-927123, UiO-6637214, MIL-101211 and ZIF-67213. 

4.1.2.6 Carbon Based Systems 

For photocatalytic CO2 reduction, the main carbon based materials which have been used in 

composites with carbon nitride are reduced graphene oxide (RGO), carbon quantum/nanodots 

and carbon nanotubes.23,215–219 The materials often act as co-catalysts, aiding in charge 

separation acting as the catalytic centres for CO2 reduction. RGO has also been proven as an 

effective redox mediator in Z-scheme systems containing carbon nitride and other 

semiconductor towards CO2 reduction.220–222 
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4.2 Aim of Work 

Within the last chapter, 16 carbon nitrides were synthesised, characterised and initial 

photocatalytic activity for H2 evolution was evaluated. The aim of this chapter is to take those 

materials, attach molecular catalysts to their surface and test for CO2 reduction. The molecular 

catalysts chosen for study in this work, shown in Figure 65, are NiII(1,4,8,11-

tetraazacyclotetradecane), (NiCyc), NiII(1,4,8,11-tetraazacyclotetradecane-6-carboxylic acid) 

(NiCycC), NiII([(1,4,8,11-tetraazacyclotetradecan-1-yl)methylene]phosphonic acid) (NiCycP) 

and FeIII tetra(4-carboxylphenyl)porphyrin (FeTCPP). 

             

Figure 65 – Molecular catalyst used within this project. (a) NiII(1,4,8,11-
tetraazacyclotetradecane), (NiCyc), (b) NiII(1,4,8,11-tetraazacyclotetradecane-6-
carboxylic acid) (NiCycC), (c) NiII([(1,4,8,11-tetraazacyclotetradecan-1-
yl)methylene]phosphonic acid) (NiCycP) and (d) FeIII tetra(4-carboxylphenyl)porphyrin 
(FeTCPP) 

Ni tetraazacyclotetradecane (cyclam) catalysts were chosen for study as they have previously 

been shown to electrochemically reduce CO2 to CO.223,224 NiCycP has also been immobilised 

on to the surface of ZnSe quantum dots and dye-sensitised ZrO2 particles and has been shown 

to photocatalytically reduce CO2, producing CO and H2 under visible illumination.225,226 The 

NiII/I couples for NiCyc, NiCycC and NiCycP are at -1.3V vs NHE at pH 5224, -1.33 V vs NHE 
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pH 5224 and -1.23 V vs NHE pH 4226, respectively, which should mean that charge transfer to 

the catalyst should be possible for most of the carbon nitrides presented in this work. 

It is well known that most carbon nitrides contain amine functionalities and it has been reported 

that these groups could act has hydrogen bonding motifs, interacting with carboxylic and 

phosphonic acid functionalities on molecular catalyst anchoring them to the surface.143,158 

Furthermore, there are many reports of the successful attachments of both dyes and molecular 

catalysts onto the carbon nitride surface with phosphonic and carboxylic acid groups.51,60,153–

159,144,145,147–152 Although NiCyc has no anchoring groups it has been found to reduce CO2 

under illumination when in solution with Ru bpy dye in solution227–229, so charge transfer could 

occur if the NiCyc is in solution and in close proximity to the carbon nitride. In 2020, it was 

reported that a Co cyclam catalyst was immobilised onto the surfaces of carbon nitride, TiO2 

and N-Ta2O5 for photocatalytic CO2 reduction.171 The paper showed that the systems were 

capable of reducing CO2 to CO under UV and/or visible illumination and was confirmed via 

isotopic labelling infrared studies. The highest activities obtained under visible illumination 

(>360 nm and >420 nm) were observed for the complexes attached to the carbon nitride 

material. So far there have been no reports of any Ni cyclam catalysts attached to carbon 

nitrides for photocatalytic CO2 reduction. 

Both carbon nitride and porphyrin materials contain π conjugated planar layers, meaning the 

FeTCPP can attach to carbon nitride via  π-π stacking.6,89,96,168,169,230 Furthermore, the 

carboxylic acid groups can form hydrogen bonds with the amino groups on the carbon 

nitride.168 The ligand TCPP has previously been used on carbon nitride, acting as a dye 

enhancing visible light absorption and in turn photocatalytic H2 evolution.96,230 The TCPP 

porphyrin has also been metalated with Co, Zn, Cu and Fe and used in combination with 

carbon nitride for a number of photocatalytic applications.168,169,231–234 

In 2018, He and co-workers reported the combination of carbon nitride with FeTCPP for use 

as a photocatalyst for CO2 reduction.168 They found that the CN/FeTCPP hybrid was capable 

of reducing CO2 to CO with 98% selectivity when the photocatalytic experiment was performed 

in acetonitrile/water/triethanolamine (3:1:1, v:v:v) under visible illumination ( 420 nm < λ > 780 

nm) with an intensity of 220 mWcm-2. They investigated different FeTCPP loadings onto 
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carbon nitride, attached via mechanical mixing in ethanolic solution but did not give full 

procedure details or quantify the FeTCPP loading. Blank experiments were performed and 

indicated that the carbon nitride, FeTCPP, light and CO2 were all required for CO to be 

produced, but they did not perform isotopic labelling experiments to confirm the origin of the 

produced CO. Within this work, they also reported the redox couples for FeIII/II, FeII/I and FeI/0 

are 0.031 V, -0.61 V and -1.3 V vs NHE, measured under Ar in dimethylformamide (DMF) and 

stated that it is capable of accepting electrons from carbon nitride. 

By the time that this paper was published, immobilisation of FeTCPP onto the carbon nitrides 

was already well underway in this project and initial photocatalytic experiments were being 

performed. Within this paper they focussed on catalyst loadings on a single carbon nitride, 

whilst this project has focused on attachment to a range of different carbon nitrides and testing 

these hybrid systems for photocatalytic CO2 reduction in aqueous solution. 

Very recently these researchers published another paper in which they combined carbon 

nitride/FeTCPP hybrid catalyst with carbon dots for enhanced photocatalytic CO2 reduction.169 

The carbon dots were produced via thermal pyrolysis of citric acid and urea powders, similar 

to methods of co-polymerisation which generally lead to carbon doping. They found that 

carbon dots gave enhanced light absorption, interfacial charge separation and promoted 

electron transfer leading to these enhanced activities. 

The materials synthesised and characterised in Chapter 3; CN-BA, CN-Precursor, CN-UT, 

CN-Temp and CN-Time, have been combined with the chosen catalysts. Each of these 

molecular catalysts should, in some way, be able to interact with the carbon nitride materials 

synthesised in this work and in most cases the carbon nitrides band structure should allow for 

electron transfer to the co-catalyst. After initial testing, only the CN-BA series were carried 

forward for further modification and testing. 
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4.3 Results and Discussion 

4.3.1 Initial Attachment and Screening of Co-catalysts 

Immobilisation of NiCycP on ZnSe quantum dots and ZrO2 particles has previously been 

performed by soaking the semiconductors in NiCycP/ethanol solutions for several hours.225,226 

Soaking experiments were performed on a selection of the carbon nitrides, but diffuse 

reflectance infrared Fourier transform spectroscopy (DRIFTS) and inductively coupled 

plasma optical emission spectrometry (ICP OES) could not confirm the attachment of the 

NiCycP on the carbon nitrides. Details of soaking and stripping procedures can be found in 

Chapter 2, in sections 2.2 Modification of Materials and 2.1.1 General Methods, respectively. 

This may have been due to the quantity attached to the surface being lower than the detection 

limit of the equipment, likely because of the carbon nitrides low surface areas. In light of this, 

it was decided to have all Ni cyclam catalysts remain in solution for the photocatalysis 

experiments, this would ensure that some co-catalyst might be in contact with the carbon 

nitride surface throughout the experiments, also the Ni cyclam catalysts only weakly absorb 

visible light, so do not act as internal filters.223–225 Ni cyclams were kept in solution at a 

concentration of 1mM and catalysts were left to soak for 24 hours, prior to purging and 

illumination. 

 

Figure 66 – Images of the CN-BA series of materials pre- and post-soaking in FeTCPP 
solutions; CN-DCDA, CN-BA(5), CN-BA(10) and CN-BA(20). 

For investigation of CN/FeTCPP hybrids, each of the carbon nitrides was pre-soaked in 90 µM 

FeTCPP ethanolic solution for 24 hours, washed three times with ethanol and dried at 60 °C 

overnight. Unfortunately, there was not enough of the CN-UT series of materials for the 

soaking experiments, so initial screening of these materials with FeTCPP were not performed. 

Bulk 

Soaked 

CN-DCDA CN-BA(5) CN-BA(10) CN-BA(20) 
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To check for attachment of FeTCPP onto the carbon nitride surfaces, initial characterisation 

of the soaked CN-BA series was carried out. The images in Figure 66 show the CN-BA series 

materials pre- and post-soaking in FeTCPP solutions for 24 hours and show that most of the 

materials show a slight colour change after soaking.  

 

Figure 67 – UV-Vis diffuse reflectance spectra (Kubelka-Munk) of (a) CN-DCDA, (b) CN-
BA(5), (c) CN-BA(10) and (d) CN-BA(20)pre- and post- soaking in FeTCPP solution and 
UV-Vis spectra of 90 µM FeTCPP ethanolic solution for comparison. 

Though apparent from the images, that some FeTCPP had attached to the carbon nitrides 

ultraviolet-visible diffuse reflectance spectroscopy (UV-Vis DRS) and DRIFTS were employed 

to further confirm the presence of FeTCPP on the carbon nitride surface. UV-Vis spectra of 

the soaked bulk samples and the FeTCPP in ethanolic solution can be found in Figure 67 and 

show that after soaking, CN-DCDA, CN-BA(5) and CN-BA(10) have enhanced light 

absorption, with CN-DCDA showing peaks that can be assigned to the FeTCPP complex. 

Figure 67 (a) shows a strong Soret band appearing at 420 nm and weak Q- bands at 532, 572, 

618 and 645 nm, attributed to π-π* transitions, characteristic of Fe porphyrin 

complexes.168,231,235,236 Upon soaking onto the carbon nitride, these peaks appear to shift by 5 
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nm to lower wavelengths, which can be attributed π-π stacking of the FeTCPP on the carbon 

nitride.96,231,233,235 

Comparison of the DRIFTS spectra of the bulk and soaked samples in Figure 68 do not show 

any new peaks which could be identified as FeTCPP on the soaked samples. This is likely due 

to the quantity of FeTCPP on the samples being small and the characteristic stretches for the 

FeTCPP being masked by the vibrational modes of the carbon nitride. Further characterisation 

of these samples was not carried out as they were for screening experiments. A more detailed 

analysis was performed on the exfoliated samples later on in this chapter. 

 

Figure 68 – DRIFTS spectra of (a) CN-DCDA, (b) CN-BA(5), (c) CN-BA(10) and (d) CN-
BA(20) pre- and post- soaking in FeTCPP solution.  

Screening experiments of the carbon nitrides for photocatalytic CO2 reduction in the presence 

of molecular catalysts were performed on the high throughput set-up which consists of an 

array of white LEDS at ~100 mWcm-2 and allows testing of up to 10 samples at a time 

(described in detail in Chapter 2). All carbon nitrides were tested on a scale of 2 mg of 

photocatalyst in 2 mL of 10 mM ethylenediaminetetraacetic acid disodium salt (EDTA) hole 
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scavenger in glass vials, purged with CO2 for 30 minutes then illuminated for 4 hours, using 

the high throughput system. Gases evolved were sampled at the end of the 4 hours of 

illumination and quantified via gas chromatography (GC). The quantities of CO and H2 evolved 

after photocatalytic screening experiments can be seen in Figure 69 and show that out of the 

chosen catalysts, that the FeTCPP soaked samples appear to be the highest performing 

hybrids, producing significantly more CO, than the Ni cyclam hybrids, which all show similarly 

low levels of activity. The low activities may be a result of low levels of the catalyst attaching 

or in close proximity to the carbon nitride surfaces, due to low surface areas, leading to poor 

charge transfer to the catalyst and low levels of activity.  

 

Figure 69 - Rate of (a) CO and (b) H2 evolved in nmol per hour for 2 mg of photocatalyst 
in 2 ml 10 mM EDTA over 4 hours visible light irradiation at ~100 mWcm-2 in a glass vial, 
tested on the screening set-up. NiCyc, NiCycC and NiCycP were used as co-catalysts 
in solution at 1 mM concentration and samples were left to soak in the dark for 24 hours 
prior to purging and illumination.  

Since the CN/FeTCPP hybrids showed the highest activity, the CN-DCDA/FeTCPP sample 

was carried forward for further study. A range of experiments, including blank studies without 
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the presence of CO2 or catalyst components and variation of the solvent mixtures used, were 

performed to confirm the CO being produced was due to photocatalytic CO2 reduction over 

the CN-DCDA/FeTCPP catalyst, the results of which can be found in Figure 70. Initially, the 

results seemed positive as the CN-DCDA/FeTCPP in 10mM EDTA showed higher CO 

evolution under CO2 than under N2, also greater levels of activity were observed for the 

combined hybrid over the singular components. However, tests in different solutions mixtures 

and co-catalysts show that the activity that was observed was not true CO2 reduction, as most 

experiments gave similar levels of CO under N2 and CO2. As with the Ni cyclam catalyst, the 

likely cause of lack of activity is due to low levels of catalyst attachment arising from low 

surface areas. The next step was to investigate increasing the surface areas of these 

materials.  

 

Figure 70 - Rate of (a) CO and (b) H2 evolved in nmol per hour for 2 mg of photocatalyst 
in 2 ml of solution over 4 hours visible light irradiation at ~100 mWcm-2 in a glass vial, 
tested on the screening set-up. Solution used; EDTA (10 mM EDTA in water), TEOA (10 
% v/v TEOA in water) and MeCN:TEOA (4:1 v:v).  
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4.3.2 Exfoliation of Carbon nitrides 

Increasing the surface areas of carbon nitrides can be done using a range of methods, 

including exfoliation of the bulk material and synthesis using templates.1,17,26–33,46,47,18,48–57,19,58–

60,70,71,20–25 Exfoliation of the bulk materials was attempted via ultrasonication and acid 

washing, but due to the ultrasonic probe eroding and excessive washing procedures, thermal 

exfoliation was chosen to prepare higher surface area materials.  In the last chapter, it was 

found that, of all the materials synthesised within this work, the CN-BA series showed the 

greatest variation and most interesting trends in electronic structure, charge lifetimes and 

photocatalytic activity, so these materials were chosen for further study. For exfoliation of the 

bulk carbon nitrides, a larger quantity of each material was required, so the CN-BA series was 

re-synthesised and re-characterised and showed little difference when compared with the 

original series. High surface area (HSA) materials were prepared by loading 400 mg of bulk 

carbon nitride into an open alumina crucible and calcining at 500 °C for 2 hours in air. Typically, 

when thermally exfoliating bulk materials, high surface area materials were obtained in 30-

50% yields. 

4.3.2.1 Characterisation 

Figure 71 – Images of the bulk and high surface area materials. 

Images of the bulk and exfoliated CN-BA series materials can be found in Figure 71. Elemental 

analysis (CHN) was conducted on the bulk and exfoliated materials and the results are 

summarised in Table 24. After exfoliation, the materials show the same trends in composition 

across the series, that are observed in the bulk, that with increasing barbituric acid content, 

the C:N ratios increase, due to higher carbon content. By calcining the materials in air, it 

appears that the oxygen content of the materials increases, indicating the possible addition of 

HSA 

Bulk 

CN-DCDA CN-BA(5) CN-BA(10) CN-BA(20) 
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oxygenated species to the carbon nitride surface. It can also be seen that after exfoliation each 

of the high surface area materials has lower nitrogen content than the corresponding bulk 

material implying the formation of nitrogen vacancies.17 Comparison of the relative differences 

in normalised composition between bulk and high surface area materials, CN-DCDA shows 

the smallest change. The barbituric acid materials show greater variation which may be due 

to greater structural change. 

Table 24 – Elemental compositions, calculated C:N molar ratios and normalised 
composition of each carbon nitride. 

To confirm that the exfoliation procedure, did in fact increase the surface area of the materials, 

the N2 adsorption/desorption isotherms were measured (Figure 72) and the Brunauer-Emmett-

Teller (BET) surface areas of each material has been calculated (Table 25).  Each of the 

materials, bulk and exfoliated, show type IV isotherms with type H3 hysteresis loops, according  

to International Union of Pure and Applied Chemistry (IUPAC) surface area and pore size 

classifications.237,238 Upon thermal exfoliation, it is clear to see that the surface areas of the 

bulk materials are greatly enhanced, ranging from ~13 - 22 times higher.  

As to why there is such a large variation in surface areas of the materials, is not fully 

understood. Materials were all placed in the same sized crucibles, placed in the same position 

in the same furnace, calcined at the same temperatures using the same heating and cooling 

rates. Also, the exfoliation step was performed on the same bulk material, multiple times and 

this wide variation in surface area was still observed, indicating that it is not sample based. 

Material 
Measured Mass (%) 

C:N 
(molar ratio) 

Composition 
(Normalised) 

C H N 

CN-DCDA 34.92 1.56 61.25 0.665 C0.32H0.17N0.48O0.02 

HSA- CN-DCDA 34.18 1.57 59.58 0.669 C0.31H0.17N0.47O0.05 

CN-BA (5) 35.27 1.75 60.76 0.677 C0.32H0.19N0.47O0.02 

HSA- CN-BA(5) 34.43 1.76 57.01 0.704 C0.31H0.19N0.44O0.07 

CN-BA(10) 35.93 1.75 60.48 0.693 C0.33H0.19N0.47O0.01 

HSA- CN-BA(10) 35.33 1.83 55.37 0.744 C0.31H0.19N0.42O0.07 

CN-BA(20) 37.23 1.80 59.27 0.733 C0.34H0.19N0.46O0.01 

HSA- CN-BA(20) 37.56 1.88 50.68 0.864 C0.33H0.20N0.38O0.10 
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The most likely explanation would be variation in the ramping rate of the furnace when cooling 

down. This was not studied further.  

 

Figure 72 - N2 adsorption/desorption isotherms of bulk and high surface area carbon 
nitrides. (a) CN-DCDA, (b) CN-BA(5), (c) CN-BA(10) and (d) CN-BA(20) 

Table 25 - Measured BET Surface area of the bulk and HSA carbon nitrides. 

[a] BET surface area calculated over the pressure range (P/P0) 0.05-0.3. 
[b] Standard deviation of the BET surface area of the high surface area material repeat 
synthesis. 

DRIFTS spectra of the bulk and high surface area materials, all show characteristic carbon 

nitride stretches (Figure 73), indicating that the basic carbon nitride structure is retained. Once 

the material undergoes thermal exfoliation, the materials DRIFTS spectra show a broadening 

of the peaks in the 2800–3400 cm-1 region. This is likely due to enhanced surface area leading 

Material 
Surface Area (m2g-1) 

Bulk HSA 

CN-DCDA 14.70 192.54 (± 26.52)[b] 

CN-BA(5) 6.38 135.45 (± 28.05) 

CN-BA(10) 6.60 82.40 (± 10.66) 

CN-BA(20) 4.41 63.78 (± 1.61) 
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to greater adsorption of water onto the sample. Furthermore, peaks become sharper in the CN 

heterocycle region, perhaps indicating greater crystallinity or higher degree of ordering upon 

a second calcination step, with the exception of CN-DCDA(20) where the peaks become less 

defined, indicating greater disorder. Overall, across the series, there can be seen no new 

peaks after exfoliation which could be attributed to incorporation of oxygenated species. These 

species are likely in too small amounts at the surface of the carbon nitrides to be distinguished 

from the bulk material. 

 

Figure 73 – DRIFTS spectra of bulk and high surface area carbon nitrides. (a) CN-DCDA, 
(b) CN-BA(5), (c) CN-BA(10) and (d) CN-BA(20). 

The UV-Vis spectra of the materials (Figure 74) show that after exfoliation, the materials show 

a slight blue-shift in the adsorption edge, increasing the indirect band gap (Table 26) for all 

samples, except CN-BA(20) which instead sees a small decrease in its band gap. It has 

previously been observed that exfoliation of materials leads to an increase in band gap, 

attributed to quantum size effects of ultrathin structures leading to shifts in conduction and 

valence band positions in opposite directions.18,27,30 
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Table 26 – Band gaps of the bulk and high surface area carbon nitrides. 

 [a] Determined from extrapolation of indirect Tauc plot. 

 

Figure 74 – UV-Vis diffuse reflectance spectra (Kubelka-Munk) of bulk and high surface 
area carbon nitrides. (a) CN-DCDA, (b) CN-BA(5), (c) CN-BA(10) and (d) CN-BA(20). 

To understand the effect that increasing surface area has on charge separation and transfer, 

the steady state and time-resolved photoluminescence (PL) emission spectra were measured 

(Figure 75). The steady state PL emission spectra show that even with an increase in surface 

area, the trends across the series are maintained. With increasing barbituric acid content there 

is a red shift in the emission peak maxima and the emission intensity is supressed. After 

exfoliation, the PL peak blue-shifted and a shoulder developed at shorter wavelengths, this 

shift is consistent with the blue shift observed in the UV-vis data. Also, there is a general 

decrease in PL emission intensity, with exception of CN-DCDA which sees a slight increase. 

Material 
Band Gap (eV)[a] 

Bulk HSA 

CN-DCDA 2.66 2.73 

CN-BA(5) 2.09 2.21 

CN-BA(10) 1.96 2.00 

CN-BA(20) 1.85 1.74 
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But due to the measurement being performed without a solid-state emission standard, care 

must be taken when comparing emission intensities. The PL emission suppression is 

indicative of a reduction in charge recombination via a radiative pathway and is often 

interpreted as an increase in charge lifetimes. 

 

Figure 75 – Steady state PL emission spectra for bulk and high surface area carbon 
nitrides. (a) CN-DCDA, (b) CN-BA(5), (c) CN-BA(10) and (d) CN-BA(20). Excitation at 390 
nm. 

Table 27 – Steady state PL emission peak positions of the bulk and high surface area 
materials. 

 

Radiative lifetimes for each of the materials over the nanosecond to microsecond timescale 

were determined by fitting the time-resolved emission spectra (Figure 76) to a 4-term 

exponential function, values of which can be seen in Table 28. Again, the trends across the 

Material 
PL Emission Peak (nm) 

Bulk HSA 

CN-DCDA 464 458, 440 

CN-BA(5) 486 482, 464 

CN-BA(10) 490 486, 464 
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series are maintained, with lifetimes initially increasing from CN-DCDA to CN-BA(5), but with 

higher levels of barbituric acid used, the lifetimes begin to decrease again. 

 

Figure 76 – Time-resolved emission spectra for bulk and high surface area carbon 
nitrides. (a) CN-DCDA, (b) CN-BA(5), (c) CN-BA(10) and (d) CN-BA(20). Excitation at 371 
nm monitoring emission at, 465, 485, 495 and 495 nm for CN-DCDA, CN-BA(5), CN-
BA(10) and CN-BA(20), respectively 

However, it appears that after increasing the surface area of the materials, the effect on the 

charge lifetimes varies between samples. Samples CN-DCDA and CN-BA(5) see an increase 

in each of the lifetimes, with very little variation in amplitude. This increase in charge lifetimes 

has previously been assumed to be due to improved electron transport, band structure change 

induced by the quantum confinement effect or the strong capture ability of states at the 

surface.18,30 Increases in charge lifetimes improves the probability that the charges will take 

part in photocatalytic reactions before recombination can occur and will likely result in 

enhanced photocatalytic activities.45,239 Despite samples CN-BA(10) and CN-BA(20) showing 

emission suppression after exfoliation,  indicative of reduced recombination, implying 

enhanced charge lifetimes, CN-BA(10) shows little change in charge lifetimes and CN-BA(20) 

sees lifetimes half of that of the bulk. Suppression of the PL emission and no change/decrease 

in lifetimes is likely due to the decay of photogenerated charges via non-emissive pathways. 
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Decrease in charge lifetimes has previously been observed for higher surface area 

materials.17,24,48 

Table 28 – Radiative lifetimes for bulk and high surface area carbon nitrides. 

[a] Emission lifetimes determined by fitting time resolved emission spectra to a 4-component 
exponential, see section 2.3.9. 
[b] Amplitude weighted average lifetimes (AWAL) 

 

Figure 77 – Amplitude weighted average lifetimes for bulk and high surface area carbon 
nitrides; CN-DCDA, CN-BA(5), CN-BA(10) and  CN-BA(20). 
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(A1 (%)) 

τ2 (ns) 
(A2 (%)) 

τ3 (ns) 
(A3 (%)) 

τ4 (ns) 
(A4 (%)) 

AWAL[b] (ns) 

CN-DCDA 
1.58 6.80 46.01 603.33 

2.98 
(0.81) (0.18) (0.01) (0.0002) 

HSA-CN-DCDA 
2.40 9.29 61.90 760.50 

4.36 
(0.81) (0.18) (0.01) (0.0003) 

CN-BA (5) 
1.71 8.40 64.48 1373.00 

4.68 
(0.74) (0.25) (0.01) (0.0006) 

HSA-CN-BA(5) 
1.72 9.20 66.01 1588.10 

5.15 
(0.74) (0.26) (0.01) (0.0007) 

CN-BA(10) 
1.63 8.38 61.42 1437.20 

4.61 
(0.75) (0.25) (0.01) (0.0006) 

HSA-CN-BA(10) 
1.44 8.16 51.62 1407.40 

4.45 
(0.74) (0.25) (0.01) (0.0006) 

CN-BA(20) 
1.49 8.10 59.05 1424.00 

4.48 
(0.74) (0.25) (0.01) (0.0006) 

HSA-CN-BA(20) 
0.66 5.11 22.21 1224.70 

2.38 
(0.78) (0.21) (0.02) (0.0003) 
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4.3.2.2 Photocatalytic Activity 

Both the bulk and high surface area materials were tested for H2 evolution on the high 

throughput screening set-up in the presence of EDTA hole scavenger and H2PtCl6 for in-situ 

Pt deposition (1 wt% loading). The rates of H2 evolved after 4 hours of illumination is presented 

in Figure 78 and shows that after thermal exfoliation, the materials have greatly enhanced 

photocatalytic activity, with HSA-CN-BA(5) achieving the highest activity of 234 µmol g-1 h-1 for 

H2 evolution. The high surface area materials have activities 16, 6, 7.5 and 9 times larger than 

the bulk materials for CN-DCDA, CN-BA(5), CN-BA(10) and  CN-BA(20), respectively. 

Enhancement in photocatalytic activity can be mostly attributed to increase in surface area 

providing higher amounts of catalytic sites for Pt deposition and H2 evolution, along with 

improved charge lifetimes for samples CN-DCDA and CN-BA(5). Furthermore, the trend in 

activity across the CN-BA series is maintained even after undergoing exfoliation, combined 

with the small changes in band gap it is likely that the variation in band structure across the 

series has not been altered much to that of the bulk materials. 

 

Figure 78 - Rate of H2 evolved in µmol per gram of photocatalyst per hour for 2 mg of 
photocatalyst in 2 ml 10 mM EDTA with 1 µl H2PtCl6 (8 wt%) over 4 hours visible light 
irradiation at ~100 mWcm-2 in a glass vial, tested on the screening set-up.  

Due to the great increase in surface area and the large variation in surface area between 

materials, the H2 evolution when normalised to surface area and the rate of H2 evolution per 

surface area is shown in Figure 79. The variation in photoactivity trends across the series is 

very similar for the bulk and high surface area materials, further indicating that the band 

structure of the materials has not been greatly affected by the exfoliation. When normalised to 
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surface area, CN-BA(5), CN-BA(10) and CN-BA(20) show lower rates for the higher surface 

area materials than the corresponding bulk samples. The enhancement in H2 evolution rate 

per surface area for CN-DCDA when exfoliated may arise from the enhancement in charge 

lifetimes. Whereas the decrease in activity for the samples could be attributed to a number of 

factors. The barbituric acid materials all see larger differences in composition after exfoliation 

than the CN-DCDA material, this could indicate the formation of a greater number of defects, 

which are in too small amounts to be detected via DRIFTS. These defects could act as 

recombination centres, which provide non-emissive decay pathways for photogenerated 

charges, hence the PL emission suppression, ultimately resulting in slightly decreased activity. 

 

Figure 79 - Rate of H2 evolved in µmol per m2 per hour for 2 mg of photocatalyst in 2 ml 
10 mM EDTA with 1 µl H2PtCl6 (8 wt%) over 4 hours visible light irradiation at ~100 
mWcm-2 in a glass vial, tested on the screening set-up. 

4.3.3 Attachment of Co-catalysts to High Surface Area 

Materials 

 

Figure 80 - Images of the high surface area materials pre- and post-soaking in FeTCPP 
solutions; HSA-CN-DCDA, HSA-CN-BA(5), HSA-CN-BA(10) and HSA-CN-BA(20). 

CN-DCDA CN-BA(5) CN-BA(10) CN-BA(20)
0

1

2

3

4

5

H
2
 E

v
o

lu
ti
o
n

 R
a

te
 (

m
m

o
l 
m

-2
 h

-1
)

Material

 Bulk

 HSA

HSA 

Soaked 

CN-DCDA CN-BA(5) CN-BA(10) CN-BA(20) 



 

159 
 

For attachment of FeTCPP on to the high surface area materials, the same procedure for 

soaking the bulk materials was followed, each of the carbon nitrides was pre-soaked in 90 µM 

FeTCPP ethanolic solution for 24 hours, washed three times with ethanol and dried at 60 °C 

overnight. Figure 80 shows images of the materials before and after soaking in FeTCPP 

solutions and clearly shows an obvious colour change for all materials, indicating attachment 

of the molecular catalyst on to the carbon nitrides surface. 

4.3.3.1 Characterisation 

The quantity of the molecular catalyst loaded onto each of the high surface area carbon nitrides 

was determined by UV-Vis and ICP. UV-Vis spectra of the FeTCPP solutions pre- and post-

soaking are shown in Figure 81 and show characteristic porphyrin bands, with a strong Soret 

band appearing at 420 nm and weak Q- bands at 532, 572, 618 and 645 nm, attributed to π-

π* transitions.168,231,235,236  

 

Figure 81 – UV-Vis spectra of 90 µM FeTCPP ethanolic solution prior to and after high 
surface area carbon nitride soaking over 24 hours. 

The maximum loading of FeTCPP prior to washing was estimated from the most intense peak 

at 420 nm using the Beer-Lambert equation (Table 29). In comparison to the FeTCPP loadings 
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determined by ICP, the values are very close, which indicates that extra washing steps did not 

lead to desorption of the catalyst from the carbon nitride surface, at any appreciable level. 

Despite the large difference in surface area, the materials show similar levels of FeTCPP 

loading. 

 Table 29 – Estimated theoretical and experimental FeTCPP loadings on high surface 
area carbon nitrides. 

[a] Maximum theoretical loading estimated using carbon nitride surface area and the distance 
between opposite carboxylic acid groups assumed to be the diameter of the FeTCPP 
molecule. 
[b] Estimated using the Beer-Lambert equation. 

 

Figure 82 - UV-Vis diffuse reflectance spectra (Kubelka-Munk) of (a) HSA-CN-DCDA, (b) 
HSA-CN-BA(5), (c) HSA-CN-BA(10) and (d) HSA-CN-BA(20) pre- and post- soaking in 
FeTCPP solution and UV-Vis spectra of 90 µM FeTCPP ethanolic solution for 
comparison. 
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HSA-CN-BA(5) 65.7 19 21.4 1.9 

HSA-CN-BA(10) 40.1 14 14.6 1.4 

HSA-CN-BA(20) 31.1 14 13.4 1.4 
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The UV-vis spectra the carbon nitrides before and after soaking (Figure 82) show extended 

absorption into the visible range, with clear peaks at 420 nm, 577 nm and 623 nm which can 

be assigned to the FeTCPP complex. These peaks have been shifted ~ 5 nm from the peaks 

found for FeTCPP in ethanol, which can be attributed π-π stacking of the FeTCPP on the 

carbon nitride.96,231,233,235 Comparison of the DRIFTS spectra before and after soaking do not 

show the emergence of new peaks that can be assigned to FeTCPP. It appears that the 

loading of FeTCPP is still too low to be distinguished from the carbon nitride material. Even 

subtracting the carbon nitride as a baseline does not help to identify new peaks. 

 

Figure 83 - DRIFTS spectra of (a) HSA-CN-DCDA, (b) HSA-CN-BA(5), (c) HSA-CN-BA(10) 
and (d) HSA-CN-BA(20) pre- and post- soaking in FeTCPP solution 

To understand the charge transfer from the carbon nitride to the FeTCPP catalyst the PL 

emission and time-resolved emission spectra were measured for each sample. The PL 

emission spectra for each of the materials show a large reduction in emission intensity after 

FeTCPP soaking. The suppression of the emission upon addition of the co-catalyst is 

indicative of reduced recombination, likely arising from charge transfer from the carbon nitride 

to the co-catalyst.36,100,168–170,201,240  
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Figure 84 - Steady state PL emission spectra for carbon nitrides pre- and post-soaking. 
(a) CN-DCDA, (b) CN-BA(5), (c) CN-BA(10) and (d) CN-BA(20). Excitation at 390 nm. 

 

Figure 85 – Time-resolved emission spectra for carbon nitrides pre- and post-soaking. 
(a) CN-DCDA, (b) CN-BA(5), (c) CN-BA(10) and (d) CN-BA(20). Excitation at 371 nm 
monitoring emission at, 465, 485, 495 and 495 nm for CN-DCDA, CN-BA(5), CN-BA(10) 
and CN-BA(20), respectively. 
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Time-resolved emission spectra were measured for each of the high surface area hybrid 

materials and compared with those of the blank carbon nitride materials (Figure 85). The 

lifetimes of charges were determined by fitting the spectra to a 4-term exponential, values of 

which can be found in Table 30. Suppression of the PL emission again would indicate 

enhancement in charge lifetimes, however, as was observed for some of the bulk and high 

surface area materials, the charge lifetimes decrease. All of the soaked materials show a 

shortening of charges lifetimes. This is due to photogenerated charges transferring to the co-

catalyst and decay of the photogenerated charges occurs on the FeTCPP via a non-radiative 

pathway, leaving a higher concentration of holes in the carbon nitride which were able to 

combine with electrons at a faster rate.168,169,201,217 To understand charge transfer between the 

carbon nitride and FeTCPP better, other time resolved techniques would need to be explored. 

Table 30 - Radiative lifetimes for carbon nitrides pre- and post-soaking. 

[a] Emission lifetimes determined by fitting time resolved emission spectra to a 4-component 
exponential, see section 2.3.9. 
[b] Amplitude weighted average lifetimes (AWAL) 

Material 
τ1

[a] (ns) 
(A1 (%)) 

τ2 (ns) 
(A2 (%)) 

τ3 (ns) 
(A3 (%)) 

τ4 (ns) 
(A4 (%)) 

AWAL[b] 
(ns) 

HSA-CN-DCDA  

2.40 9.29 61.90 760.50 
4.36 

(0.81) (0.18) (0.01) (0.0003) 

HSA-CN-DCDA/FeTCPP  

1.43 5.93 42.63 619.52 
2.81 

(0.77) (0.22) (0.01) (0.0002) 

HSA-CN-BA(5)  

1.72 9.20 66.01 1588.10 
5.15 

(0.74) (0.26) (0.01) (0.0007) 

HSA-CN-BA(5)/FeTCPP  

1.20 7.07 46.10 1354.10 
3.34 

(0.77) (0.22) (0.01) (0.0004) 

CN-BA(10)  

1.63 8.38 61.42 1437.20 
4.61 

(0.75) (0.25) (0.01) (0.0006) 

HSA-CN-BA(10)/FeTCPP  

1.04 6.82 49.94 1413.10 
2.86 

(0.80) (0.20) (0.01) (0.0003) 

HSA-CN-BA(20)  

0.66 5.11 22.21 1224.70 
2.38 

(0.78) (0.21) (0.02) (0.0003) 

HSA-CN-BA(20)/FeTCPP 
0.34 3.37 18.21 1448.80 

0.85 
(0.89) (0.10) (0.01) (0.0001) 
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Figure 86 - Amplitude weighted average lifetimes for carbon nitrides pre- and post-
soaking; CN-DCDA, CN-BA(5), CN-BA(10) and  CN-BA(20). 

4.3.3.2 Photocatalytic Activity  

To evaluate the hybrid materials photocatalytic activity towards CO2 reduction, experiments 

were performed on the Xe lamp set up. Typically, 4 mg of hybrid photocatalyst was loaded into 

a 4 mL quartz cuvette plus headspace, with 4 mL of hole scavenger, then purged with N2 or 

CO2 for 30 minutes prior to being placed under UV-Vis illumination for 4 hours on the Xe lamp 

set up. The Xe lamp was equipped with a water filter, to block IR irradiation and a 375 nm long 

pass filter to block some UV irradiation. Due to issues which arose from using EDTA as the 

hole scavenger for CO2 reduction under UV-Vis illumination, (discussed in detail in Chapter 

5), TEOA was chosen for photocatalytic CO2 reduction experiments and was kept at a 

concentration of 10% volume in water.  

 

Figure 87 - Rate of (a) CO and (b) H2 evolution in nmol per hour for 4 mg photocatalyst 
in 4 ml 10% TEOA (v/v) in water. Samples were purged with CO2 and placed under UV-
Vis illumination at ~100 mWcm-2 in a quartz-cuvette, for 4 hours on the 300 W Xe lamp 
set-up. The Xe lamp was equipped with a water filter and a 375 nm long pass filter.  
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The results for photocatalytic CO2 reduction over the carbon nitride/FeTCPP hybrid materials 

can be found in Figure 87 and show that all materials were capable of reducing CO2 to CO 

under UV-Vis illumination (>375 nm) in the presence of TEOA as a hole scavenger over 4 

hours of illumination. The highest rate of CO evolution was obtained by HSA-CN-

BA(5)/FeTCPP, with a rate of 5.696 nmol h-1. No liquid products were detected, but if present 

were below the detection limit of the ion chromatograph. 

To confirm if the observed CO evolution was produced via photocatalytic CO2 reduction, a 

number of control experiments were performed, including testing under N2, without the hybrid 

catalyst, with the single components of the hybrid catalyst and with the carbon nitride in an 

FeTCPP solution, without soaking. The results of the experiments are shown in Figure 88, 

Table 32 and Table 33), details of the experiments can be found in Table 31. Figure 88 shows 

that in the absence of CO2 and catalysts, only very small quantities of CO are evolved, much 

smaller than the levels of CO produced with most of the hybrid catalysts under CO2, strongly 

indicating that the CO evolved is due to photocatalytic CO2 reduction over the hybrid materials.  

 

Figure 88 - Rate of (a) CO and (b) H2 evolution in nmol per hour  for 4 mg photocatalyst 
in 4 ml 10% TEOA (v/v) in water. Samples were purged with N2 or CO2 and placed under 
UV-Vis illumination at ~100 mWcm-2 in a quartz-cuvette, for 4 hours on the 300 W Xe 
lamp set-up. The Xe lamp was equipped with a water filter and a 375 nm long pass filter. 
Conditions for experiments give in Table 31. 

Experiments were also performed with 4 mg of carbon nitride or 25 µM FeTCPP in 10% TEOA 

solution. This concentration of FeTCPP is equivalent to 22 µg of molecular catalyst per mg of 

carbon nitride, which is close to the FeTCPP loading on the carbon nitrides determined by ICP 

and UV-Vis (Table 29). Again, these tests produced much lower quantities of CO, showing 

that both the carbon nitride and FeTCPP co-catalyst are required for CO2 reduction to occur. 
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It is also worth noting, that the carbon nitride in 10% TEOA under CO2 without the addition of 

co-catalyst, though did not produce significant levels CO, did produce H2 above the levels of 

the other experiments, without the aid of a co-catalyst, for samples HSA-CN-DCDA, HSA-CN-

BA(5) and HSA-CN-BA(20).This is likely due to enhanced surface areas providing a greater 

number surface sites for catalysis to occur. As to why CN-BA(10) did not show improved 

activity is not known and further experiments would be needed to confirm these results, but 

this was not studied further as the main goal was to study CO2 reduction over the hybrid 

catalyst. To determine if the attachment of the FeTCPP onto the surface was necessary for 

CO2 reduction to occur, 4 mg of carbon nitride was placed in in 4 mL 25 µM FeTCPP in 10% 

TEOA in water. The photocatalytic experiment under a CO2 atmosphere was found again to 

produce much lower amounts of CO, indicating that soaking is required for attachment and 

efficient electron transfer between the semiconductor and molecular co-catalyst.  

Table 31  - Conditions for experiments shown in Figure 88. 

Table 32 – Rates of CO evolution for each of the CN/FeTCPP hybrid materials under 
different testing conditions. 

Experiment Label CN FeTCPP 
Hole 

Scavenger 
Atmosphere 

CN/FeTCPP/10%TEOA/CO2 A ✓ ✓ ✓ CO2 

CN/FeTCPP/10%TEOA/N2 B ✓ ✓ ✓ N2 

CN/10%TEOA(25 µM 
FeTCPP)/CO2 

C ✓ ✓ ✓ CO2 

CN/10%TEOA/CO2 D ✓ ✗ ✓ CO2 

FeTCPP/10%TEOA/CO2 E ✗ ✓ ✓ CO2 

10%TEOA/CO2 F ✗ ✗ ✓ CO2 

Experiment 
CO Evolution (nmol h-1) 

CN-DCDA CN-BA(5) CN-BA(10) CN-BA(20) 

CN/FeTCPP/10%TEOA/CO2 3.156 5.696 2.641 0.350 

CN/FeTCPP/10%TEOA/N2 0.061 0.103 0.019 0.139 

CN/10%TEOA(25 µM FeTCPP)/CO2 0.096 0.231 0.840 0.063 

CN/10%TEOA/CO2 0 0.121 0.163 0 

FeTCPP/10%TEOA/CO2 0.085 

10%TEOA/CO2 0 
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Table 33 - Rates of H2 evolution for each of the CN/FeTCPP hybrid materials under 
different testing conditions. 

Measuring the photocatalytic activity under specific wavelengths of light can be used to 

elucidate the photoresponse of the CN/FeTCPP hybrid. For the wavelength dependency 

measurements, the HSA-CN-DCDA/FeTCPP sample was chosen as it had the clearest 

separation between the carbon nitride band edge and the strongest FeTCPP band. Figure 89 

shows the response of HSA-CN-DCDA/FeTCPP for CO evolution under 365, 395 and 420 nm 

monochromatic illumination over a 24-hour period, overlayed with UV-Vis spectra of HSA-CN-

DCDA, HSA-CN-DCDA/FeTCPP and FeTCPP in ethanolic solution. The response of HSA-

CN-DCDA/FeTCPP at different wavelengths matches well with the recorded UV-vis spectra of 

the carbon nitride, confirming that CO reduction was initiated by excitation of the carbon nitride. 

 

Figure 89 - UV-Vis diffuse reflectance spectra (Kubelka-Munk) of HSA-CN-DCDA pre- 
and post- soaking in FeTCPP solution and UV-Vis spectra of 90 µM FeTCPP ethanolic 
solution overlayed with Rate of CO evolution in µmol per gram of FeTCPP per hour for 
2 mg photocatalyst in 2 ml 10% TEOA (v/v) in water. Samples were purged with CO2 and 
placed under monochromatic illumination (365, 395 and 420 nm) at ~0.16 mWcm-2 in a 
quartz-cuvette, for 24 hours on a 150 W Xe lamp with monochromator.  
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Experiment 
H2 Evolution (nmol h-1) 

CN-DCDA CN-BA(5) CN-BA(10) CN-BA(20) 

CN/FeTCPP/10%TEOA/CO2 1.505 2.601 1.458 1.318 

CN/FeTCPP/10%TEOA/N2 0.524 0.744 0.498 2.543 

CN/10%TEOA(25 µM FeTCPP)/CO2 0.344 1.536 0.875 0.267 

CN/10%TEOA/CO2 56.670 17.509 1.404 13.436 

FeTCPP/10%TEOA/CO2 0.410 

10%TEOA/CO2 0.851 
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Normalisation of the photocatalytic activity for the hybrid materials in 10% TEOA under CO2 

to the FeTCPP loading is shown in Table 34 and Figure 90. Across the series the 

photocatalytic activities for CO2 reduction appear to follow closely the trends observed for the 

high surface area and bulk materials for H2 evolution in the presence of a Pt co-catalyst. From 

the similar trends in activity, band gap and radiative lifetimes, it is likely that the materials follow 

the same trends in band structure as was observed in Chapter 3. But to confirm, the band 

structures of the high surface area materials would need to be measured.  

 

Figure 90 - Rate of (a) CO and (b) H2 evolution in µmol per gram of FeTCPP per hour for 
4 mg photocatalyst in 4 ml 10% TEOA (v/v) in water. Samples were purged with CO2 and 
placed under UV-Vis illumination at ~100 mWcm-2 in a quartz-cuvette, for 4 hours on the 
300 W Xe lamp set-up. The Xe lamp was equipped with a water filter and a 375 nm long 
pass filter. 

Table 34 – Rate of CO and H2 evolution for FeTCPP materials. 

It has been determined electrocatalytically that the Fe species required for CO2 reduction to 

occur using Fe-porphyrin catalysts, is Fe0.241–248 For photocatalytic CO2 reduction to occur over 

the CN/FeTCPP hybrids, the conduction band of the carbon nitride must lie at a more negative 

potential to allow for electron transfer to the Fe porphyrin to form the Fe0 species that is 

required. Comparison of the band structures obtained for the bulk materials in Chapter 3 and 

Sample 
Rate of Evolution (nmol h-1) 

Rate of Evolution 
(µmol g-1(FeTCPP) h-1) 

Selectivity (%) 

CO H2 CO H2 CO H2 

CN-DCDA 3.156 1.505 37.567 17.914 67.71 32.29 

CN-BA(5) 5.696 2.601 74.952 34.227 68.65 31.35 

CN-BA(10) 2.641 1.458 47.164 26.037 64.43 35.57 

CN-BA(20) 0.350 1.318 6.253 23.537 20.99 79.01 
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the reported redox couples for FeTCPP in DMF can be found in Figure 91. Although one is 

found under vacuum and the other was determined in an organic solvent and the actual values 

would differ in solution and at different pH, they can still help to understand the differences in 

activity, but care must be taken, when making comparisons. 

Figure 91 shows that samples CN-DCDA, CN-BA(5) and CN-BA(10) have CB that lie at a 

more negative potential than the FeI/0 redox couple, which means that electrons can transfer 

to the FeTCPP co-catalyst resulting in the formation of Fe0, which is required for CO2 reduction. 

However, CN-BA(20) has a CB which lies at a much more positive potential than the other 

materials and appears to lie below that of the FeI/0 redox couple. This means that the excited 

electron which lies in the conduction band does not have enough energy to transfer over to 

the FeTCPP and form the Fe0 species required, so CO2 reduction is unlikely to occur over that 

hybrid material. This is confirmed by comparison of the CO and H2 evolution under CO2
 and 

N2 in Table 32 and Table 33 as the level of CO produced under CO2 and N2 are very close. 

 

Figure 91 – Band structures of CN-DCDA, CN-BA(5), CN-BA(10) and CN-BA(20), taken 
from Chapter 3 compared with the Fe redox couples in DMF taken from reference 168. 

It is important to note that 24 hours after the photocatalysis experiments were performed that 

for the experiments which had been purged with N2, the solution had changed from colourless 

to green/blue and the powders had reverted to their original colour due to the FeTCPP 

dissolving into the solution. This colour change was not observed immediately after the 4-hour 

photocatalysis experiment, but there may have been a small amount of FeTCPP which had 

detached during the experiment This was observed for all materials but was most pronounced 

for the HSA-CN-DCDA sample, the detachment was less noticeable on the other samples and 
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was not found to occur for samples purged with CO2. This is thought to be due to the 

differences in pH when purging with CO2 and N2, the N2 purged samples were found to have 

a pH ~10.8, whereas the CO2 were found to have a pH of ~7.8. Further experiments altering 

the pH of solutions, specifically adjusting the pH of the N2 experiment to that found for the CO2 

purged solutions, are required to ensure that difference in pH did not greatly affect the 

photoactivity observed in the blank studies. 

 

Figure 92 – Images of HSA-CN-DCDA/FeTCPP in 10% TEOA purged with CO2 (left) and 
N2 (right) 24 hours after photocatalysis experiment and storage in air. 

As mentioned in the aim of work section, the combination of carbon nitride and FeTCPP as a 

co-catalyst for photocatalytic CO2 reduction has previously been reported.168 Within the paper, 

they reported much higher quantities of CO produced over their CN/FeTCPP hybrids, ranging 

between 1 and 6.5 mmol of CO per weight of FeTCPP used in the experiment and found the 

highest activity, when normalised to FeTCPP, was obtained using the lowest loading. The 

testing conditions used within this paper are quite different to those used in this project, 

photocatalysis experiments were illuminated at ~220 mWcm-2 (420 nm < λ < 780 nm) for 6 

hours and performed in solutions of MeCN, water and TEOA (3:1:1, v:v:v). Also, the reported 

photocatalytic procedure states that 50 mg of carbon nitride and a certain amount of FeTCPP 

(0.1, 0.25, 0.5, 1 or 2 mg) were placed in 100 mL of MeCN:water:TEOA (3:1:1, v:v:v) and left 

stirring for an unspecified amount of time before purging and put under illumination, indicating 

that the FeTCPP remains in solution throughout the experiment. This means that the FeTCPP 

was at a concentration of between 1-23 µM, lower than concentrations used in the experiments 

presented here. Furthermore, very little characterisation of the CN/FeTCPP hybrid is 

presented and the actual quantity of FeTCPP loaded onto the carbon nitride is not explored. 

CO
2
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2
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There are a number of potential reasons for the comparably low photoactivity, these include, 

solvent mixture, light source and FeTCPP loading. Quite often photocatalytic CO2 reduction 

performed on a suspension is done so using organic media, this is because of the relatively 

low solubility of CO2 in water and H2 evolution can compete with CO2 reduction in aqueous 

solution. However, the work presented here was performed in 10% TEOA in water and the 

three hybrids capable of reducing CO2 to CO showed greater than 60% selectivities towards 

CO production. The light sources and filters used in this work provided illumination >375 nm 

and blocked IR irradiation, whereas the wavelengths used in the paper were between 420 and 

780 nm, also the light intensity used in the paper is more than double that used within this 

work. This will have a great effect on the photocatalytic activity and also may lead to heating 

of the experiment which can further enhance activities. The loading of FeTCPP in this work 

cannot be compared directly with those in the paper, but from the procedures described in the 

paper, it is likely that the loading of FeTCPP onto the carbon nitride is much lower. High 

loadings of any co-catalyst can lead to low activities due to blockage of light reaching the 

photoabsorber, which might be the case for FeTCPP on carbon nitride. 

An experiment using the same solvent conditions from the paper was performed with HSA-

CN-BA(5)/FeTCPP. It was noticed that when the experiment was started that the solution 

separated, forming two distinct layers; an MeCN layer above a water, TEOA and HSA-CN-

BA(5)/FeTCPP suspension layer, despite stirring. The experiment was continued and was 

found that within the first few minutes that visible gas bubbling in the solution was occurring, 

however the level of gases produced were quite low, relative to the gas bubbling that was 

observed. Also, it was noticed that when placed in the dark, the sample continued to bubble 

for at least a minute in the absence of light. It was then noticed that the bubbling was only 

occurring when the sample was stirring. To ensure that the activity that was being observed 

was not mechanocatalytic or a light assisted process, the sample was left in the dark for the 

last hour of the experiment, however it was found that the gas quantities did not increase in 

the absence of light. Within the first 3 hours of the experiment it was found that the rate of 

evolution for H2 and CO were, 5.326 nmol h-1 and 1.538 nmol h-1, which is in fact lower than 

the activities obtained in 10% TEOA solutions for CO production and gives enhanced H2 

evolution. As to why the solution separated into two layers or why visible bubbling was 
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observed was not explored further as the main aim of this work was to test the hybrid catalysts 

in water in the presence of a hole scavenger. 

The final experiment which is required to provide definitive proof that the CO evolved over the 

course of the photocatalysis tests is directly from CO2 reduction is an isotopically labelled 

experiment. For the isotopic labelling experiment, 10 mg of HSA-CN-BA(5) was placed in 10 

mL 10% TEOA in water, first purged with N2, for removal of O2, for 30 minutes and then purged 

with 13CO2 for several minutes. The system was then put under illumination (>375 nm and 

~200 mWcm-2) for 24 hours before testing the headspace via FTIR. The system was scaled 

up, with a higher light intensity and longer illuminations times to give the system the best 

chance to produce as much gas as possible to make it easier to detect via FTIR. For 

comparison, this experiment was also performed in the presence of 12CO2, to confirm the shift 

in peak positions between 12CO and 13CO. The 12CO2 experiment showed that the system 

produced 1.064 µmol of H2 and 0.083 µmol of CO. The difference in selectivities between H2 

and CO likely result in the variation in purging leading to different pH and different species 

being present during the photocatalysis. Whereas when the system was purged with 13CO2 it 

produced 0.071 µmol of H2 and 0.157 µmol of CO. As to why there was a shift in the 

selectivities compared with the 12CO2 is unknown as both systems were prepared and purged 

in the same way for the same amount of time. 

 

Figure 93 – FTIR spectra of gas samples taken from photocatalytic experiments purged 
with 12CO2 or 13CO2. Conditions of the photocatalytic test; for 10 mg HSA-CN-
BA(5)/FeTCPP in 10 ml 10% TEOA (v/v) in water. Samples were purged with N2 for 30 
minutes then 12CO2 or 13CO2 for 2 minutes and placed under UV-Vis illumination at ~200 
mWcm-2 in a quartz-cuvette, for 24 hours on the 300 W Xe lamp set-up. The Xe lamp was 
equipped a 375 nm long pass filter. 
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Figure 93 shows the results of the FTIR isotopic labelling experiments when purged under 

12CO2 and 13CO2, specifically looking at the CO stretching region. A positive result should show 

that the CO bands shifted to lower wavenumbers with the Q-branch shifted from ~2150 cm-1 

under 12CO2 to ~2100 cm-1 under 13CO2. However, the data presented in Figure 93 shows a 

small shift of ~4 cm-1 to higher wavenumber of the CO stretch. 

A similar positive shift in the CO stretch has previously been reported during 13CO2 studies by 

our group.249 The apparent positive shift in stretching frequency of the Q-branch was found to 

be due to the presence of both 13CO and 12CO, with the overlapped spectra complicating 

analysis. By subtracting a scaled 12CO signal away from the 13CO signal, they were able to 

determine that ~30% of the FTIR signal of the 13CO2 experiment was due to 12CO. The source 

of the 12CO was tentatively attributed to long irradiation times leading to breakdown of the hole 

scavenger, ascorbate. Shorter periods of illumination saw only minimal amounts of CO 

evolved in the absence of CO2 and was found that longer illumination led to a rapid rise in the 

CO levels. Subtraction of the 12CO from the 13CO was attempted with the data presented here, 

however no actual 13CO signal could be identified and is likely swamped by the 12CO signal. It 

is postulated that the source of the 12CO is from TEOA and is thought to be due to degradation 

of the scavenger forming 12CO2 which was preferentially reduced at the catalysts surface over 

13CO2, which is further away in solution. The small amount of CO produced when experiments 

were performed under a N2 atmosphere could be due to TEOA oxidation forming CO2 as it is 

consumed for electron donation when performing H2 evolution. However, TEOA is a widely 

used scavenger in CO2 reduction and previous studies have found positive results for 

isotopically labelled experiments when using TEOA as the hole scavenger.  It may take some 

time to form the 12CO2 required for subsequent reduction, which may be swamping the FTIR 

signal. Shorter illumination times could lead to the formation of 13CO which might be easier to 

identify via FTIR. To test this, HSA-CN-BA(5) was tested under typical conditions on a scale 

of 4 mg of photocatalyst to 4 mL 10% TEOA under Xe lamp illuminations with a water filter 

and 375 nm long pass filter at an intensity of 100 mWcm-2 for a much shorter period (4 hours). 

After 4 hours of illumination, this experiment produced 0.109 µmol of H2 and 0.030 µmol of 

CO. 
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Figure 94 – FTIR spectra of gas samples taken from the 4 hour photocatalytic 
experiment purged with 13CO2 compared with the 12CO2 and 24 hour 13CO2 experiments. 
Conditions of the 4 hour photocatalytic test; for 4 mg HSA-CN-BA(5)/FeTCPP in 10 ml 
10% TEOA (v/v) in water. Samples were purged with N2 for 30 minutes then 13CO2 for 2 
minutes and placed under UV-Vis illumination at ~100 mWcm-2 in a quartz-cuvette, for 
4 hours on the 300 W Xe lamp set-up. The Xe lamp was equipped a 375 nm long pass 
filter and water filter. 

Figure 94 shows the FTIR of the sampled headspace and shows the small CO doublet centred 

~2100 cm-1 confirming the presence of 13CO. This proves that the CO produced in the first 4 

hours of illumination is due to reductions of the purged 13CO2 gas. Over longer illumination 

periods the majority of the CO is formed from the reduction of 12CO2 likely produced via the 

degradation of the TEOA. For evidence of TEOA degradation leading to subsequent CO2 

reduction, this experiment would have to be repeated in the presence of 12CO2 and 13C labelled 

TEOA. 

When performing the isotopic labelling experiments, it was also noticed that a significant 

amount of methane was produced after both 4 and 24 hours of illumination (0.015 and 0.25 

µmol respectively) which was not observed for the other experiments under 4 hours of 

illumination, when purged with solely CO2. The quantities of methane detected in the 4-hour 

experiments were low (~1-4 nmol), but of a quantity that is typically observed for manual 

injections in a GC, no matter the type or scale of experiment and is due to air in the needle 

and air getting into the injection port when injecting so this was not initially studied any further. 

To understand why an unusual amount of CH4 was produced during the 24-hour isotopic 

labelling experiments, a time course experiment was performed, and the results can be found 

in Figure 95.  
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Figure 95 – Quantity of (a) H2, (b) CO and (c) CH4 evolved in nmol for 4 mg HSA-CN-
BA(5)/FeTCPP in 4 mL 10% TEOA (v/v) in water. Sample was purged with CO2 and 
placed under UV-Vis illumination at ~100 mWcm-2 in a quartz-cuvette, for ~24 hours on 
the 300 W Xe lamp set-up. The Xe lamp was equipped with a 375 nm long pass filter. 

Figure 95 shows that within the first 6 hours of the experiment H2 and CO evolution increases 

steadily then starts to slow. Within this time the level of CH4 detected is at a level that is typical 

for most manual injections. However, approaching the 24-hour mark H2 and CO production 

has significantly slowed, whilst the CH4 detected is almost double that which is usually 

detected.  

This slowing rate in the production of H2 and CO, and the subsequent increase in CH4 levels 

is indicative of CO reduction to CH4. This has previously been observed on other Fe porphyrin 

catalysts, which have been tested for photocatalytic CO2 reduction in the presence of a 

photosensitiser and a hole scavenger in acetonitrile.250,251 They found that the systems were 

capable of CO2 reduction to CO, which was subsequently reduced further leading to CH4 

production. Isotopic labelling experiments also confirmed their findings. It is likely that the CH4 

produced in the isotopic labelling experiments over the standard photocatalysis experiments 

shown within this thesis is due to the difference in pH caused by the different methods for 
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purging. Standard experiments were purged for a full 30 minutes prior to illumination, so 

resulted in a much lower pH in comparison to the isotopically labelled experiments which were 

first purged with nitrogen and then only purged with CO2 for 2 minutes. 
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4.4 Conclusions and Future work 

Within this chapter 16 carbon nitrides were screened for use with three Ni cyclams and an Fe 

porphyrin complex as co-catalysts for photocatalytic CO2 reduction. Initial screening 

experiments found that none of the bulk carbon nitride hybrid catalysts were capable of CO2 

reduction. This was believed to be due to bulk materials having very low surface areas and 

low catalyst attachment.  

The CN-BA series of materials was carried forward to undergo exfoliation and were found to 

have markedly increased surface areas which led to large enhancements in photocatalytic 

activities for H2 evolution. The trend in activities across the series were still maintained after 

exfoliation, indicating that the trend in band structure across the series remained mostly 

unchanged. 

Attachment of the FeTCPP onto the high surface area carbon nitrides was successful and 

loadings were quantified via UV-Vis DRS and ICP. The hybrid materials were tested for 

photocatalytic CO2 reduction and 3 of the 4 hybrid materials were found to produce CO and 

H2, with >60% selectivity towards CO production in mainly aqueous solutions. The material 

with the highest activity was found to be HSA-CN-BA(5)/FeTCPP. The variation in activity for 

this series of materials could mostly be explained by variations in band structure and charge 

lifetimes, especially the lack of activity observed by HSA-CN-BA(20)/FeTCPP due to 

incompatible band positions and redox potentials. This highlights the importance of 

understanding the band structures and electronic structures of all components of hybrid 

materials and determination of the band structures of the materials should be standard 

practice. Control experiments all indicated that the carbon nitride-FeTCPP hybrid catalyst, hole 

scavenger and CO2 were required for CO2 reduction. 

Isotopic labelling experiments initially showed the production of only 12CO over 24 hours of 

illumination at 200 mWcm-2. However, an experiment performed on a smaller scale at lower 

light intensities (~100mWcm-2), illuminated for only 4 hours, showed the production of 13CO 

confirming that the hybrid catalysts were reducing the CO2 that the experiment was purged 

with. These results indicate that somewhere between 4 and 24 hours, that the TEOA hole 
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scavenger is likely being consumed and forming 12CO2 which is then going on to be reduced, 

forming larger amounts of 12CO which initially swamped the FTIR signal. This chapter 

highlights the importance of thorough blank and isotopic labelled experiments for confirmation 

of photocatalytic CO2 reduction. 

Future work for these materials would be to continue with characterisation of both the 

exfoliated materials and corresponding FeTCPP hybrids to confirm their band structures. 

Furthermore, time resolved studies with and without a sacrificial donor present could be 

performed to further understand charge transport and separation in the hybrid materials. The 

ultimate goal would be to combine these materials with a water oxidation system and 

potentially a redox mediator, to be able to perform CO2 reduction coupled with overall water 

splitting without the need for any charge scavengers. 
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5.1 Introduction 

Copper(I)-based metal oxides appear to be promising materials for water splitting and CO2 

reduction. They have a wide range of bandgap sizes. (∼1.2 eV to >3.0 eV), are made from 

earth-abundant metals and are relatively stable under aqueous conditions in comparison to 

other metal semiconductors such as CdS.1–9 Furthermore, Cu(I) sites have been proposed to 

stabilise CO2 reduction reaction intermediates.10 

Cu2O has been widely studied for use in catalysis as electrodes, photoelectrodes and 

photocatalysts.3,6,8,9,11–15 It has been reported to be a p-type semiconductor with a band gap 

of ~2.1 eV and a band structure which allows it to perform both the reduction and oxidation 

reactions required for overall water splitting and CO2 reduction. Nevertheless, one issue that 

continues to have a detrimental effect on its use as both photoelectrodes and photocatalysts, 

is its stability. Cu2O is susceptible to photodecomposition in aqueous solution as 

photogenerated electrons reduce CuI to Cu metal, causing it to deactivate.8,15,16 The reduction 

potential for CuI to Cu metal is more positive than that of the CO2 and water splitting redox 

potentials, and lies within the Cu2O band gap, meaning that Cu(I) oxides are easily reduced 

and difficult to stabilise.15,17 But it has been proposed that the addition of a second metal into 

the structure, with empty d orbitals, can increase the Cu-O bond strength and also adding 

other metal orbitals into the conduction band that are less readily reduced, enhancing 

stability.1,17,19 

 

Figure 96 - Pourbaix Diagram for copper at 25 °C, taken from reference 18. The dashed 
lines represent water redox potentials showing the stability area of water. 
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5.2 Aim of Work 

The main aim of this work is to synthesise and characterise materials for use as photocatalysts 

for CO2 reduction. Materials chosen for study in this chapter have either not been tested or 

only briefly studied for CO2 reduction, often as photoelectrodes rather than photocatalysts. 

The reported band structures of the delafossite and niobate materials studied within this 

chapter are show in Figure 97, and they have been targeted due to the relative simplicity of 

their solid-state synthesis, previous reported photoelectrochemical activity and positions of 

conduction bands (CB) and valence bands (VB). 

 

Figure 97 - Band structures of materials studied within this work. Band positions are 
estimated from reported values. The symbols used for the conduction and valence 
bands are to differentiate between references.1,19,28–32,20–27 

The band positions in Figure 97 were estimated from literature values and converted to a 

common reference electrode (normal hydrogen electrode (NHE)) and pH. All materials are 

reported to have CB negative enough to facilitate H2 evolution and CO2 reduction, as 

evidenced by previously reported activity. In the literature, a range of values have been 

reported for the band positions of CuFeO2 and CuAlO2. For CuAlO2 there is great dispute over 

the exact value of the band gap, but several reports28,29,33 have shown the VB to lie at a similar 

position with the only large discrepancy being over the CB position. Nevertheless, as can be 

seen from Figure 97, all CB positions should allow for the reduction reactions to occur. Whilst 

there is more consistency in reported band gap for CuFeO2,20,24–26 the exact band positions 

vary slightly and due to the small band gap, small variations in band positions can mean the 

difference between having a large enough driving force to reduce H2O/CO2 and not. However, 

experimentally CuFeO2 has been shown to both photoelectrochemically and photocatalytically 

perform water splitting and CO2 reduction.25,34–41 
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5.2.1 Materials and Previous Activity 

5.2.1.1 Delafossite Materials 

Delafossite materials are ternary metal oxides which have the structure of the mineral 

delafossite, CuFeO2, named after mineralogist Gabriel Delafosse. They have the general 

formula ABO2 where A is a monovalent cation, Pt, Pd, Ag or Cu and B a trivalent cation, Al, 

Co, Cr, Fe, Ga, In, Ni, Rh, Sc or Y. They crystallise into a layered structure where monovalent 

A atoms are coordinated to two O atoms in linear O-A-O bonds and edge shared BIIIO6 

octahedra. Depending on stacking of these layers, compounds crystallise in hexagonal or 

rhombohedral space groups (Figure 98).1,42–48 Interest in these materials has developed over 

the years due to their diverse reported properties relating to magnetism, thermoelectrics, 

electronics (transparent conducting oxides, solar cells, batteries) and catalysis (electro-, 

photo- and photoelectro-). Generally, Pt and Pd based delafossites have shown metallic 

behaviour whilst Cu and Ag delafossites are reported to be semiconductors.42–48 Cu(I) 

containing delafossites studied within this project have the formula CuMO2, where the metal 

cation M is Al, Cr, Fe or Rh and were chosen based on reported properties and activities. 

 

Figure 98 – Depiction of delafossite structure.1  

Linear O-A-O

Linear O-A-O

BIIIO6 Octahedra



 

190 
 

CuFeO2 

CuFeO2 is a p-type semiconductor with a reported direct band gap ranging between 1.28 and 

1.55 eV.24–26,49,50 Computationally, it has been determined that the VB is mainly composed of 

Cu-3d states, while the CB has mainly Fe 3d character, which should aid in stability over 

Cu2O.51–53 In 2005 it was first reported by Trari and co-workers for photocatalytic H2 production 

using S2O3
- oxidation to scavenge holes.54 The best activity was found for CuFeO2 in Na2S2O3 

at pH 13.60 at 50°C. Interestingly they found that activity increased with decreasing specific 

area and that addition of carbon or Cu2O co-catalysts reduced activity. H2 evolution rates 

steadily slowed after 20 minutes, until it reached a plateau after about 120 minutes, this was 

ascribed to competing reduction reactions of hole scavenger products. Later, CuFeO2 was 

investigated for photocatalytic removal of toxic metal ions in solution (Zn, Cu, Cd, Ag, Ni, Pb 

and Hg).24  It was found that under illumination all metal ions (with the exception of Hg) 

deposited onto the surface of the CuFeO2 and H2 evolution followed after deposition. 

Depending on the metal ion used, the H2 activity increased steadily until it reached a plateau 

between 20 and 60 minutes.  

In 2008, a CuFeO2/SnO2 heterojunction was studied for H2 evolution where the CuFeO2 acted 

as a sensitiser for the SnO2.49 CuFeO2 was synthesised using different precursors salts which 

led to variations in surface area and therefore photoactivity. The highest activity was observed 

when using CuFeO2 synthesised using nitrate salt precursors, which had the highest surface 

area, but activity was found to plateau after 20 minutes of UV-Vis irradiation, again likely due 

to scavenger products being reduced, competing with H2 production and increased charge 

recombination due to increased partial pressure of H2 lowering band bending at the interface.  

The first report of CuFeO2 used for CO2 reduction was in 2013.34 Gu et al reported the use of 

a Mg doped CuFeO2 for both photoelectrochemical and photocatalytic CO2 reduction. Formate 

was produced via photoelectrochemical reduction of CO2 with a faradaic efficiency of 10% at 

-0.9 V vs SCE. Faradaic losses were attributed to H2 production due to the formation of 

bubbles at the surface of the electrode but was not quantified. Bulk electrolysis under N2 and 

labelled 13CO2 confirmed the carbon source to be the CO2. Photocatalytic CO2 reduction 

experiments also yielded formate. Post-illumination characterisation revealed the formation of 
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Cu0 metal at the surface of the electrode after 24 hours of illumination but was not detectable 

after shorter illumination times around 8 hours. This paper was the first and only report of the 

use of CuFeO2 for photocatalytic CO2 reduction and the paper only briefly mentions its testing 

and presents no data. Also, this material has never been tested for CO2 reduction in the 

presence of a molecular catalyst. 

In 2015, Kang et al reported a CuFeO2/CuO photoelectrode capable of complete CO2 

reduction and water splitting without an external bias for over 1 week, producing formate with 

over 90% selectivity.35 When tested separately, CuFeO2, CuO and Cu2O generated lower 

amounts of formate and no oxygen evolution was observed. The source of carbon in the 

formate was confirmed to be the CO2 via isotopic labelling experiments. Two years later, the 

same authors reported that the initial CuFeO2/CuO electrodes could be regenerated by a 

thermal treatment and found that the electrode was capable of producing formate for 35 days 

with weekly oxidative annealing. 25 

Yehezkeli et al constructed and tested cells containing CdS/NiOx photoanodes and 

CuFeO2/CuO or NiO/CdTe photocathodes for photoelectrochemical CO2 reduction in 2016.36 

They tested both configurations in the presence and absence of bias, then with and without 

CpRh(bpy)Cl2 as a co-catalyst. Without the co-catalyst the CuFeO2/CuO electrode generated 

more formate than the NiO/CdTe electrode, both with and without an applied bias. However, 

when using the CpRh(bpy)Cl2 co-catalyst, though activity improved for both electrodes, 

NiO/CdTe showed a much greater performance than CuFeO2/CuO and even produced 

micromolar amounts of methanol. This difference in activity was potentially attributed to 

different CO2 reduction pathways occurring at each electrode. It was stated that on the 

CuFeO2/CuO electrode CO2 reduction occurs via destabilisation of CO2 whereas on NiO/CdTe 

it proceeds via direct electron transfer to CO2.  

In 2017, Baker and co-workers reported a CuFeO2/CuO photocathode for CO2 reduction to 

acetate.37  They also reported that by changing the Cu:Fe ratios of the electrode the CO2 

reduction product could be controlled: higher Cu concentrations (Fe:Cu of 0.1) lead to formate 

as the major product whereas Fe:Cu of 1.3 leads to the production of only acetate. However, 
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it was discovered that acetate formation occurred only within the first 10 minutes of reaction, 

and due to dissolution of Fe3+ from the surface, activity ceased. 

Kang et al, continued work on the CuFeO2/CuO electrodes and in 2019 reported 

photoelectrochemical CO2 reduction and water splitting to produce C1-C6 aliphatic acid anions 

and O2  with conversion efficiencies close to 3% under simulated sunlight without any sacrificial 

donors or an electrical bias.38 By adding Pt to the CuFeO2/CuO electrodes and adjusting the 

electrode configuration, they were able to tune activity towards various aliphatic acids, whilst 

also producing O2 over 30 hours. These electrodes had good stability for 7 days, after which 

they underwent chemical reduction but again after thermal treatment, activity returned to a 

similar level and could be used for at least 5 weeks. An enhancement in the overall energy 

efficiencies of CO2 reduction to formate could be seen when Cl- was added to solution, 

however O2 evolution ceased. This was attributed to chlorine having a comparable reduction 

potential to that of oxygen, but Cl- oxidation requires fewer electrons so occurs faster, causing 

O2 evolution to stop. The presence of Cl- was also found to stabilise the CuFeO2/CuO 

electrodes inhibiting structural changes.  

There have been further reports of CuFeO2 being used in photoelectrochemical CO2 reduction, 

but experiments required an applied bias for catalysis to occur. Later in 2019, Yuan et al 

reported a Li doped CuFeO2 electrode and a CuFeO2/CuO electrode both able to produce 

methanol and ethanol with an external bias.39,40 They reported a similar observation to a report 

by Yang et al in 2017, where lower concentration of Cu led to C2 products on CuFeO2/CuO 

electrodes, in this case ethanol over methanol.37,39 Earlier in 2019 another group reported the 

use of a p-n heterojunction of CuFeO2 deposited onto Nb doped TiO2 nanotube arrays for 

photoelectrochemical CO2 reduction to ethanol and formaldehyde when under illumination and 

an applied bias.41 The material has also been tested for photocatalytic and 

photoelectrochemical removal of organic and inorganic pollutants41,52,55,56 and 

photoelectrochemical water splitting.20,26,57–60
 

CuCrO2 

CuCrO2 is a p-type semiconductor that has been reported to have a direct band gap ranging 

between 1.25 and 3.46 eV.27,61,70–75,62–69 Early reports of CuCrO2 stated that it was a narrow 
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band gap semiconductor but it has been reported to have a band gap ranging between 1.25 

and 3.2 eV.61–69 In 2014 Ma et al stated that the absorption bands at 450 nm and 600 nm (2.76 

eV and 2.07 eV, respectively) in the UV-vis diffuse reflectance spectra could be assigned to 

localised d-d transitions of Cr3+ and would not lead to charge separation and photocatalysis, 

so concluded that the UV-Vis spectra cannot be used to deduce the band structure.76 Later, a 

paper published in 2015 by Díaz-García et al investigated the optical band gap of CuCrO2 in 

greater depth.21 They determined from both UV-Vis and incident photon-to-current efficiency 

(IPCE) measurements that the true band gap, which leads to charge separation and 

photocatalysis is 3.15 eV as no photocurrents were generated for wavelengths greater than 

430nm. Since the Díaz-García paper, direct band gaps for CuCrO2 have been reported ranging 

between 2.82 and 3.46 eV.27,70–75 Also it has been determined via DFT calculations that the 

valence and conduction bands are made up of Cu 3d and Cr 3d mixed with O 2p states, 

respectively, which should give enhanced stability over Cu2O.76 

In terms of solar fuels generation there have been a number of reports for its use as both a 

photocatalyst and photoelectrode. In 2006, CuCrO2 was reported as a photocatalyst for H2 

evolution in various sulphur containing scavengers and the highest H2 evolution rate was 

attained when it was coupled to  n-Cu2O in the presence of a sulphide scavenger.62 In 2013, 

Zhang et al studied mesoporous Mg doped CuCrO2 and tested it for photocatalytic H2 evolution 

in Na2S solution under visible illumination for up to 60 hours.77 They found improved activity 

over the bulk and undoped materials, which was ascribed to greater crystallinity and higher 

electronic conductivity, leading to reduced charge recombination. However, it was found that 

under UV-Vis illumination, undoped mesoporous CuCrO2 produced similar quantities of H2 to 

the doped version and after prolonged illumination (>10 hours) activity decreased due to 

photocorrosion. The presence of Mg however appeared to stabilise the material and after 128 

hours the material showed no reduction of Cu(I) to Cu metal. Later in that year, Liu et al 

prepared CuCrO2/WO3 and CuCrO2/ZnO photocatalyst composites for H2 evolution in water 

and found that the composites had improved activity over the bulk CuCrO2 catalyst due to the 

formation of the p-n heterjunction.78 Other groups have also reported that the formation of this 

p-n heterojunction between CuCrO2 and other n-type metal oxides (TiO2 and SnO2) has led to 

improved photocatalytic activity.74,79 In 2014 Ma et al studied its use as a photocatalyst towards 
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H2 production in the presence of various co-catalyst (Pt, Pd, Rh, Ir, Au and Ru) with ethanol 

as a hole scavenger. They determined that Pt was the best co-catalyst for H2 evolution over 

CuCrO2.76 

As of yet, CuCrO2 has not been reported for photocatalytic CO2 reduction, but in 2018, Varga 

et al tested it as a photocathode.73 They detected both gaseous (H2, CO and CH4) and liquid 

products (HCOOH and CH3OH), with H2 as the major product after the 240 minutes 

photoelectrochemical experiment. Control and isotopic labelling experiments confirmed the 

origin of the products and verified that CO2 reduction was occurring.  

CuCrO2 has also found use as a photocatalyst for the removal and degradation of organic and 

inorganic water contaminants.63–65,71,74,79–81 There have been a number of studies for its use in 

other electronic and opto-electronic devices, including photolectrodes66,76 towards water 

splitting,21,72,82,83 anodes in lithium-ion batteries,84–86 hole transport materials in perovskite 

solar cells,87,88 dye sensitised solar cells47,72,84,89,90 and as transparent conductive 

oxides.69,70,91,92  

CuAlO2 

CuAlO2 is a p-type semiconductor with excellent chemical stability over the whole pH range, 

which has led to its use in a range of applications including photocatalysis,93–97 

photoelectrochemistry,29,33,98 electrochemistry,99 dye-sensitised solar cells,47,100,101 

optoelectronics102,103 and transparent conductive oxides28,104–106 among others. Within the 

literature there is great inconsistency as to the nature and value of the band gap of CuAlO2. 

Experimental values for the indirect band gap vary from 1.46 to 2.99 eV 29,96,107–111 and for the 

direct band gap values range from 3.01 to 3.9 eV. 22,28,104,106,109–112 Computational studies have 

not shed much light on the matter, with reports ranging from 1.8 to 2.99 eV113–117 and 3.07 to 

3.53 eV114–118 for indirect and direct band gaps respectively. No definitive answer has yet been 

reached as to the value of the optical band gap, quite often papers report both band gaps and 

highlight the band gap that most suits the application, for example when used as a 

photocatalyst or photoelectrode typically the smaller indirect band gap is chosen, whereas the 

larger direct band gap is preferred for transparent conductive oxides.  
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With respect to photocatalytic fuel production, CuAlO2 has only been employed as a 

photocatalyst for H2 evolution, never CO2 reduction. It was first tested for photocatalytic H2 

evolution in the presence of a sulphide electron donor in 2005, but activity was found to plateau 

within the first 40 minutes of illumination, due  to reduction of the hole scavenger oxidation 

product competing with H2 evolution.93 In 2007, the same group reported a CuAlO2/TiO2 

heterojunction photocatalyst for H2 evolution, by mixing different weights of both materials in 

a suspension.94 CuAlO2 was used as a small band gap semiconductor, coupled to the large 

band gap TiO2, with improved photocatalytic activity compared to the previous report where 

CuAlO2 was used alone. Activity was only improved up to a certain weight of TiO2 in the 

suspension and then it dropped off. This was ascribed to loss of generated charges due to the 

high resistivity of TiO2 rather than the fact that more concentrated solutions would be blocking 

light from penetrating further into the suspension. They observed the same plateau in activity 

with this heterojunction. In 2009, CuAlO2 was tested for thermal photocatalytic generation of 

H2 in water without a scavenger between 187-237 °C, in which boiling the water acted as a 

method of stirring.95 The group reported both the direct and indirect band gaps (3.01 eV and 

1.87 e V respectively). They did not report any drop-in activity and found the process and 

catalyst to be stable for run times of 1 hour to several. It has also been employed as a 

photocatalyst for removal of inorganic pollutants.96,97 

CuRhO2 

Of all the Cu(I) delafossites, CuRhO2 is one of the least studied. Though never reported as a 

photocatalyst for H2 evolution or CO2 reduction, it has been used as a photoelectrode for H2 

evolution. In 2014, it was reported as a ‘self-healing’ photoelectrode for water reduction.19 The 

band structure of the material was determined along with its ability to produce H2 from air-

saturated basic solutions. Under Ar purged experiments the electrodes were found to be 

unstable due to reduction of Cu(I) at the surface of the electrode, this was found not to occur 

when O2 was present as the O2 could scavenge electrons and prevent reduction, ‘healing’ the 

electrode.19 It has also been studied for use as and anode for water electrolysis.99,119 There 

have been a number of doping studies, but these works have been towards improving 

properties related to magnetism and thermoelectrics. Dopant studies include Al, Ag, Mg, Co 

and Mn.120–124 Mg substitution has been found to decrease resistivity whilst still maintaining 
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thermopower and mobility for use as a thermoelectric material. Ag was not found to improve 

any properties.121 Doping with Co or Mn has shown to enhance the magnetic properties of the 

materials.123,124 It has also been determined via DFT calculations that the CB is dominated by 

Rh 4d mixed with O 2p states and the VB is mainly Cu 3d in character with some mixing of Rh 

4d and O 2p.19 

5.2.1.2 Copper Niobate Materials 

 

Figure 99 -Crystal structures of (a) CuNbO3 and (b) CuNb3O8.125 

The copper niobate compounds that have been studied within this project are CuNbO3 and 

CuNb3O8. Compared with the delafossites, there has been far less work published on these 

materials. There are only a handful of papers on their photocatalytic activity towards H2 

evolution and so far, there have been no reports on the use of either material for CO2 reduction. 

CuNbO3 was first reported in 1965 by L. Shick et al.126 Since then, it has been studied for use 

as a target for the fabrication of Cu-Nb-O transparent conductive oxide films and as a precursor 

for the formation of LiNbO3 towards reversible lithium intercalation, before its use as a 

photoelectrode in 2011.127–129 Joshi et al found that the CuNbO3 electrodes exhibited relatively 

stable photocurrent over a few hours of illumination, owed to electrons being excited into Nb 

d orbitals, which make up the CB, rather than Cu based orbitals.129 The group then went on to 

synthesise CuNb1-xTaxO3 (0 < x ≤ 0.25) solid solutions to determine its effect on the 

Cu

Nb

O

(a) (b) 
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photocatalytic and photoelectrochemical properties.23 When tested as a photocatalyst 

suspension, they found that as the amount of Ta increased, the materials photocatalytic 

activity towards H2 evolution under UV-Vis irradiation decreased. This was attributed to Ta 

causing distortions in the CuNbO3 crystal structure leading to a decrease in charge mobility. 

They also stated that the largest amount of hydrogen was produced in the first 1-2 hours of 

irradiation and after that activity either slowed or stopped. This was put down to changes in 

the particles surface as no bulk decomposition was seen via PXRD. CuNbO3 has also been 

investigated for use in non-linear optics and ethanol steam reforming.130,131 

CuNb3O8 is a p-type semiconductor which was first reported in 1977 by Wahlström et al,126 but 

was only fully investigated and its electrochemical properties studied by Joshi et al. in 2012.32 

The material was synthesised via solid state methods and tested as a polycrystalline film 

electrode, showing promise towards application in photoelectrochemical fuel production. It 

showed stability over a few hours of testing. In the paper they reported DFT calculations stating 

the nature of the band gap and calculated its band structure theoretically via DFT and 

experimentally using the Mott-Schottky method. They also determined, that like CuNbO3, the 

VB consists mainly of Cu 3d states with some O 2p mixing, whilst the CB consists mainly of 

Nb d orbitals.  

In 2013 the same group reported the activity of CuNb3O8 for H2 evolution in the presence of a 

Pt co-catalyst and methanol hole scavenger, but found after 2 hours of illumination, the rate of 

H2 production slowed significantly.132 They later investigated how an additional heating step 

leads to Cu extrusion, forming CuO island on the surface, which they proposed could help 

drive charge separation within the material.133 Also it has been found that forming a rod-like 

heterojunction of H3ONb3O8-CuNb3O8 (HN-CN) gave improved photocatalytic activity, which 

was attributed to the formation of a p-n heterostructure promoting charge separation. Note that 

without the presence of Pt there was no photoactivity observed.134 CuNb3O8 has also been 

studied for use in non-linear optics.135 
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5.2.2 This Work 

Unfortunately, a number of these materials, though more stable than Cu2O, still undergo 

photocorrosion.23,34,35,38,77 One method to reduce this is by combination of the semiconductor 

with a co-catalyst, as noble metal and molecular co-catalyst act as electron traps on the 

semiconductor surface. By drawing the electrons out of the semiconductor conduction band, 

the co-catalyst can prevent materials, such as Cu(I) based metal oxides, from self-reducing, 

improving overall stability. One of the major benefits of using a molecular co-catalyst is that 

the specific binding of the complex allows for reduction to specific products. 

The molecular catalyst selected for study in this project is [Ni([(1,4,8,11-

tetraazacyclotetradecan-1-yl)methylene]phosphonic acid)] (NiCycP) and is shown in Figure 

100. NiCycP is an electrocatalyst which has previously been used as a co-catalyst on ZnSe 

and dye sensitised ZrO2 for photocatalytic CO2 reduction and has been reported to produce 

CO and H2 under visible illumination.136,137 Phosphonate groups on molecular catalysts or dyes 

have been proven as an anchoring group, stabilising  the attachment of species to the 

semiconductor surface.138–143 This stable anchoring group is required when working with water 

soluble catalysts in an aqueous environment. Phosphonates can bind to a wide variety of metal 

ions, ranging from monovalent to tetravalent and even higher oxidation states in some cases. 

The mode of binding of phosphonate ligands depends not only on the degree of protonation 

but also the nature of the organic chain linked to the phosphorus and the soaking conditions. 

The presence of three oxygen atoms in the phosphonate group can lead to a variety of different 

binding modes, some of which are depicted in Figure 100, including mono-, bi- and tridentate, 

in combination with other electrostatic and hydrogen bonding interactions. Also, these groups 

can bind to single or multiple metal atoms bringing about a complex range of binding modes. 

The phosphonate anchoring group has previously been used for attachment of molecular 

catalysts and dyes on Cu delafossite surfaces.72,144 NiCycP has an onset potential for 

electrocatalytic CO2 reduction at -0.95 V vs NHE at pH 4, therefore charge transfer from the 

semiconductor to the catalyst should be possible with most of the catalysts chosen for study. 

136 
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Figure 100 – (a) NiCycP structure and (b) phosphonate binding modes to a metal oxide 
surface. 138–143 

To fully evaluate these materials for photocatalytic CO2 reduction, low surface area materials 

were generated via known solid state methods. The materials were then characterised using 

powder X-ray diffraction, UV-Vis spectroscopy, surface area measurements, scanning 

electron microscopy and energy dispersive X-ray spectroscopy. Baseline activity was 

assessed by initially screening for photocatalytic H2 evolution in the absence and presence of 

Pt co-catalyst and were then combined with NiCycP and tested for CO2 reduction. The plan 

was to then continue to synthesise higher purity materials with larger surface areas. 

  

(a) (b) 
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5.3 Results and Discussion 

5.3.1 Synthesis and Characterisation 

The synthesis of CuFeO2, CuCrO2, CuAlO2, CuRhO2, CuNbO3 and CuNb3O8 have all been 

previously reported. Materials were synthesised via solid state methods, details of which can 

be found in the experimental section (Chapter 2). 

5.3.1.1 Powder X-ray Diffraction (PXRD) 

PXRD patterns for CuFeO2, CuCrO2, CuAlO2, CuRhO2, CuNbO3 and CuNb3O8 can be found 

in Figure 101.  They indicate the formation of single phases for two of the six metal oxides 

synthesised within this project, CuCrO2 and CuAlO2. For the other materials, CuFeO2, CuRhO2 

and CuNbO3, only one impurity phase was identified in each, and CuNb3O8 was found to 

contain two impurity phases. All impurity phases have been highlighted as stars above the 

patterns in Figure 101 and in some cases may arise from errors in weighing of the precursors. 

In the case of CuNbO3, a 20% excess of Cu2O was used in the synthesis, followed by an acid 

wash, and it likely was not enough to remove all excess Cu. Also, it has previously been 

reported that for the synthesis of CuNb3O8 an excess of 15% Cu2O is required to obtain a high 

purity material without the Nb2O5 impurity phase, this was only realised after synthesis.133 

Of the impurities present in the synthesised materials, Cu4O3 and NbO2 have not been 

reported to be photoactive. In the case of CuNbO3, the Cu metal has the potential to act as a 

co-catalyst on the surface enhancing charge separation and Cu has been found to improve 

photoactivity towards H2 evolution and CO2 reduction on a number of semiconductors.145 In 

the case of the CuO impurity in CuRhO2, CuO had previously been shown to improve 

photoelectrochemical CO2 reduction on CuFeO2 electrodes. 25,35–40  Nb2O5 has been reported 

to be photoactive for a range of reactions. 146–149 As an impurity it could potentially enhance 

the photocatalysis by forming a heterojunction with CuNb3O8, aiding charge separation.  

Despite the lack of purity of the metal oxide samples presented here, they were carried forward 

to screen the materials to determine a baseline activity towards CO2 reduction, as most of 

these materials have not been reported for photocatalytic CO2 reduction or only briefly 
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explored. Once initial photoactivity was evaluated, the plan was to synthesise higher purity 

and higher surface area materials. 

  

Figure 101 - PXRD patterns of (a) CuFeO2, (b) CuCrO2, (c) CuAlO2, (d) CuRhO2, (e) 
CuNbO3 and (f) CuNb3O8. Reference patterns (vertical lines) and impurities (stars) are 
given for comparison. Inset: photographs of the powders. 

20 30 40 50 60 70 80

 

2Q (o) λ=0.178901 nm

 CuNb3O8

 Ref Pattern

 NbO2

 Nb2O5

 CuNbO3

 Ref Pattern

 Cu

 

 CuRhO2

 Ref Pattern

 CuO

 

 CuAlO2

 Ref Pattern

 

 CuCrO2

 Ref Pattern

 

 

 CuFeO2

 Ref Pattern

 Cu4O3

(a) 

(b) 

(c) 

(d) 

(e) 

(f) 



 

202 
 

5.3.1.2 Ultraviolet-Visible-Near Infrared (UV-Vis-NIR) Spectroscopy 

The optical band gap of each material was estimated directly from Tauc plots in Figure 102 

and values can be found in Table 35. The direct band gap of 1.32 eV for CuFeO2 agrees well 

with literature values.24–26,49,50 In the literature the direct band gap of CuCrO2 has been reported 

to range between 2.82 and 3.46 eV, which agree well with the direct band gap of 3.44 eV 

determined in this work.27,70–75 The other features in the Tauc plot (Figure 102(b)) are d-d 

transitions that do not result in photocatalysis.76 As discussed in the introduction, there have 

been no conclusive reports as to the exact value of the band gap of CuAlO2, with reports 

ranging from 1.46 to 3.9 eV.22,28,111,112,29,96,104,106–110 In this work, both the direct and indirect 

band gaps are quite high and since only the direct value agrees with the literature, the band 

gap for CuAlO2 is determined to be 3.49 eV. Only one paper in the literature has studied the 

optical properties of CuRhO2 and it reports a band gap of 1.9 eV, which is in good agreement 

with the value of 1.71 eV obtained for the direct band gap in the work reported here.19 The 

large variation in band gap for these delafossite materials is due to which orbitals the CB and 

VB are composed of. Each of the materials VB are composed of Cu 3d states, whereas the 

CB are mainly composed of either Fe, Cr, Al, or Rh element states, which is shown quite well 

in the band structure diagram shown in Figure 97. 

Table 35 - Experimentally determined band gaps compared with reported values. 

*Values in bold are to highlight the optical band gaps of each material determined in this 
project. 

The band gaps of the copper niobate materials have previously been studied both 

experimentally and computationally and the band gaps have been found to be direct in nature 

Material 
Band Gap (eV) Literature (eV) 

Direct Indirect Direct Indirect 

CuFeO
2
 1.32 1.03 1.28-1.55 24–26,49,50 1.05-1.4720,25 

CuCrO2 1.83, 2.33, 
3.44 

1.34, 1.60 2.82-3.46 27,70–75 1.28-2.1261,62,66 

CuAlO
2
 3.49 3.31 

3.01-3.9 22,28,104,106,109–

112 
1.46-2.99 29,96,107–

111 

CuRhO
2
 1.71, 2.27 1.09, 1.34 1.90 19 

CuNbO3 2.08 1.83 2.10 17 1.89 23 

CuNb3O8 1.45, 2.00 1.20 1.47 32 1.26 32 
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for CuNbO3 and indirect for CuNb3O8.17,32 The results for both materials found here are in good 

agreement with the literature. CuNbO3 is reported to have a band gap of 2.10 eV and the 

material synthesised in this project has been found to have a direct band gap of 2.08 eV.17 For 

CuNb3O8, the reported and obtained values of 1.26 eV and 1.20 eV for the indirect band gap, 

respectively, are quite close.32 As the band gaps determined within this project are in good 

agreement with those in the literature the band structures of these materials were not further 

studied. 

 

Figure 102 - Tauc plots depicting the direct or indirect band gaps of materials (a) 
CuFeO2 (direct), (b) CuCrO2 (direct), (c) CuAlO2 (direct), (d) CuRhO2 (direct), (e) CuNbO3 

(direct) and (f) CuNb3O8 (indirect). 
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5.3.1.3 Surface Area Measurement 

The Brunauer-Emmett-Teller (BET) surface areas for all the metal oxides were calculated from 

the N2 adsorption-desorption isotherms (Figure 103) and values can be found in Table 36. The 

measured BET surface areas for all materials are quite low, ranging between 0.086-3.067 m2g-

1, but this is expected considering all materials were synthesised via solid state methods with 

long calcination times. According to  the International Union of Pure and Applied Chemistry 

(IUPAC) surface area and pore size classification, all materials show type II isotherms, typical 

of non-porous materials.150 

 

Figure 103 - N2 adsorption/desorption isotherms of (a) CuFeO2, (b) CuCrO2, (c) CuAlO2, 
(d) CuRhO2, (e) CuNbO3 and (f) CuNb3O8. 

Table 36 - Measured BET surface area of (a) CuFeO2, (b) CuCrO2, (c) CuAlO2, (d) CuRhO2, 
(e) CuNbO3 and (f) CuNb3O8. 

[a] BET surface area calculated over the pressure range (P/P0) 0.05-0.3. 
[b] Error in BET calculation. 

For the delafossite materials, there is correlation between calcination time and surface area: 

CuRhO2, CuFeO2, CuCrO2 and CuAlO2 were calcined for 48, 36, 20 and 10 hours, 
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respectively. Notably, the surface area of CuRhO2 was found to be very low, but it does have 

a relatively large error. This is believed to be due to the small quantity of material used for the 

measurement. A larger quantity could not be used as only a small amount of material was 

synthesised due to cost of the Rh2O3 precursor. 

5.3.1.4 Scanning Electron Microscopy (SEM) and Energy-Dispersive  

X-ray Spectroscopy (EDX) 

SEM was used to understand the morphologies and particles sizes of each of the materials 

(Figure 104 and Table 37). All materials, except CuNb3O8, exhibit irregular particle shapes 

with a widely dispersed particle size, indicative of a low degree of uniformity between the 

particles. The CuAlO2 and CuNbO3 samples show smaller platelet-like particles, which is 

reflected in the BET surface areas (Table 37) and SEM average particle area (Table 37). Any 

larger particles appear to be clusters of agglomerated microstructures (Figure 104 (h), (i), (n) 

and (o)). CuNb3O8 images (Figure 104 (m-o)) display smaller, more spherical particles and 

some clustered needle-like particles which are likely to be the Nb oxide impurity phase 

(confirmed by EDX). Particle area estimated from SEM images is a very rough estimate as in 

some images it is difficult to distinguish between particles due to large particle overlap. 

Table 37 - Average particle area estimated by SEM and range for each of the materials. 

Note: Particle area was estimated from 100 µm windows using ImageJ software with the 
exception of CuNb3O8 which was estimated from a 50 µm window.  

To investigate element distribution in each of the samples, SEM EDX mapping was performed. 

Figure 105 shows two different magnifications of SEM EDX overlay maps for each material 

and tables of composition for each image. For CuFeO2 (Figure 105 (a-c)) SEM EDX showed 

a relatively even distribution of Cu and Fe on the particles over the 50 µm window, however 

Material 
Average Particle 

Area (µm2) 
Particle Area 
Range (µm2) 

Standard deviation 
(µm2) 

CuFeO
2
 82.59 0.51 – 1238.13 181.05 

CuCrO2 41.81 0.51 - 1230.73 121.58 

CuAlO
2
 13.94 0.11 – 660.70 45.46 

CuRhO
2
 17.13 0.51 – 1739.67 68.37 

CuNbO3 20.04 0.51 – 684.07 41.82 

CuNb3O8 1.67 0.10 – 304.95 9.85 
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when zooming into a single particle, Cu rich regions can be seen. This is to be expected as a 

second phase of Cu4O3 was found within the PXRD, however the EDX Cu:Fe ratio of the 50 

µm and 10 µm regions, 1.08 and 1.06 respectively, indicate the material to be slightly Fe rich. 

The presence of Si can also be seen in the images in Figure 105  (b) and (j) and the tables in 

Figure 105 (c), (f), (l) and (o), this likely arises from the synthesis of the materials, where an 

agate pestle and mortar were used to grind the precursors and the final product. Furthermore, 

quartz tubes were used in the synthesis of CuNbO3 and CuNb3O8.  

CuCrO2 also shows an even distribution of metals, confirmed by the EDX Cu:Cr ratios being 

very close to 1 (Figure 105 (f)). Though the PXRD of CuAlO2 showed no impurity phases, 

Figure 105 (g) and (h) show Cu rich areas, but this is likely to be an effect of shadowing. 

Shadowing can occur in EDX analysis because the detector lies off centre from the sample 

(towards the top of each image), meaning that lower energy X-rays (such as Al and O) are not 

energetic enough to pass through the particle to the detector, creating a shadow. Figure 105 

(i) show that this region is apparently high in Al, as evidenced by the Cu:Al ratio of 1.21, but 

the image does not show any particles or regions that are high in Al.  

The SEM EDX also shows the presence of some metals that should not be in that specific 

sample but are in the other materials studied in this work. This can be seen in CuAlO2 where 

Nb is observed (Figure 105 (g-i)) and in CuRhO2 where Al is seen (Figure 105 (j-l)) and likely 

stem from all materials being measured on the same stub, leading to some cross-

contamination. Figure 105 (j-l) shows the SEM EDX of CuRhO2; from the images and the 

Cu:Rh ratios it can be seen that the material is Cu rich, with Cu:Rh ratios less than 1 and 

clearly defined Cu particles can be seen, which are likely to be CuO as confirmed by PXRD. 

A similar observation can be made of CuNbO3 (Figure 105 (m-o)), with Cu rich particles and 

Cu:Nb ratios less than 1 and its PXRD confirms the presence of a Cu phase. PXRD of 

CuNb3O8 confirmed the presence of two Nb oxide phases, however due to the stoichiometry 

of the material it is difficult to view any Nb rich particles in the EDX mapping, but on closer 

examination, the needle shaped particles appear to be Cu deficient, so they are likely the Nb 

impurity phases in Figure 105  (p) and (q). Also, it can be seen that for the 50 µm window the 

Cu:Nb ratio is greater than 3. However, a Cu rich particle can be seen in both the 50 µm and 
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10 µm windows (lowering the Cu:Nb ratio of the 10 µm window); an extra Cu phase was not 

identified via PXRD but could have just been below the detection limit or had low crystallinity. 

 

Figure 104 - SEM images for CuFeO2 (a-c), CuCrO2 (d-f), CuAlO2 (g-h), CuRhO2 (j-l), 
CuNbO3 (m-o), CuNb3O8 (p-r). 

(a) (b) (c) 

(d) (e) (f) 
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(j) (k) (l) 

(m) (n) (o) 
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Figure 105 - SEM images with EDX mapping overlay for 2 different magnifications and 
tables of the EDX atomic percentages of each element for CuFeO2 (a-c), CuCrO2 (d-f), 
CuAlO2 (g-h), CuRhO2 (j-l), CuNbO3 (m-o), CuNb3O8 (p-r). 

Element
EDX Atomic Percent (%)

50 µm 10 µm

Cu 20.37 21.07

Fe 21.97 22.25

O 57.66 55.43

Si 0 1.25

Cu:Fe 1.08 1.06

Element
EDX Atomic Percent (%)

100 µm 10 µm

Cu 20.15 21.25

Cr 20.09 21.13

O 59.09 56.84

Si 0.15 0

Cu:Cr 1.00 0.99

Element
EDX Atomic Percent (%)

50 µm 10 µm

Cu 16.51 20.48

Al 20.04 20.62

O 63.19 58.77

Nb 0.11 0

Cu:Al 1.21 1.01

Element
EDX Atomic Percent (%)

50 µm 5 µm

Cu 16.74 22.61

Rh 13.02 11.37

O 68.93 65.87

Si 0.35 0.16

Al 0.95 0

Cu:Rh 0.78 0.50

Element
EDX Atomic Percent (%)

50 µm 10 µm

Cu 12.86 17.16

Nb 11.94 13.86

O 74.67 68.58

Si 0.54 0.00212

Cu:Nb 0.93 0.81

Element
EDX Atomic Percent (%)

50 µm 10 µm

Cu 5.04 6.92

Nb 16.68 19.01

O 78.28 74.07

Cu:Nb 3.31 2.75

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

(m) (n) (o)

(p) (q) (r)
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5.3.2 Photocatalytic Testing 

Following characterisation of the metal oxides, their photocatalytic properties were evaluated. 

Materials were first tested for H2 evolution before moving onto studying possible activity 

towards CO2 reduction. Within earlier literature of the delafossite materials, the compounds 

studied in this project, except CuRhO2, were reported to evolve H2 and O2 from water under 

vigorous stirring in the dark, showing mechano-catalytic activity. However, the activity reported 

for these materials was found to be dependent on the stirrer bar used. Activity was only 

recorded in the dark when using a triangular prism stirrer bar, which causes friction between 

the stirrer bar, photocatalyst and base of the reactor. When a floating stirrer bar was used, no 

activity was observed.151–153  

Within this project, either no stirrer bar was used, or just a small magnetic flea was used, where 

potential mechano-catalytic activity would be minimised. Also, it was found that materials 

activity was wavelength dependent; when a UV filter was applied, little to no activity was 

observed. 

5.3.2.1 H2 Evolution Studies 

The materials were initially tested for H2 evolution under N2 atmosphere in the presence of 

20% methanol (MeOH) as a hole scavenger and H2PtCl6 for the in-situ photo-deposition of Pt 

onto the surface of the metal oxide particles. A Pt co-catalyst was used as no activity was 

observed without it. Pt on the surface of a semiconductor can enhance charge separation as 

well as lowering the overpotential for hydrogen formation from water at the surface and 

potentially stabilizing the material against self-reducing.154 These tests were performed in a 

4mL quartz cuvette with headspace (19 mL) and was illuminated over a 24-hour period with 

visible light using a 300 W Xe lamp with a water filter and light intensity of ~100 mWcm-2, after 

purging with N2 for 30 minutes (see 2.4.1 for lamp and filter spectra).  The headspace of each 

experiment was then sampled and tested via GC injection to determine the quantity of gases 

evolved.  
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Figure 106 - Nanomoles of H2 produced over the course of 24 hours for 4 mg 
photocatalyst in 4 ml 20% MeOH with 1 µl H2PtCl6 (8 wt%) under UV-Vis irradiation at 
~100 mW cm-2 in a quartz cuvette under N2 atmosphere tested on the 300 W Xe lamp. (a) 
full data set and (b) magnified region of the same data set. 

Figure 106 shows the amount of H2 produced, in nmol, over the course of 24 hours of UV-Vis 

irradiation. Initial activity, within the first 4 hours, for all materials was quite similar and closely 

followed the activity of just H2PtCl6 in solution. This level of activity is likely due to deposition 

of Pt nanoparticles via the reduction of H2PtCl6, releasing H2. After those first few hours, in 

almost all cases the H2 activity greatly increased, except for CuRhO2 whose activity appeared 

to plateau, much like H2PtCl2, and finally its activity dropped. The material with the greatest 

activity was CuNb3O8, with a H2 evolution rate of 2.230 µmol g-1h-1, almost an order of 

magnitude larger than the second most active material CuAlO2, (0.282 µmol g-1h-1) (Figure 

107). 

 

Figure 107 – Rate of H2 produced in µmol per gram of photocatalyst per hour for 4 mg 
photocatalyst in 4 ml 20% MeOH with 1 µl H2PtCl6 (8 wt%) over 24 hours of UV-Vis 
irradiation at ~100 mWcm-2 in a quartz-cuvette under a N2 atmosphere, tested on the 300 
W Xe lamp set-up. 
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The significant difference in activity for CuNb3O8 could be due to several factors. CuNb3O8 has 

the smallest band gap so is able to utilise a larger portion of the visible spectrum. Although 

CuFeO2 has a similar band gap to CuNb3O8, the CB of CuNb3O8 lies at a more negative 

potential and as such has a greater drive for photocatalytic H2 evolution. Furthermore, 

CuNb3O8 has a larger surface area and smaller particle size, which likely means a greater 

amount of the Pt co-catalyst will have deposited. CuCrO2 and CuAlO2 have wide band gaps 

so can utilise fewer wavelengths of illumination, therefore have lower photoactivity. Despite 

CuCrO2 and CuAlO2 having similar band gaps, CuAlO2 has almost double the activity, this 

may be due to its larger surface area and smaller particle size. The reasons that CuRhO2 and 

CuNbO3 have the lowest activities are unknown. Both materials have band gaps well into the 

visible region and band structures which should allow for H2 evolution with significant enough 

driving force. There does not seem to be any indications as to why activity is lower in these 

materials when taking band gap, band structure, surface area or particle area into 

consideration. To understand this, charge lifetimes and conductivities would need to be 

studied. 

5.3.2.2 CO2 Reduction 

In contrast to H2 evolution studies, where a single experiment can be carried out to assess 

activity a significantly greater number of experiments are required to assess a materials ability 

to photocatalytically reduce CO2. Therefore, to determine if materials were active for CO2 

reduction, they were tested with and without the presence of a molecular co-catalyst on the 

high throughput screening set-up described in Chapter 2. This set-up consists of an array of 

white LEDS (~100 mWcm-2) allowing testing of up to 10 samples at once. In most cases only 

up to 5 different experiments were carried out at any one time to allow for testing in duplicate, 

due to the error in evolved gases found across positions during set-up development (see 

Chapter 2), hence the error bars in Figure 108.  

The metal oxides were tested on a scale of 2 mg of photocatalyst in 2 mL 10 mM 

ethylenediaminetetraacetic acid disodium salt (EDTA) hole scavenger in a glass vial. Though 

MeOH is a stronger hole scavenger, it is not a suitable hole scavenger for use in these CO2 

reduction experiments as the presence of MeOH vapour interferes with CO detection.  Prior 
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to illumination the samples were purged with either N2 or CO2 for 30 minutes and then placed 

under illumination for 4 hours. For experiments where NiCycP was used as a co-catalyst, it 

was used in solution at a concentration of 1 mM and allowed to soak onto the photocatalyst in 

the dark for 24 hours before purging and illumination, so NiCycP remained in solution during 

the photocatalytic experiments. 

Previously, NiCycP has been immobilised on ZnSe quantum dots and ZrO2 particles; in the 

soaking experiments, NiCycP was found immobilised on surfaces after 2 and 48 hours, 

respectively. 136,137 The metal oxides presented in this work have much lower surface areas, 

so having the NiCycP remain in solutions should ensure that throughout the experiment that 

some NiCycP is in contact with the semi-conductor surface. As NiCycP in solution has very 

weak light absorption, it does not act as an internal filter. Although there is no characterisation 

data explicitly showing that the NiCycP is attached to the metal oxide, it can be seen in Figure 

108 that when NiCycP is in solution, under both N2 and CO2 atmosphere, there is an 

enhancement in H2 evolution which is a good indication that the semiconductor and catalyst 

are in contact and allow for electron transfer. Other soaking times, concentrations or methods 

were not explored as this was performed as a screening test, to determine hit materials. 

The H2 and CO evolution rates for each material with and without a co-catalyst under N2 and 

CO2 can be found in Figure 108. Overall, the rate of activity for all materials under all conditions 

is low, but this was expected as these materials all have very low surface areas. If a potentially 

interesting CO2 reduction photocatalyst had been identified, alternative synthetic pathways to 

a high surface area material would have been explored. Because of the low surface area, it is 

expected that only a small amount of the catalyst will be able to bind to the particles surface, 

therefore, despite activity with and without the catalyst being quite similar, it is difficult to 

determine whether the presence of the catalyst bound to the semiconductor makes a critical 

difference in activity. However, most materials, except for CuNb3O8, looked promising as CO 

evolution was higher under CO2 purged samples than the N2 purged samples. To identify the 

significance of the difference in CO levels a total of 2 experiments were carried out and error 

bars on the CO evolution rates identified. Consequently, a few of the materials that were 

determined to be ‘hits’ (CuFeO2, CuAlO2 and CuNbO3) and ‘fails’ (CuNb3O8) were carried 
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forward for testing on the Xe lamp set-up, which allows for more accurate testing under a 

variety of conditions.  

 

Figure 108 - Rate of (a) CO and (b) H2 evolved in µmol per gram of photocatalyst per 
hour for 2 mg of photocatalyst in 2 ml 10 mM EDTA over 4 hours visible light irradiation 
at ~100 mWcm-2 in a glass vial, tested on the screening set-up. NiCycP was used as a 
co-catalyst in solution at 1 mM concentration and samples were left to soak in the dark 
for 24 hours prior to purging and illumination.  

Of all the materials tested on the Xe lamp (Figure 109), CuNbO3 appeared to be most active, 

with a higher CO evolution under CO2 than in the N2 purged experiments. Another good 

indicator is the decrease in the H2 evolution between the N2 and CO2 purged samples. This 

means that the charges that were going towards H2 production in the N2 purged experiments 

have gone on to produce something else in the CO2 purged experiment. Though this also 

happens with the other metal oxides tested, it is unclear as to how this charge could be 

employed as no other gaseous or liquid products were detected. The concentration of liquid 

products could be below the detection limit but are unlikely to form when NiCycP is used as a 

co-catalyst as it selective for reduction to CO as the carbon product.  
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Figure 109 - Rate of (a) CO and (b) H2 produced in µmol per gram of photocatalyst per 
hour for 4 mg photocatalyst in 4 ml 10 mM EDTA 1 mM NiCycP. Samples were left to 
soak for 24 hours in the dark prior to purging with N2 or CO2 and 4 hours of UV-Vis 
illumination at ~100 mWcm-2 in a quartz-cuvette, tested on the 300 W Xe lamp set-up. 
The Xe lamp was equipped with a water filter only. 

Despite CuFeO2 showing the greatest activity when tested on the high throughput system, it 

had the lowest activity in the Xe lamp. On the high throughput set-up, experiments were carried 

out under only visible illumination, whereas on the Xe lamp only a water filter was used. This 

was done to provide as many wavelengths of light as possible to the semiconductor to enhance 

the formation of charges at the surface in hopes of improving photoactivity. However, CuFeO2 

is known to photocorrode under harsher light conditions, and a higher concentration of 

electrons could lead to reduction of Cu at the surface. Normally this could be confirmed by 

PXRD or SEM EDX, but these tests were not carried out on a large enough scale and there 

was not enough time to look into this further. We note however that this behaviour has been 

reported before, albeit under different illumination conditions after longer periods of 

illumination.34,35 

As CuNbO3 still looked promising it was carried forward for further control studies, to determine 

whether the observed photoactivity was real. To do so, CuNbO3 was tested without the 

presence of NiCycP under N2 and CO2 on the Xe lamp set-up. Figure 110 shows a comparison 

of the CO and H2 evolution rates for the hybrid CuNbO3/NiCycP with the blank CuNbO3 and 

shows that CuNbO3 appeared to be more active, indicating that the NiCycP in solution was 

hindering activity. The catalyst molecules bound to the surface could block active sites for CO2 

reduction. However, the presence of NiCyP on the surface of the metal oxide particles has not 

been confirmed, due to the likely small amounts that have attached. The CuNbO3/NiCycP still 
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shows better activity towards H2 evolution when tested on the Xe lamp, still indicating that 

NiCycP was on the surface of the metal oxide aiding charge separation and giving an 

enhancement in activity.  

 

Figure 110 - Rate of (a) CO and (b) H2 produced in µmol per gram of photocatalyst per 
hour for 4 mg photocatalyst in 4 ml 10 mM EDTA, with and without soaking in 1 mM 
NiCycP for 24 hours. Samples were then purged with N2 or CO2 and then put under UV-
vis illumination at ~100 mWcm-2 in a quartz-cuvette, tested on the 300 W Xe lamp set-
up for 4 hours. The Xe lamp was equipped with a water filter only. 

It was noticed that after prolonged light exposure CuNbO3 began to turn from red to black. 

After leaving in the dark overnight the material did not revert to its original red colour, meaning 

that it is likely not an excited state causing the colour change. Only after exposure to air for 

several hours did the colour change back to red (Figure 111). Therefore, the most likely 

explanation to the initial colour change is the reduction of the surface during illumination and 

following re-oxidation upon air exposure the colour reverted. It is also worth noting that when 

experiments were performed in MeOH the colour change was not observed, likely because 

MeOH is a stronger hole scavenger, stabilizing the material.  

 

Figure 111 - Photographs of CuNbO3 in 10mM EDTA (a) pre-photocatalysis, (b) after 21 
hours of illumination on the 300 W Xe lamp and (c) after 3 hours exposed to air. 
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To determine if the sample was undergoing a phase change during photocatalysis, PXRD was 

measured before and after photocatalysis and showed that it was the same phase (Figure 

112). However, it is noted that PXRD is a bulk measurement, so if any changes occur only at 

the surface, the bulk phase will swamp the pattern. It has previously been reported that TiO2 

annealed under a H2 atmosphere leads to a quite distinct colour changes without observation 

of phase change via PXRD.155 This colour change was attributed to the formation of oxygen 

vacancies creating impurity/defect states  that lie within the band gap below the conduction 

band. Previously it has been reported that for CuRhO2 photoelectrodes, the presence of 

oxygen in experiments helped to stabilise electrodes against self-reduction by scavenging 

electrons.19 So injecting air into the photocatalytic system was tested, to see if this could help 

stabilise the colour of the material, or improve activity. However, it was found to reduce activity 

towards both CO and H2 evolution and had no effect on the CuNbO3 colour change. This line 

of study was not followed any further as there was a fundamental issue of Cu leaching into 

solution.  

 

Figure 112 - PXRD Pattern of CuNbO3 (a) before illumination and (b) after 24 hours UV-
vis illumination on the 300 W Xe lamp. 
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Following the photocatalysis experiment, it was found that in the case of CuNbO3 in EDTA; 

the solution had turned blue. PXRD (Figure 101, Section 5.3.1.1) found that there was a Cu 

impurity phase found in the synthesised CuNbO3 and it was possible that the Cu impurity was 

leaching out into the EDTA solution during photocatalysis. When experiments were performed 

in MeOH the Cu leaching was not observed. 

 

Figure 113 – UV-Vis spectra of 0.875 mM CuCl2 in water and 10mM EDTA solution and 
supernatants from CuNbO3 soaked in water and 10 mM EDTA for ~ 20 hours. (a) full 
spectrum and (b) magnified region. 

As EDTA is a very good chelating agent, it is likely that the Cu in solution was present as a 

Cu-EDTA complex, which could have been active by itself or acting as a co-catalyst on the 

CuNbO3. Figure 113 shows the UV-Vis spectra of the supernatants taken from CuNbO3 having 

been soaked in water or 10 mM EDTA overnight compared with 0.875 mM CuCl2 in water and 

10 mM EDTA. CuCl2 in solution gives peaks at 225 nm and 805 nm, but these shift to 245 nm 

and 730 nm, respectively, when in solution with EDTA, likely due to the formation of a Cu-

EDTA complex.156–158 This same peak is present in the supernatant of CuNbO3 soaked in 

EDTA overnight, confirming the presence of the Cu-EDTA in the photocatalysis solutions. 

Also, when soaked in water, this peak is not observed. To determine if Cu-EDTA was acting 

as a co-catalyst; the photoactivity for CuNbO3 in EDTA under N2 and CO2 was compared with 

that of CuCl2 and CuNbO3 with CuCl2 in solution (Figure 114). Other CuClx were not pursued 

as CuCl2 gave activity and CuII is characteristically blue in solution. As the CuCl2 experiment 

had higher activity than the CuNbO3 it was believed that combing the two would result in 

improved activity, however, this was not the case, in fact the activity was lower.  
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Figure 114 - Rate of (a) CO and (b) H2 produced in nmol per hour for 4 ml 10 mM EDTA 
2 mM CuCl2 with and without 4 mg CuNbO3 under N2 or CO2. Samples were put under 
UV-vis illumination at ~100 mWcm-2 in a quartz-cuvette, tested on the 300 W Xe lamp 
set-up for 4 hours. The Xe lamp was equipped with a water filter only. 

To understand why no improvement in the activity was observed when the materials were 

combined, further control experiments were performed. EDTA solutions under N2 and CO2 

without any extra species in solution were placed under illumination with and without filters on 

the Xe lamp, as these types of blank tests had previously only been performed in glass cells. 

Unfortunately, it was found that EDTA under UV-Vis illumination had higher activity for CO 

production than the other experiments shown in Figure 115 , indicating that something within 

the EDTA is active towards CO2 reduction. It seemed that when other coloured species were 

in solution or particles were in suspension in the EDTA, photoactivity dropped, likely because 

they block light getting to the active species in EDTA. Also, the EDTA was mainly active under 

UV and visible light, when a KG1 (340-720 nm) filter was used activity dropped significantly.  

It is important to keep in mind when looking at other results, in earlier chapters, that 

experiments in EDTA were performed in glass sample vials/cuvettes, which act as a UV filter, 

and these experiments were completed before this was discovered. Also, in the literature when 

EDTA is used as a hole scavenger, experiments are often performed with a UV filter and no 

activity is reported.159,160 
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Figure 115 - Rate of (a) CO and (b) H2 produced in nmol per hour for 4 ml 10 mM EDTA, 
with and without 2 mM CuCl2 with and without 4 mg CuNbO3 under N2 or CO2. Samples 
were put under UV-vis illumination at ~100 mWcm-2 in a quartz-cuvette, with and without 
a KG1 filter, tested on the 300 W Xe lamp set-up for 4 hours. The Xe lamp was equipped 
with a water filter only. 

Previously, it has been reported the Cu-EDTA is not photoactive but FeIII-EDTA is active under 

UV illumination.161 A possible Fe source is the EDTA salt which had been purchased from 

Sigma Aldrich, contains <0.01% Fe.  In order to assess which dissolved Fe ion was the active 

species in previous experiments, both FeCl2 and FeCl3 were dissolved in 10 mM EDTA (Figure 

116). It was found the FeCl3 had higher activity for both CO and H2 evolution.  

 

Figure 116 - Rate of (a) CO and (b) H2 produced nmol per hour for 4 ml 10mM EDTA, 
with 1 mM FeCl2 or 1 mM FeCl3 under CO2. Samples were put under UV-vis illumination 
at ~100 mWcm-2 in a quartz-cuvette, tested on the 300 W Xe lamp set-up for 4 hours. 
The Xe lamp was equipped with a water filter only. 

From the comparison of the UV-vis spectra of 10 mM EDTA with and without 1 mM FeCl3 in 

Figure 117, it can be seen that there is a peak in the FeCl3 solution, which indicates the 

presence of Fe-EDTA and agrees well with UV-vis spectra in the literature.161 Also there 

appears to be a small shoulder in the 10 mM EDTA sample at the same point, which could 
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indicate the presence of a very small amount of Fe-EDTA. As FeIII was found to be more active 

towards CO2 reduction, a range of FeCl3 concentrations (0.5 to 2 mM) in 10 mM EDTA were 

tested, as it was hypothesised that operating at greater FeIII concentrations would lead to 

greater levels of photocatalytic activity under CO2 atmosphere and UV-vis illumination (Figure 

118). It was found that with increasing concentrations of FeCl3 the amount of CO evolved does 

increase, indicating that it is photoactive (N2 studies are required to confirm). However, the 0.5 

mM experiment appeared to produce less CO than the blank EDTA, but these were performed 

as single experiments and the difference in activity is within error. 

 

Figure 117 – UV-Vis spectra of 10 mM EDTA and of 1 mM FeCl3 in 10mM EDTA. 

 

Figure 118 - Rate of (a) CO and (b) H2 produced in nmol per hour for 4 ml 10 mM EDTA, 
with different concentrations of FeCl3 (0. 0.5, 1 and 2 mM) under CO2. Samples were put 
under UV-vis illumination at ~100 mWcm-2 in a quartz-cuvette, tested on the 300 W Xe 
lamp set-up for 4 hours. The Xe lamp was equipped with a water only. 

Table 38 shows the theoretical and inductively coupled plasma optical emission spectrometry 

(ICP OES) determined Fe content of the EDTA compared with the theoretical Fe content of 

the FeCl3 solutions. Concentrations of Fe in the EDTA were much lower than the theoretical 

values for Fe content in the FeCl3, yet still produced similar activities. Also, the EDTA Fe 
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content did not increase linearly with EDTA concentration, likely because signals lay within in 

the background noise. It is clear that the Fe could be detected but was below the quantification 

limit. Therefore, it was concluded that FeIII was not the active species in the EDTA. ICP also 

detected the presence of Na, K, Ca, Al, and Zn, none of which are likely candidates for CO2 

reduction active species. Overall, it is unclear as to why the EDTA solutions appeared to be 

able to perform CO2 reduction and a more in-depth study is required to understand this. Even 

doing labelling experiments would have shown that the material was active, this highlights the 

need for understanding systems and discovering the active species via thorough control 

experiments. 

Table 38 - Theoretical and ICP determined Fe Concentration for various EDTA and FeCl3 
solutions. 

[a] Theoretical EDTA concentrations were calculated assuming a maximum Fe content of 
0.01% 
 

  

Solution 
Theoretical Fe 

Concentration[a] (ppm) ICP Fe Concentration (ppm) 

10 mM EDTA 0.37 0.01 

20 mM EDTA 0.74 0.01 

50 mM EDTA 1.86 0.01 

100 mM EDTA 3.72 0.01 

0.5 mM FeCl3 27.9 - 

1 mM FeCl3 76.9 - 

2 mM FeCl3 153.8 - 

5 mM FeCl3 384.5 - 



 

222 
 

5.4 Conclusions and Future Work 

Within this chapter, six metal oxides, CuFeO2, CuCrO2, CuAlO2, CuRhO2, CuNbO3 and 

CuNb3O8, have been synthesised via solid state methods, characterised and initial 

photocatalytic studies have been carried out. It was found that CuNb3O8 yielded the highest 

H2 evolution. Further measurements to examine charge recombination will likely help to gain 

some understanding as to the differences in activity towards H2 evolution of the other 

materials.  

Overall, it has been determined that this selection of metal oxides do not exhibit photocatalytic 

activity towards CO evolution above that of the background control experiments, especially 

that of EDTA alone. The results obtained from the EDTA control experiments demonstrates 

the inherent problems with using EDTA as a hole scavenger. The results reported in this 

chapter reveal EDTA has the ability to pull copper from CuNbO3 and also scavenge other 

metals, such as Fe, creating its own photoactive species, complicating photocatalytic 

experiment results.  

Within this study, control experiments were performed that would usually not be considered. 

Typically, the materials would have been tested under N2 then CO2 and finally a labelling 

experiment would have been performed to confirm that the CO2 was the carbon source. 

However as was found with the EDTA experiments, this would have resulted in a false positive, 

as all results would indicate that CO2 reduction was occurring, but not the active species which 

was executing it. Moreover, these results highlight the importance of thorough control and 

blank studies; careful filtering and additional control experiments must be performed to enable 

understanding of the photoactive species within these studies. 

Whilst results from the NiCycP screening experiments did not show the activity that was 

expected for CO evolution, an improvement in H2 evolution was observed, meaning that there 

is contact between the semiconductors and molecular co-catalyst which allows for electron 

transfer. Despite the issues with the EDTA hole scavenger, the generally low activity is likely 

due to very low surface areas. Low surface area leads to low catalyst loadings, easy 

desorption, and little to no activity. There have been a number of methods reported in the 
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literature that have yielded higher surface area delafossite materials including 

hydrothermal75,83,162,163 templating28,164 and combustion71,73,77,165 techniques. Once a material 

with adequate surface area has been produced, a more in-depth study could be undertaken 

to evaluate the activity of the hybrid photocatalyst towards CO2 reduction in the presence of a 

different hole scavenger. 

Unfortunately, some of these materials have band gaps which are just too large to harvest 

significant amount of the solar spectrum. In the literature there have been several reports of 

doping which has been found to decrease the band gaps of CuCrO2 and CuAlO2, however 

these decreases have been small.166–169  Another method to enhance light absorption is via 

sensitization with dyes. Both CuCrO2 and CuAlO2 have found use in dye-sensitised solar 

cells.47,72,84,89,90,100,101 Furthermore, CuCrO2 has previously been sensitised and combined with 

a molecular co-catalyst for enhanced photoelectrochemical H2 evolution.72 Other materials 

have a conduction band which is incompatible with the chosen molecular catalyst, as it lies 

below the reduction potential of NiCycP or does not have a great enough driving force for 

electron transfer to the molecular catalyst, so would have to be re-considered for use with 

NiCycP, but may be compatible with other molecular co-catalysts. 
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In this thesis, the synthesis, characterisation and photocatalytic activity of a range of organic 

and inorganic semiconductors towards H2 evolution and CO2 reduction, as both simple and 

hybrid systems, has been studied. 

In Chapter 3, the synthesis of a range of carbon nitride materials using different calcination 

conditions and precursors was investigated. This resulted in the synthesis of 16 carbon nitrides 

with slightly differing properties and quite varied photocatalytic activities. The 16 materials 

could be split into 5 different groups based upon their synthesis; copolymerisation of 

dicyandiamide with barbituric acid (CN-BA), use of different precursor materials (CN-

Precursor), variation of ratios of 2 precursors (CN-UT) and variations in calcination times and 

temperatures (CN-Time and CN-Temp). Characterisation via CHN, BET surface area, PXRD, 

SEM, DRIFTS, Raman, XPS, SS NMR and UV-Vis, was performed in an attempt to fully 

understand the materials and the clear differences observed in their photocatalytic activity. 

Photocatalytic activity for H2 evolution was evaluated in the presence of a 1 wt% Pt co-catalyst 

and EDTA hole scavenger. The two most interesting groups of materials with the greatest 

variation in activities towards H2 evolution were the CN-UT and CN-BA series. However, it was 

determined that the CN-UT series difference in activity was likely following a trend with 

variations in surface area. The CN-BA series, on the other hand, showed no such trend with 

any properties measured using the initial characterisation techniques, despite variations in 

band gap and surface area and potentially band gap. To delve further into understanding the 

variations in activity across the CN-BA series, PL emission spectroscopy, TAS, TR3, MS 

method and XPS were employed, of which TR3 has not been previously reported for carbon 

nitride materials. From these methods it was found that there was a strong correlation in 

activity with charge lifetimes and band structure, specifically the PL emission lifetimes and 

XPS/UV-Vis measurements were key to understanding the variations in photocatalytic activity.  

Within the CN-BA series, CN-DCDA was found to have the lowest photocatalytic activity due 

to short charge lifetimes and a relatively large band gap. It was found that by incorporating a 

small amount of barbituric acid into the structure, for CN-BA(5), the charge lifetimes were 

increased and the band gap was decreased, which caused an upshift in both CB and VB. This 

means that the material could absorb photons over a greater wavelength range, utilising a 
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larger portion of visible light. The photogenerated charges would then have a greater 

probability of reaching the surface, where they would then be able to transfer to adsorbed 

species and have a greater driving force for reduction reactions. By adding more barbituric 

acid it was found that the charge lifetimes decreased, and band positions were further shifted 

causing decreases in activity, for materials CN-BA(10) and CN-BA(20). Though this series of 

materials had previously been reported, full characterisation of the whole series was not 

investigated, only the band structure of the 0% and 20% barbituric acid samples had been 

determined and the lifetimes of photogenerated charges were not explored and the paper only 

gave a very brief explanation as to the variations in photocatalytic activity. Despite the 

substantial number of publications on carbon nitride materials, very little is still understood 

about its structure and photocatalytic behaviour. Though unable to extract any further 

understanding on the chemical structure of the synthesised carbon nitrides, this chapter 

highlights the importance of full sets of characterisation data, using a wide range of techniques, 

especially band structure and charge lifetime determination for all samples in a series to be 

able to understand any enhancements or reduction in photocatalytic activity.  

Chapter 4 builds upon the work presented in Chapter 3 and explores different methods for the 

modification of carbon nitride materials towards the improvement of photocatalytic activity for 

both H2 production and CO2 reduction. From initial screening experiments, it was observed 

that none of the bulk carbon nitride hybrid catalysts were capable of CO2 reduction, which was 

thought to be due to low surface areas limiting co-catalyst attachment. As the CN-BA series 

was determined to be the most interesting set of materials in Chapter 3 it was decided that the 

materials would be carried forward for further modification. The CN-BA series were modified 

by thermal exfoliation and were found to have between 13- and 22-times larger surface areas 

which gave up to 16 times enhancement in photocatalytic H2 evolution in the presence of a Pt 

co-catalyst and EDTA scavenger. These higher surface area materials were then successfully 

combined with FeTCPP molecular co-catalysts and tested for CO2 reduction in the presence 

of TEOA as a hole scavenger. Within this series of hybrid materials, it was determined that 3 

of the 4 hybrid materials were capable of CO2 reduction to CO and H2 with >60% selectivity 

towards CO production. The highest activity was achieved by HSA-CN-BA(5)/FeTCPP with 

variations in activity agreeing well with the band structures and charge lifetimes determined in 



 

232 
 

the previous chapter. Control and isotopically labelled experiments confirmed that the CO 

produced was via photocatalytic CO2 reduction. However, these experiments also indicated 

that between 4 and 24 hours of illumination that the TEOA was being consumed, leading to 

the formation of 12CO2 which was going on to be reduced, forming more CO. Further work is 

required to fully understand the materials and photocatalytic mechanism, including time 

resolved studies in the presence of scavengers and additional isotopically labelled 

experiments. The degradation of organic charge scavengers is something that is known within 

the literature but is not well discussed or reported on. Nor is it common practice to perform 

time course experiments along with isotopically labelled experiments of different lengths to 

gain greater understanding of changes in product formation. Although this system has been 

explored by another group, this work explores how the variations in band structure effect the 

activity of the hybrid system with known catalyst loadings, which has not been studied 

previously. Furthermore, the hybrid system presented in this chapter produce CO in mainly 

aqueous solutions with >60% selectivities. 

Chapter 5 explores the synthesis and characterisation of 6 different Cu(I) metal oxides 

(CuFeO2, CuCrO2, CuAlO2, CuRhO2, CuNbO3 and CuNb3O8). The materials were initially 

tested for H2 evolution in the presence of a Pt co-catalyst and EDTA hole scavenger and 

CuNb3O8 was found to be the most active. When testing these materials as photocatalyst 

towards CO2 reduction it was found that none of the catalysts in combination with NiCycP were 

capable of doing so. This is believed to be due to low surface areas leading to little/no catalyst 

attachment, which was also observed in Chapter 4 for the carbon nitrides. Moreover, these 

tests and the control experiments that were performed indicated that the EDTA hole scavenger 

was itself acting as a photoactive system, which is something that is not widely reported in the 

literature. Additional characterisation of charge lifetimes may allow us to elucidate why low/no 

activity was observed for some materials. Future work would be to produce higher surface 

area materials, which could then be re-evaluated for photocatalytic H2 production and CO2 

reduction in the absence and presence of molecular co-catalysts. Though no significant 

photocatalytic activity was observed for any of the metal oxides explored within this work, it 

does emphasise the importance of good understanding of each part of the photocatalytic 

system which can only be gleaned from thorough and rigorous control experiments. 
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The ultimate goal of this project would be to create heterojunction systems capable of 

performing CO2 reduction and overall water splitting without the use of scavengers. This could 

be achieved by taking and improving upon any active materials determined from this study 

and combining with an active water oxidation system in a z-scheme type system. Within this 

work, the material that has been determined to be the most promising photocatalytic system 

towards CO2 reduction is HSA-CN-BA(5)/FeTCPP. As the band structure of this system has 

been determined, an appropriate water oxidation catalyst could be identified. For example, this 

material could be combined with a water oxidation photocatalysts such as Fe2O3 or WO3, for 

a z-scheme system capable of CO2 reduction and overall water splitting. This is possible as 

they have the appropriate band structures which would allow for charge transfer to occur via 

a Z-scheme mechanism. By combing these materials, the system should be capable of 

performing the photocatalytic reactions in the absence of any scavengers. 
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i.i Carbon Nitride XPS Surface States Spectra 

 

Figure 119 - High resolution deconvolution of N1s (a) and C1s (b) spectra for CN-M. 

 

Figure 120 - High resolution deconvolution of N1s (a) and C1s (b) spectra for CN-U.  

 

Figure 121 - High resolution deconvolution of N1s (a) and C1s (b) spectra for CN-
UT(3:1). 

 

Figure 122 - High resolution deconvolution of N1s (a) and C1s (b) spectra for CN-
UT(1:1). 
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Figure 123 - High resolution deconvolution of N1s (a) and C1s (b) spectra for CN-
UT(1:3).  

 

Figure 124 - High resolution deconvolution of N1s (a) and C1s (b) spectra for CN-T.  

 

Figure 125 - High resolution deconvolution of N1s (a) and C1s (b) spectra for CN-500.  

 

Figure 126 - High resolution deconvolution of N1s (a) and C1s (b) spectra for CN-600. 
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Figure 127 - High resolution deconvolution of N1s (a) and C1s (b) spectra for CN-2hr.  

 

Figure 128 - High resolution deconvolution of N1s (a) and C1s (b) spectra for CN-6hr.  

 

Figure 129 - High resolution deconvolution of N1s (a) and C1s (b) spectra for CN-8hr. 

 

Figure 130 - High resolution deconvolution of N1s (a) and C1s (b) spectra for CN-10hr. 
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