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by Siu Lun Yeung

The Kalman filter and Kalman smoother are important components in modern multi-

target tracking systems. Their application are vast which include guidance, navigation

and control of vehicles. On top of that, when the motion model is uncertain, Multiple-

Model approach can be combined with the filtering and smoothing method. However,

with large amount of retrodiction window size, number of motion models and large

number of targets, this process can become very computationally intensive and thus

time consuming. Very often, real-time processing is needed in the world of tracking

and therefore, this computational bottleneck become a problem. This is the motivation

behind this thesis, to reduce the computational complexity when multi-target, multi-

window or multi-model applications are used. This thesis presents several approaches

to tackle this multi-dimensional problems in terms of complexity while maintaining

satisfactory precision.

A natural step forward will be in leveraging the modern multi-core architectures. How-

ever, in order to parallelize such process, these algorithms have to be reformulated to be

fitted into the parallel processors. In order to parallelise multi-target and multi-window

scenario, this thesis introduce nested parallelism and prefix-sum algorithm to tackle

the problem and realised this on Intel Knights Landing (KNL) Processor and OpenMP

memory model.

On the other hand, in the case of limited parallel resources, this thesis also develop

alternatives called Fast Kalman smoother (FRTS) to lower the computation complexity

due to multi-window problem. Specifically the smoother algorithm is reformulated such

that it is computationally independent of number of window size in the fixed-lag configu-

ration. Although the underlying mathematics is the same as the conventional approach,

FRTS introduced numerical stability issue which makes the smoother unstable. There-

fore, this thesis introduce the idea of condition number to monitor the deterioration rate

in order to correct the numerical error once the pre-set threshold is breached.
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In addition to the large number of targets and retrodiction window size mentioned earlier,

the number of models running simultaneously make the problem even more challenging

in the perspective of real-time performance. Since such algorithms are the fundamental

backbone of a large amount of multi-frame tracking algorithms, it would be beneficial to

have a multi-model algorithm that is computationally independent to number of model

utilised. Consequently, this thesis extend the FRTS concept to fixed-lag Multiple-Model

smoothing method to achieve this goal.

The proposed algorithms are compared and tested through an extensive and exhaustive

set of evaluations against the literature, and discuss the relative merits. These evalua-

tions show that these contributions pave a way to secure substantial performance gains

for multi-dimensional tracking algorithms over conventional approaches.
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Chapter 1

Introduction

This chapter gives a brief overview of the work developed in this thesis, beginning by

describing the motivations behind it in Section 1.1. Followed by Section 1.2 which discuss

specific goals this thesis aims to achieve. Then, a short summary to outline the thesis

structure and contributions of this PhD are presented in Section 1.3.

1.1 Motivations

The Kalman Filter is well recognised in the field of signal processing. The applications of

it encompasses multiple discipline of industrial usage since the 1970s including trajectory

estimation, state prediction for control or diagnosis, denoising and so on [1–10]. The

basic filtering algorithm is often combined with Kalman Smoothing algorithm to offer

optimal filtering performance. Although the computational complexity of the combined

filtering and smoothing algorithms is often acceptable, it can become an issue if they

were to be scaled across a very large number of targets. This is particularly the case

with current demands in aerospace applications (such as drone surveillance) [11, 12]

where there is a compelling need to perform both filtering and smoothing at real-time

across a very large number of targets simultaneously. The total number of computations

or the number of floating point operations carried out by these algorithms per second

(known as FLOPs) can increase dramatically with the number of targets within the

field of view. This multi-target tracking scenario is illustrated in Figure 1.1 with lines

showing the trajectories of the targets. To guarantee the real-time utility of the filtering

and smoothing algorithms, it is essential to ensure that the overall FLOPs performance

or computational complexity is managed well.

The tracking procedure begins with the filtering process to estimate the state based on

the prediction model and measurements. A smoother can be used to re-calculate the

1
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Figure 1.1: Multi-Target Tracking

trajectories of the targets when a small amount of delay is acceptable. Smoothing is often

carried out over a set of points with past measurements, known as smoothing window

size. Rauch-Tung-Striebel (RTS) smoother is one of the most widely used techniques

for improving state estimation. However, the computational performance of smoothing

algorithms may begin to deteriorate with a large number targets, particularly when

combined with large smoother window sizes. This is rather crucial as most of the tracking

systems rely on real-time or near-real-time performance. Therefore, in order to bring

significant gain comparing with other smoother, the underlying mathematics of the

algorithm have to be reformulated and reassembled to meet the challenge.

Furthermore, the real utility of smoothing algorithms do not end with state estimation.

Instead, they have a much deeper influence on overall performance tracking systems,

and influences different tracking scenarios. Among others, maneuvering targets requires

a significant attention here. Nearly all practically significant tracking scenarios often

involve maneuvering targets, where simple single-model based tracking method fail. In

this context, Multiple Model (MM) tracking allows multiple prediction models to be

executed simultaneously to better capture the appropriate, resulting motion model of

targets. The usage of smoothing algorithms in conjunction with multiple-model tracking

further improve the tracking accuracy of the algorithm. However, multiple model meth-

ods require a bank of filters and smoothers operating together to improve the overall

accuracy which makes real-time performance even more challenging. The number of

filters and smoothers utilised are proportional to the number of models used. Therefore,

not only multi-target and multi-window become a problem in complexity, multi-model

is also another hurdle to overcome in order to render practical tracking algorithm for

real-time usage. This multi-dimensional problem is illustrated in Figure 1.2. In terms of

multi-model smoothing method, in general, each of the filters need to carry out smooth-

ing on the estimates from multiple model. On top of that, smoothing usually needs a



Siu Lun Yeung 3

Filtering

Smoothing

Multi-model{ {

{

Multi-target

Multi-window

Figure 1.2: Problem Illustration

couple of smoothing points to lower estimation error. Furthermore, this become even

more complicated when tracking multiple models are needed to be tracked. This multi-

dimensional complexity problem is the main focus in this thesis.

1.2 Aims and Objectives

As outlined in Section 1.1, the multi-dimensional problem which incules multi-target,

multi-window and multi-model can impede tracking algorithm to reach real-time per-

formance. A natural and trivial way to address these issues would be to exploit parallel

architecture and parallelise these algorithms. Although there have been several bod-

ies of work addressing the parallelisation aspects of filtering or smoothing, they are

often focused at a coarse-grain level, such as parallelisation across multiple sensors or

across targets. This approach, opposed to fine-grained parallelism, where the focus is on

parallelising algorithms at the inner level (across window size), cannot scale optimally

particularly when the fine-grained parallelism aspects are fully ignored [13]. However,

fine-grained parallelisation is a rather challenging endeavour for several reasons. First, it

may often require substantial reformulation of the underlying algorithm to fit the archi-

tecture and memory model, particularly the current multi-core, shared memory model.

Secondly, it requires careful implementations of the algorithm on modern architectures.

One of the aims of this thesis is to reformulate the smoothing algorithm, in terms of

target tracking, to allow easy implementation on a range of parallel architectures. Given
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the non-trivial nature of this endeavour, the literature around fine-grained parallelisation

on filtering and smoothing algorithms, particularly for the latter, is considerably limited.

For instance, numerous approaches have been proposed to improve the performance of

the filtering through various designs (which are in fact instances of parallelisation), such

as multi-stage estimators [14–16], their performance have not been transformational, as

discussed in Section 2.2.

For maneuvering targets, Multiple Model (MM) tracking allows multiple prediction mod-

els to be executed simultaneously to better capture the motion of them. The difference

between exiting algorithms is that they fuse the estimates from individual filters dif-

ferently. Moreover, the computational complexity of this tracking algorithm is largely

governed by the number of targets, number of delayed time points and number of mod-

els. The most popular method for MM is Interacting Multiple Model filtering (IMM).

According to the MM survey conducted in [17, 18], IMM is the most efficient and ac-

curate MM algorithm. Therefore, several papers have tried different approaches to find

a faster solution for IMM filtering, for example in [17–22]. In order to accommodate

more number of models and window size in the MM algorithms without increasing the

computational burden, novel approach has to be investigated by combining the existing

method with new idea in order to breakthrough the barrier.

In this thesis, the following concerns are addressed, by making following three contribu-

tions:

1. First, to address the multi-target, multi-window problem, a fully parallelised fil-

tering and smoothing algorithm targeting contemporary multi-core architectures

is formulated. More specifically, the underlying mathematics are reformulated to

fit the notion of multi-core parallelism and shared-memory model that underpin

modern systems. The Rauch-Tung-Striebel (RTS) smoother is chosen to be the

parallelised smoother, as RTS is one of the most widely used smoothing technique

for improving the state estimation.

2. Secondly, without the usage of multi-core architecture, a novel algorithm, namely,

the Fast RTS Smoother (FRTS), is investigated to address the multi-window prob-

lem, that is, the complexity of the algorithm is independent to number of window

size. However, after the formulation, numerical instability arise as small error ac-

cumulate over number of time steps. Therefore, additional work and research is

carried out to make FRTS feasible.

3. Thirdly, by using Interacting Multiple Model smoothing (IMM) algorithm as a

baseline algorithm, this thesis develops a novel, fast, computationally cost ef-

fective algorithm for multiple model smoothing to address the multi-model and
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multi-window complexity problem. Although there are a numerous variations of

MM algorithms, IMM is the most wide used, most efficient and accurate MM algo-

rithm [17, 18, 22]. More specifically, the proposed algorithm could accommodates

a large number of models and a large range of window sizes without increasing the

computational complexity.

1.3 Outline of the Thesis

As stated before, the aim of this thesis is to improve the existing state-of-the-art tracking

algorithms in the aspect of filtering, smoothing and multiple model tracking. Tracking

is a complex procedure which involves multiple stages in order to obtain reliable esti-

mations. Due to the increasing complexity of tracking algorithms, it is natural to seek

more efficient techniques not only can reduce the complexity while keeping RMSE within

acceptable range. Therefore, in this thesis, novel tracking techniques are presented and

compared with the state-of-the-art approach in order to address these problems.

Chapter 2 introduce the basic building blocks of tracking algorithm and notations for

the following chapters. The main contributions of the thesis are outlined in the following

Chapters.

1. The first contribution: A Parallel Retrodiction Algorithm for Large-Scale Multi-

target Tracking is presented in Chapter 3. This chapter addresses the issue brought

by number of targets and number of window size of smoother by introducing par-

allelism in both the filtering and smoothing algorithms. By reformulating the

underlying algorithms as well as applying them on modern multi-core architec-

tures, significant performance improvement can be achieved. This piece of work is

also published in the following journal:

� S. Yeung and J. Thiyagalingam, A Parallel Retrodiction Algorithm for Large-

Scale Multi-target Tracking, Accepted in IEEE Transactions on Aerospace

and Electronic Systems [23].

2. In Chapter 4, it presents the idea of Fast Fixed-Lag Smoothing Algorithm (FRTS).

The key novelty here is the computational complexity of the algorithm being

fully independent of the smoothing window size. Most existing smoothing al-

gorithms in the literature have their computational complexity linearly coupled to

the smoothing window size. This chapter also includes techniques to address the

numerical instabilities that may arise due to such decoupling, and a number of

guided-smoothing algorithms are proposed to address these concerns.
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3. In Chapter 5, it includes different generations of Multiple Model Target tracking

algorithms: the autonomous, the cooperative and the variable structure multiple

models. By combining the strength of each of these techniques, a novel MM

algorithm is suggested which include filtering and smoothing stage.

Chapter 6 summarizes the work presented in this thesis and outlines future research

based on the work developed.



Chapter 2

Background

2.1 Introduction

Since the aim of the thesis is to develop efficient Kalman Filtering and Smoothing in the

sense of multi-model usage, in this section, the basic formulation of the Kalman Filter,

Kalman Smoother and the Interactive Multiple Model Smoother are covered. Reader

can refer to the notations here for the following chapters. The current state-of-the-art

techniques are presented in Section 2.1. Furthermore, in 2.2, this thesis include some of

the work using different approaches to reduce the computation cost and reach real-time

performance.

2.1.1 Problem Formulation

The purpose of tracking is to estimate the unknown state of the target, denoted as xt,

by incorporating the information from the measurement generated from the sensor. As

measurement comes in discrete moment in time, the tracking process is also performed in

discrete time step. At any time step t, this thesis seek the estimate with higher accuracy

than measurements which has lower estimation error. In Bayesian point of view, the

posterior probability density function (pdf) is computed

p(xt|Zt)

Zt is the measurements sequence from t = 1 to T . It can be a scalar value or a vector

of measurements such as positions and velocities in different dimensions. Therefore, Zt

is a measurement set with vectors zt written as

Zt = {z1, ..., zt} (2.1)

7
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The Kalman filter computes the minimum mean-squared error (MMSE) estimate by

using the posterior pdf which is given by

x̂MMSE
t = E{xt|Zt} =

∫
xtp(xt|Zt)dxt (2.2)

where E is the expectation.

2.1.2 Linear State Space Models

A linear state space model consists of a sequence of state space process which can be

given by xt where t = 0, 1, . . . , T and xt ∈ Rn is the state of the system at time step t

with vector dimension n. The state can be updated at every time step by the following

dynamic model and measurements model:

xt = Atxt−1 + wt

zt = Htxt + vt (2.3)

at which At is the transition matrix of the dynamic model and wt is the process noise

with known covariance Qt. Whereas, zt is the measurement with dimension m at time t,

vt is the measurement error assumed to be a white noise process with known covariance

Rt and has zero cross-correlation with the process noise. Ht is the measurement model

matrix.

2.1.3 Kalman Filter

The original paper for Kalman filter can be found in [24]. Kalman filters are based on

linear dynamical systems discretized in the time domain. It is the closed form solution

to the Bayesian filtering equations. The dynamic and measurement models are assumed

as linear Gaussian. The aim of the Kalman filter is to minimise the estimation error

which is given by

et = xt − x̂t (2.4)

where, xt is the true value of the state and x̂t is the estimate calculated by the filter.

Therefore, et is the error from the estimation. The associated error covariance matrix is

Pt = E[ete
T
t ] = E[(xt − x̂t)(xt − x̂t)T ] (2.5)
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Figure 2.1: Kalman filter loop

With the assumption of prior estimate xt|t−1, the Kalman filter can be divided into two

steps: prediction and update, in order to calculate the distribution of xk. The prediction

step is

xt|t−1 = Atxt−1 + wt (2.6)

Pt|t−1 = AtPt−1A
T
t +Qt

Followed by the update step,

St = HtPt|t−1H
T
t +Rt (2.7)

Kt = Pt|t−1H
T
t S
−1
t

xt|t = xt|t−1 +Kt(zt −Htxt|t−1)

Pt|t = Pt|t−1 −KtStK
T
t

where St is the innovation matrix, Kt is the Kalman Gain and zt is the measurement

vector which can be calculated by using (2.3). The full recursive process is described in

Figure 2.1

2.1.4 Kalman Smoother

The original paper for Kalman smoother can be found in [25]. In smoothing, it considers

the estimation of the past rather than in the future as in the case of filtering, which can

be described as p(xt|z1:T ) (probability of xt conditioned on z1:T ), where T is the current

time step and t is the time step of interest where T > t. Smoothing can further reduce
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the root-mean-squared error (RMSE) of the estimates combined with filtering. There are

three common classifications of smoothing [26, 27], which are: Fixed-Interval Smoothing,

Fixed-Lag Smoothing and Fixed-Point Smoothing. Fixed-Interval Smoothing seeks the

optimal estimates at all the data points within a fixed interval, whereas Fixed-Point

Smoothing repeatedly estimates the same data point in time based on future data. When

a small delay can be tolerated, fixed-lag smoothing can be used to seek the estimate at a

particular time lag with respect to the present estimate. This configuration of smoothing

is common in target tracking as it allows real-time performance while reducing the RMSE

[25]. The Rauch-Tung-Striebel Smoother, which is called the Kalman Smoother, is used

to compute the closed form solution. The smoothed solution is conditioned on the whole

measurement space z1:T , whereas the filtering only considers measurements z1:t which is

up to time t.

x̂t|N = x̂t|t + Ct(x̂t+1|N − x̂t+1|t) (2.8)

with Ct being defined as the smoother gain as follows:

Ct = Pt|tA
T
t P
−1
t+1|t (2.9)

However, Pt|t, x̂t|t and xt+1|t and P−1t+1|t are computed as part of the forward pass for the

filter before the smoother process begins. Hence, the results of these computations can

be saved in memory and can be reused during the backward pass, whose initial values

will be Pt+1|N and x̂t+1|N . The exact distance of smoothing from the last time step is

determined by the window size N . In each step of the backward sweep, the old filter

estimate is renewed to improve the accuracy. The smoothed error covariance matrix for

the smoothed estimates is given by:

Pt|N = Pt|t + Ct(Pt+1|N − Pt+1|t)C
T
t (2.10)

The full recursive process is described in Figure 2.1. The number of cycles to loop

depends on the window size N .

2.1.5 Motion Model

To predict target motion, a moton model can be used. Two of the most common

models [17, 28] to describe target dynamics are Constant Velocity (CV) Model and

Constant Turn (CT) Model. Constant Velocity Model describes non-maneuver and

uniform motion with constant velocity v. The model ACV can be represented by the
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following matrix with sampling time §.

Acv =


0

0

0

1

0

0

1

0

0

1

0

§

1

0

§

0


On the other hand, if the target exhibits turning behaviour with constant speed v and

constant turn rate ω. The following matrix Aturn (in 2D) can be used.

Aturn =


0

0

0

1

0

0

1

0

sin(w§)

cos(w§)

1−cos(w§)
w

sin(w§)
w

cos(w§)

−sin(w§)

sin(w§)
w

cos(w§)−1
w



A simple solution to track manoeuvring targets is to incorporate multiple motion mod-

els to predict target motion which leads to Multiple Model (MM) tracking. Multiple

Model methods are the conventional approach in single target tracking under motion
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uncertainty and in the absence of measurement origin uncertainty. Basically, these

methods resolve the target motion uncertainty by using multiple models at a time for

a maneuvering target. Numerous techniques have been developed to resolve the tar-

get motion uncertainty, amongst the more popular, there are the Autonomous Multiple

Model [29, 30] and the Interacting Multiple Model algorithm [31].

Furthermore, all the MM approaches can be categorized into two groups: the Fixed

Structure and the Variable Structure [18]. The first has received a lot of attention

from the scientific community, and there is little to be improved, on the other hand,

the latter is relatively new ad appeared to have an alternative to upgrade the Fixed

Structure Multiple Model algorithms. In the survey conducted by Li and Jilkov [18],

a comprehensive study of all the main Variable Structure Multiple Model (VSMM)

algorithms is presented.

2.1.6 Interactive Multiple Model Filter

Target tracking is more difficult when the target in motion is also maneuvering which

makes the motion seemingly stochastic and unpredictable. By tuning the process noise

of the Kalman filter, this shortcoming can be mitigated. However, in practice, that

may not be very usable since the that involves trial and error to tune the process noise.

Interactive Multiple Model comprises of different motion models which can anticipate a

lot more circumstances than Kalman filter. In the theis, one of the aims is to make such

an algorithm efficient such that the computation is independent to number of model

used. Therefore, the details of the Interactive Multiple Model Filter and its notations

are provided in this section. The details can be found in [32].

The main difference IMMF compared to a conventional Kalman filter is IMMF use

several possible models for the target’s motion and a probabilistic switching mechanism

govern the usage of these models. In this case, a bank of Kalman filters are operated

in parallel (not in the sense of parallel computing), each of the filter correspond to one

of the models. The information of each of the model would be exchanged or mixed

in each time cycle. As a result, the overall state estimate is a combination of the state

estimates from the individual filters. Consider that there are M models which is given as

m1, ...,mr such that each of the filter would have individual Markov jump-linear system

xt = Amrt xt−1 + wmrt

zt = Hmr
t xt + vmrt (2.11)

Amrt and Hmr
t are the state transition matrix and observation matrix at time t with

model mr. Process noise wmrt and measurement noise vmrt are assumed to be white
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Gaussian noise as well. It is assumed that the target is switched between the models

according to the Markov chain with known transition matrix. This matrix consist of the

probabilities of the transition from one to another where pij is the probability at which

Mi model at time step t is switching over to t+ 1 and i, j = 1, ...,M . Each of the model

has a mode probability µit|t which is updated in every recursion. The IMM recursion at

time t are as follows

1. Mixing probabilities:

The mixing probabilities µ
i|j
t−1|t−1 are given by

µ
i|j
t−1|t−1 =

1

c̄j
pijµ

i
t−1|t−1

c̄j =

M∑
i=1

pijµ
i
t−1|t−1 (2.12)

2. Mixing:

For jth model, the mixed estimate x̂0j and covariance matrix P 0j are given by

x̂0jt−1|t−1 =
M∑
i=1

µ
i|j
t−1|t−1x̂

i
t−1|t−1

P 0j
t−1|t−1 =

M∑
i=1

µ
i|j
t−1|t−1[P

i
t−1|t−1 + eojeoj

T
] (2.13)

where e0j = x̂it−1|t−1 − x̂
0j
t−1|t−1 is the mixed estimate error with each of the ith

filtered estimate

3. Mode-matched filtering:

The usual Kalman filter equation from (2.6) to (2.7) can be used to update the

mixed state estimates and covariance with the received measurement and corre-

sponding motion model

4. Mode probability update:

After the filtering step, the mode probability can also be updated by the following,

µjt|t =
1

c
Λjt c̄j

c =
M∑
j=1

Λjt c̄j (2.14)

where Λjt is the jth mode likelihood
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Figure 2.3: IMM Filter loop

5. Estimate:

After the filtering step, the mode probability can also be updated by the following,

x̂t|t =
M∑
i=1

µjt|tx̂t|t

Pt|t =

M∑
i=1

µjt|t[P
j
t|t + ejej

T
] (2.15)

where ej = x̂jt|t − x̂t|t is the estimate error with each of the jth filtered estimate

and final estimate

The full recursive process is described in Figure 2.3

2.1.7 Multi-Target Tracking

Multiple Target Tracking (MTT) problem extends the single target tracking scenario

to a situation where the number of targets may not be known and varies with time,

leading to the presence of measurement origin uncertainty in addition to the target

motion uncertainty. Ideally, the number of measurements at each time step matches

with the number of target presented in the field of view. However, this rarely occur

in practice. This is due to the fact that sensors have their limitations or obstruction

occur and not all targets can be detected. Moreover, false measurements is possible as

unwanted object can be detected because of noise or random signal reflections which

this thesis refer as clutter. Besides, the resolution of the detector may not be ideal and
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so multiple detection can be found on single object. The multi-target tracking problem

can be formulated as follows. Assume at any time index t, there are U number of targets

and V number of measurements. Each of the targets has its own state denoted as xt

and form a set Xt and Zt such that

Xt = [x
(1)
t , ..., x

(U)
t ]

Zt = [z
(1)
t , ..., z

(V )
t ] (2.16)

The problem of multi-target tracking is to assign each of the measurements to the existing

target (target-oriented) or assign each of the target to measurement (measurement-

oriented).

2.1.7.1 Gating

One of the approaches to solve the MTT problem is to assign label to each of the de-

tected target and remain a target list ad assign new detections to the existing targets

throughout the tracking process. Targets can be added or removed based on the proba-

bility model. Track initialisation is the first issue when it comes to multi-target tracking.

Correct track initialisation can lower the computation due to data association. The pro-

cess of Gating helps deciding if an detection is a probable candidate to be assigned to

existing tracks. In other words, it screens out the false signal such as clutter which can

also lower the computation burden. The region enclosed by the gate, with the predicted

value as center, is called the validation region as shown in Figure 2.4. The following

scenarios might occur when gating is used

1. More than one observation satisfy the gate of a track

2. One observation satisfy more than one gate of the tracks

3. Observation might be used to initiate a track even if it falls inside the gate

4. Observation fall outside of gates and form tentative tracks

To see whether a measurement satisfy the gate limit, the residual vector is defined and

given by

vt = zt −Hx̂t|t−1 (2.17)

The innovation matrix S is the same as (2.7) and given by,

S = HPHT +R (2.18)
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There is a correlation between the observation and track if the norm of the residual

vector d2 is less than a certain gate threshold G such that,

d2 = vt
TS−1vt ≤ G (2.19)

2.1.7.2 Nearest Neighbour Data association

The simplest way to handle data association is called nearest neighbour method (NN)

which assign the closest measurement to a target after gating is performed. This op-

erations function sequentially and so the solution usually is not globally optimal and

leads to poor tracking result. Consequently, track loss occur and important informa-

tion is loss. A global version of NN is the Global Nearest Neighbour method. Instead

of consider tracks and measurements one by one, it computes all the possible distance

combination and try to find a solution to lower the global distance. In other words,

it consider targets and measurements simultaneously. This GNN approach become a

optimization method which can be handled by algorithm like Auction algorithm and

Hungarian methods. There are other techniques developed to resolve the measurement
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origin uncertainty, such as the Joint Probabilistic Data Association (JPDA) Filter [33],

and the Multiple Hypothesis Tracking (MHT) Filter [28].

2.2 Related Work and Applications

As outlined in earlier part of this chapter, the main objectives of this thesis are to develop

a suite of efficient filtering and smoothing algorithms particularly targeting the real-

time performance. Furthermore, as outlined before, the proposed algorithms are built

on existing developments around Kalman filtering and smoothing algorithms. As both

filtering and smoothing algorithms utilise matrix algebra, such as matrix multiplications

and inversions, the computational complexity of filtering and smoothing algorithms are

dominated by the complexity of relevant matrix operations. More specifically, the order

of computational complexity is often around O(n3) [34] when multiplying two n × n

matrices. Numerous efforts can be found in the literature towards reducing the compu-

tational complexity of filtering and smoothing algorithms. These can be considered in

three different strands, as follows:

� Matrices properties

� Algorithm approximations

� Software and Hardware architecture

The literature around improving computational complexity of matrix algebra is very

rich [35]. As such, exploring the literature around efficient matrix operations is beyond

the focus of this thesis. However, it is worth highlighting the key outcomes of the survey

highlighted here. One of the best performance around matrix-matrix multiplication can

be achieved using efficient matrix operation algorithm such as Strassen’s algorithm [36]

which has complexity O(n2.807). Also one can exploit the sparsity and symmetries

property of matrices to avoid excessive calculations such as Sparse Basic Linear Algebra

Subprograms [37] or Matlab.

Moreover, there have been several efforts for improving the computational cost of Kalman

filtering using algorithm approximation. Friedland introduced a two-stage estimator [14].

The main idea is to separate the computations into two parallel filters, a full-order filter

and the other one handles the augmented state. The computation can be reduced by

using these interconnected Kalman flter. However the performance is not as good as the

regular Kalman filter. There are other approaches that extend this idea such as in [15]
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and in [16], Hsieh and Chen proposed a new version of this two-stage Kalman filter and

is mathematically equivalent as the regular Kalman filter.

Finally, improving the performance of matrix operations through software-hardware co-

design and software optimisation have been the subject of computer and computational

science for several decades [35]. In terms of software and hardware architecture, there

are software packages targeting matrix operations such as [38, 39]. Moreover, with

the recent development of parallel architecture, the multi-sensor multi-target tracking

algorithm can be parallelised and reduce computation time. There are different ways

in parallelising the algorithm. For instance, the operations within the matrices can be

parallelised known as fine-grained parallelism [40]. On the other hand, multiple Kalman

filters can be parallelised as well known as coarse-grained parallelism [41].



Chapter 3

A Parallel Retrodiction

Algorithm for Large-Scale

Multitarget Tracking

3.1 Introduction

Multitarget tracking (MTT) problems arise in a number of different applications such as

surveillance, control, navigation, failure detection and medicine [1–10]. In the context

of surveillance and navigation, the key aim of MTT is to estimate the states of multiple

targets using the measurements returned by sensors, which are inherently noisy. The

fundamental cornerstone of MTT algorithms are state estimation filters [42–45], which

provide a means for obtaining the best possible estimates for the target states, given a

dynamical model to represent the target motion.

In general, the state estimation process works in two stages: prediction and update. In

the first or the prediction stage, the state at the current time step is used to predict the

state at the next time step. This predicted state is then updated (or corrected) using

the measurement obtained at the subsequent time step during the second stage. Among

different filters that can be used for this predict-update process, the Kalman Filter [24]

is a popular basis for handling linear models and non-linear models through necessary

extensions [27, 46, 47]. The key aspect here is that the update is not possible until future

measurements arrive. In cases where a delay in estimation can be tolerated, or where the

estimation is performed for off-line use (i.e. the whole set of measurements are already

available), the estimation accuracy can be improved rather significantly by incorporating

future measurements. This process, known as smoothing or retrodiction [48], produces

much better and cleaner estimates. In fact, the accuracy improves with delay [49, 50],

19



Siu Lun Yeung 20

which is often referred to as the retrodiction window size. As such, the MTT with

retrodiction (MTTR) is an attractive option for producing better state estimates. By

linking MTT with a smoothing algorithm of choice, the overall quality of state estimates

can be improved. Among different smoothing algorithms, such as augmented fixed-

lag smoothing [51, 52], Fraser-Potter smoothing [53], and Rauch-Tung-Striebel (RTS)

smoothing [25], the RTS smoother is one of the most widely used, for being the fastest

fixed-interval smoother [54, 55] and for its simplicity [56]. For example, in [57], the RTS

algorithm is used in conjunction with Multiple Hypothesis Tracking (MHT) and the

Interacting Multiple Model (IMM) algorithm for tracking maneuvering targets. In [58],

fixed interval smoothing for integrated probabilistic data association (IPDA) [59] is

proposed using the RTS smoother. In [60], and [61], the RTS smoother is used for

backward Point Probabilistic Hypothesis Tracking (PPMHT). Given this widespread

adoption of the RTS smoother, it is very common to see the RTS smoother as a backbone

for MTTR algorithms.

As the RTS smoother tends to provide cleaner estimates and better tracking capabil-

ity, it is natural to extend the MTT algorithms with the RTS smoother. However,

the downside of this approach is that the overall process is likely to become compu-

tationally expensive. This is particularly true with increasing number of targets and

smoothing window size. This can potentially limit the approach from being deployed

in applications where real-time performance is required. An obvious approach would

be to parallelize the MTTR algorithms, which essentially boils down to parallelizing

both the MTT and the retrodiction components. The latter task is focused on a well-

contained, single component such as the RTS smoother or the Fraser-Potter smoother.

However, the parallelization of the MTT component requires parallelizing a number of

sub-components, including the Kalman filtering and data association. With the fact that

Kalman filter operations are very matrix-matrix or matrix-vector focused, paralleliza-

tion at the linear algebraic-level operations is very common. For example, for parallel

Kalman filters, some hardware-specific approaches are outlined in [62, 63]. More rel-

evant work includes [64] which reformulates the Kalman filter operations in order to

dismantle the data dependencies. This approach enables the necessary data to fit into a

cache memory achieving a linear speed-up. In [65], a matrix operations library matriplex

is created targeting small-sized matrices so that the operations with single instructions

operating on multiple streams of data (SIMD operations) which can be optimized on

vector processing units. In [66], all matrices in the Kalman filtering algorithm are trans-

formed into a banded form achieving a linear speed-up with an increasing number of

cores. In addition to these, a number of parallel MTT approaches have been proposed.

For example, a parallelization scheme for IMM tracking is suggested in [67]. These are

often integrated with the assignment component. For example, a coarse-grained parallel
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m-best S-dimensional assignment algorithm is proposed in [68]. A similar scheduling

algorithm for the IMM-assignment problem is proposed in [69] utilizing the task-level

parallelization. Moreover, a comparison of sequential and parallel implementations of

a multi-sensor multi-target JPDA tracking algorithm has been studied in [70]. It is

reported that the complexity of the parallel approach has an exponential relationship

with the number of sensors, whilst the serial (non-parallelized) method has a linear re-

lationship. Hence, simply parallelizing the association algorithms alone does not always

yield performance gain [69].

With a number of approaches to parallelize different components, as outlined above, it

is possible to integrate these different parallel solutions to formulate a fully parallelized

MTTR solution. However, such an approach can only offer sub-optimal benefits. There

are several reasons for this. More specifically, the parallelization of the RTS smoother

is a challenging problem, predominantly due to the dependencies between computations

within the RTS smoother. These dependencies limit the scope for parallelization, despite

having sufficient parallel resources. As such, despite the fact that MTT aspects are

parallelizable, the sequential nature of the RTS smoother can severely limit the overall

performance due to Amdahl’s Law [71]. Secondly, the parallelization must be aimed at

all levels of granularity [72], as opposed to aiming for only the fine-grained parallelism.

Such an approach for parallelization is likely to bring more tangible benefits than either

coarse or fine-grained parallelism alone.

In this chapter, this thesis aims to address this problem of offering a truly parallel MTTR

solution, particularly that leverages RTS smoothing. By refining and reformulating the

underlying mathematical framework for RTS smoothing, this thesis derive a parallel

retrodiction algorithm. This thesis then apply this algorithm, along with the parallelized

components of MTT, to offer a unified solution for handling large-scale multitarget

tracking with retrodiction. A thorough evaluation of the proposed algorithms under

various conditions show that they offers substantial performance improvements over

various previously proposed methods, and can truly handle the issues associated with

large-scale target tracking. The key contributions of this chapter are:

� Reformulation of the Parallelized RTS Smoother: By carefully refining and

reformulating the underlying mathematical framework for the RTS smoother, this

thesis derive an easily parallelizable RTS smoother. In particular, the proposed

smoother algorithm offers a O(logN) complexity (as opposed to O(N)) upon par-

allelization. Furthermore, the proposed algorithm offers significant reduction on

the overall number of Floating Point Operations (FLOPs) performed during the

smoothing process;
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� Data Reuse: Redundant and repeated computations often waste computational

resources and directly reflect on the overall performance.This thesis propose an

approach for reducing the redundant computations through extensive re-use of

previously computed results for the RTS smoothing process. The benefit of this

approach is directly evidenced by the significantly reduced number of FLOPs, and

better runtime performance;

� Nested Parallelism: With a finite set of computational resources, such as par-

allel threads, it is always a challenge to understand the best practices for the

best utilization of parallel resources. Using OpenMP as the underlying model,

this thesis show how the overall MTTR problem can be treated as a hierarchical

parallelization problem. To this end, this thesis introduce the notion of nested

parallelism into the MTTR problem. With this in place, this thesis show how the

parallel resources can be mapped between the tracking and smoothing aspects so

as to maximize the overall performance;

3.2 Approach to Parallelized Multitarget Tracking with

Retrodiction

In order to render an MTTR system based on RTS smoothing, the Kalman filter, al-

gorithms for gating and measurement-to-track association and the RTS algorithm have

to be parallelized. These will be covered in the section that follows this. However, any

effort in parallelizing these combination of algorithms will have to account for the hard-

ware platform on which the parallelization will be based upon. The exact choice of a

hardware platform for parallelizing these algorithms may vary depending on the volume

of the data being processed and on the amount of computation-to-communication ratio.

Potential options are graphical processing units (GPUs), modern multi-core processors,

multi-node clusters and / or a combination of these. In all these platforms, the physical

unit that offers the resources for parallelism is a set of computational cores. For instance,

the current generation of GPUs (Volta generation) can offer up to 2560 lightweight cores

while the current multi-core processors may offer up to 64 heavy-weight physical cores.

Lightweight and heavyweight cores refer to the mechanics of a multi-processing system.

Heavyweight cores mean it needs more processing power to undergo parallel computing

while lightweight cores can carry out such a process more easily. While the GPUs offer

very lightweight cores with tightly-coupled lock-step-fashioned processing capability, the

latter offers substantial processing capability with very good autonomy between cores.

The cluster system, can integrate a number of GPUs or CPUs or both to provide a net-

work of computational resources so as to provide scalability up to hundreds of thousands
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of cores. The important aspect here is that the core count does not directly translate

to automatic performance benefits. The exact performance improvement resulting from

these platforms depends on several factors, such as:

� capability of the computational cores;

� autonomy between computational cores;

� method of interconnection between cores and the main processing unit of the

system; and

� the underlying programming model and the associated complexity of the model

for using these cores.

With these in place, a number of aspects have to be weighed in to decide the exact

cost-benefit aspects of any platform. For instance, despite offering a very large core

count, GPU cores are very lightweight. As such, the basic executing unit (known as

thread or process) on GPUs can only handle a limited set of operations. On the other

hand, cores from multi-core CPUs are capable of performing more complex operations.

Furthermore, GPUs are an add-on device to a system (also known as accelerators) and

hence, they are not part of the main system. As such, computations on GPUs have to

be off-loaded along with the data on which the computation has to be performed. In

contrast, CPUs are a core unit of any system. As such, no off-loading process takes place

when running applications on multi-core CPUs. This directly translates to a prerequisite

of computation-to-communication (C2C) ratio [73]. The C2C ratio mandates that the

time savings from the computations should offset the time spent on data movements.

Although different algorithms may exhibit different C2C ratios, with GPUs and a cluster

of nodes, the communication time of algorithms becomes significant compared to the

multi-core algorithms. To this end, the C2C ratio for MTTR algorithms is often low,

given that measurements and state-vectors are small in size. In order to eliminate the

extra communication, this thesis is primarily focused on the multi-core parallelization,

which this thesis refer to as shared-memory parallelism, where a number of cores (pro-

cessors) share a single memory and the data movements are between the processor and

the main memory.

The exact programming model this thesis use to exemplify the proposed approach for

parallelization is multi-threaded programing, namely the OpenMP model [74]. The

basic mechanism of the OpenMP approach is that the application starts off with a

single thread, running on a single core (known as the master thread), and this master

thread can fork out a number of threads as required. The exact number of threads that

the master thread decides to fork out may be controlled as required, by the algorithm
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developer. The ratio between the number of threads and the number of physical cores

is known as the subscription ratio. A subscription ratio of one indicates that a core

runs a single thread. Modern hardware platforms, such as Intel Knights Landing or

Skylake Processors [75] directly support the subscription radio of four, meaning that

each core can easily handle four threads at any given time, without noticing any delays.

Although higher values can be used, such an effort will lead to sub-optimal outcomes.

In this chapter, by using one of the latest, state-of-the-art multi-core processors, Intel

processor Knights Landing (KNL) [75] as the target architecture, this thesis demonstrate

the performance benefits of the proposed approach. The KNL processor, has 64 heavy-

weight cores, each capable of supporting a subscription ratio of four, leading to 256

threads at a time.

The next stage of parallelization is to decide where to dedicate these parallel resources

(threads). This thesis proposes the following different design possibilities:

� Parallelism across Targets: In this case, each thread can be assigned to take

care of a target, and a number of threads are assigned to a number of targets. In

fact, owing to the latencies in measurements between targets, a single thread can

be assigned to handle multiple targets at the same time. However, the downside

of this approach is that a single thread has to handle the Kalman filtering, gating

and association, and the retrodiction process. However, as will be seen later, both

the filtering and the retrodiction processes are fully matrix-based, which is highly

parallelizable using threads. As such, although the parallelism exists at the target

tracking level, the filtering and retrodiction are highly sequential. This thesis refer

to this approach as parallel tracking, sequential RTS (PT, SRTS);

� Parallelism across Targets and Operations: As the filtering and retrodiction

processes are parallelizable themselves, another approach would be allocate the

threads between two aspects: between targets and between filtering / retrodiction

processes. However, the exact allocation of threads between the number of targets

and matrix operations is very subjective. This thesis refer to this scheme as Parallel

Tracking, Parallel RTS (PT, PRTS).

3.3 Parallelization of Components for MTTR

In this section, this thesis cover the computational and parallelization aspects of the

Kalman filter, gating and measurement-to-track association and retrodiction. The par-

allelization of the Kalman filter is a well explored area, and more details can be found
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in [63, 66, 67, 76, 77]. In discussing this aspect here, this thesis give a special emphasis

on the computational aspects of the Kalman filter.

3.3.1 Parallelization of the Kalman Filter

The parallelization efforts for the Kalman filter are primarily focused on the under-

pinning matrix-matrix, and matrix-vector operations (collectively referred to as Basic

Linear Algebra Subroutines or BLAS) [38] within the Kalman filter. Let ns be the

number of states and nm be the size of the measurement vector. Using the standard

notation for matrices and vectors in the Kalman filter [24], this thesis show all the

BLAS operations of the Kalman filter, required within a single iteration (time step k),

in Table 3.1, where k = 0, ...,K. This thesis also indicate the exact number of FLOPs re-

quired for performing each of these BLAS operations, with the acronyms MVM, MMM,

MMA, VVA, and MI denoting matrix-vector multiplication, matrix-matrix multiplica-

tion, matrix-matrix addition (or subtraction), vector-vector addition (subtraction) and

matrix inverse, respectively. In summary, a single iteration of the Kalman filter will

require the following:

� eight matrix-matrix multiplications;

� three matrix-vector multiplications;

� three matrix additions (subtractions);

� two vector additions (subtractions);

� three matrix transpose operations; and

� one matrix inversion.

The matrix-matrix multiplication of Hk+1Pk+1 is repeated across two stages of the

Kalman filter (covariance estimation and computing the innovation matrix). It is worth

noting that these matrices remain invariant between these computations. As such, the

result for the Hk+1Pk+1 computation can be re-used without recomputing and hence

this reduces the total number of matrix-matrix multiplications to seven. Although there

are three matrix transpositions, they can easily be avoided by the right indexing of the

matrix (row-order as opposed to column-order or vice versa). As the state matrices

are significantly smaller than cache-line capacities, this does not cause any performance

issues. Hence, there are a total of 18 operations for a single iteration of KF. In general,

matrix-matrix multiplication is an operation with the cubic complexity. Although it is

possible to seek sub-cubic algorithms, such as Strassen [36] or Coppersmith–Winograd
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Table 3.1: Operational Complexity of the Kalman Filter.

Operation FLOP count Operation

State Prediction:

1. xk+1|k = Akxk|k 2ns
2 − ns MVM

Covariance Prediction:

2. AkPk|k 2ns
3 − ns2 MMM

3. AkPk|kA
T
k 2ns

3 − ns2 MMM

4. Pk+1|k = AkPk|kA
T
k +Qk ns

2 MMA

Measurement Prediction:
5. zk+1|k = Hk+1xk+1|k 2nsnm − nm MVM

6. ẑk+1|k = zk+1 − zk+1|k nm VVA

Innovation Covariance:

7. Hk+1Pk+1|k 2nmns
2 − nsnm MMM

8. Hk+1Pk+1|kH
T
k+1 2nsnm

2 − nm2 MMM

9. Sk+1 = Hk+1Pk+1|kH
T
k+1 + Rk+1 nm

2 MMA

Kalman Gain:

10. Pk+1|kH
T
k+1 2ns

2nm − nsnm MMM

11. S−1
k+1

≈ nm3 MI

12. Wk+1 = Pk+1|kH
T
k+1S

−1
k+1

2nsnm
2 − nsnm MMM

State Update:
13. Wk+1ẑk+1|k 2nsnm − ns MVM

14. x̂k+1|k+1 = xk+1|k +Wk+1ẑk+1|k ns VVA

Covariance Update:

15. Wk+1Hk+1 2ns
2nm − ns2 MMM

16. Wk+1Hk+1Pk+1 2ns
3 − ns2 MMM

17. Pk+1|k+1 = Pk+1|k −Wk+1Hk+1Pk+1 n2
s MMA

algorithms [78], not only are they very complex to implement, but maintaining their

numerical stabilities is also a separate task in itself [79]. More details can be found in

Section 2.2. For these reasons, they are seldom used, and hence this thesis seek only the

standard (yet optimized) implementation here. As such, the overall runtime complexity

of the Kalman filter is the sum of all operations shown in Table 3.1, which in turn influ-

ences the overall runtime performance [80]. However, the total runtime complexity can

be approximated by the dominating runtime complexity. The total number of FLOPs

in the Kalman filter is:

6ns
3 + 6nmns

2 + 4nsn
2
m + n3m + nsnm − ns (3.1)

where the dominant term, namely 6ns
3, decides the overall runtime complexity to be

approximated to O(ns
3). With this, the computational complexity of the Kalman filter

will increase in a cubic manner as the dimensions and / or the states increase.
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Table 3.2: Operational Complexity of the RTS smoother

Operation FLOPs BLAS Operation

Smoother gain:

Pi|iA
T
i 2ns

3 − ns2 MMM

P−1
i+1|i ≈ ns3 MI

Ci = Pi|iA
T
i P
−1
i+1|i 2ns

3 − ns2 MMM

Smoothed state:
x̂i+1|N − x̂i+1|i ns VVA

Ci(x̂i+1|N − x̂i+1|i) 2ns
2 − ns MVM

xi|N = x̂i+1|i + Ci(x̂i+1|N − x̂i+1|i) ns VVA

Smoothed covariance:

Pi+1|N − Pi+1|i ns
2 MMA

Ci(Pi+1|N − Pi+1|i) 2ns
3 − ns2 MMM

Ci(Pi+1|N − Pi+1|i)C
T
i 2ns

3 − ns2 MMM

Pi|i + Ci(Pi+1|N − Pi+1|i)C
T
i ns

2 MMA

3.3.2 Retrodiction

As mentioned in Section 3.1, there are a number of smoothing algorithms that can

fit within the scope of MTTR. This chapter focus on the most widely adopted RTS

smoother [25], also known as a two-pass smoother. In the first (or forward) pass, the

estimate of the states and corresponding covariance are recursively computed. In the

second (or backward) pass, the smoothed states are computed. The details of the RTS

smoother has been presented in Section 2.1.4. It is often the case that the smoothing

process is incorporated as part of the Kalman filtering. In other words, in every iteration

of the KF, the smoother algorithm will iterate through N data points for deriving

smoothed estimates. This increases the computational intensity of the overall MTTR

algorithm. Table 3.2 shows the the BLAS operations and the number FLOPs associated

with the RTS retrodiction algorithm.

The total number of FLOPs for the RTS smoothing algorithm with the window size of

N , is thus, N(9ns
3 + ns). The computational complexity of the retrodiction algorithm

can be approximated by the dominating term O(n3s). However, noting that the size of ns

is usually smaller than N implies that the dominating complexity term can be affected

linearly with N so that the overall complexity is O(Nn3s).

3.3.3 Measurement-to-Track Association

An MTT system tracks multiple targets using a set of measurements generated by one

or more sensors. This is performed by carefully maintaining the state of tracks assigned
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to each target. In this context, during a single scan, a number of measurements are re-

turned from the sensor which must be associated to either existing tracks or new tracks

to be created. There are a large number of algorithms for measurement-to-track asso-

ciation, each offering a different capability and performance. As such, the exact data

association algorithm to be used depends on a number of factors [33, 81, 82], such as

accuracy and speed. In this chapter, in order to demonstrate the approach while attain-

ing real-time performance, this thesis choose the Nearest Neighbor (NN) [28] algorithm

as the underlying algorithm for measurement-to-track association. However, this can

be replaced with another association algorithm as needed, subject to the parallelization

efforts towards the chosen algorithm. With a diverse set of association algorithms, it is

challenging to present a generic parallelized approach for association without going be-

yond the scope of this chapter — parallel retrodiction. The approximated computational

complexity would be O(n3) as matrix operations are involved.

In terms of nearest neighbor data assocation, let there be Mt measurements and Bt

targets at the t-th time-step. Table 3.3 shows the BLAS operations, and the number of

FLOPs for each measurement j returned during the t-th time-step. In other words, these

operations are repeated Mt times such that j = 0, . . . ,Mt − 1 to find the observation

that has the closest distance to the predicted state. For simplicity, the measurement

covariance Rt+1 is considered the same for all measurements.

3.3.4 Computational Complexity of MTTR

The overall computational complexity of the MTTR pipeline is the sum of individual

complexities. However, asymptotically, only the dominating components of the com-

plexity matters. If assumed that the Mt and Bt remains almost constant, i.e. M = Mt

and B = Bt, the total number of FLOPs for the MTTR pipeline (covering KF, RTS

smoothing and association) can be approximated to:

B[(9N + 6)ns
3 + 6nmns

2 + (4n2m +N)ns + n3m

+nsnm − ns +M(2nm
2 + 2nm − 1)]

(3.2)

The dominating component of the computational complexity for measurement-to-track

association is O(n2m). Hence, the overall computational complexity for the MTTR is

still O(BNns
3).
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Table 3.3: Operational Complexity of the NN

Operation FLOPs BLAS Operation

Nearest Neighbor:
1. vt+1,j = zt+1,j − zt+1|t M(nm) VVA

2. vTt+1,jS
−1
t+1 M(2nm

2 − nm) MVM

3. d2
j = vTt+1,jS

−1
t+1vt+1,j M(2nm − 1) MVM

3.4 Parallel RTS Retrodiction

There have been attempts in the past to parallelize the retrodiction process, particularly

the RTS smoother [83, 84]. In [83], the RTS smoother is combined with the Mayne-Fraser

two-filter smoother [85] to form an approach for parallel smoothing. Their approach

is to partition the target smoothing window into sub-intervals, and perform parallel

smoothing on each of those sub-intervals before combining them. More specifically,

their algorithm consists of three steps. In the first step, the interval to be smoothed

is partitioned into a number of sub-intervals, and each sub-interval is further divided

into two halves so that right half of the interval will be forward filtered while the left

half of the interval is backward smoothed. This is done in parallel, and across all

intervals with little or no communication. Then at the point where a forward filter and a

backward smoother from two adjacent sub-intervals meet, they employ the Mayne-Fraser

smoother [85] to obtain the smoothed estimate of the common point. In the third, and

final stage, two separate RTS smoothers will be used (one forward and backward), in

parallel, to calculate the smoothed estimate of each point within sub-intervals. Although

this approach is different to earlier approaches, the smoothing is done in two stages: local

smoothing and global smoothing.

Algorithm 1 RTS Fixed-Interval Smoother - Naive Version (Sequential).

1: for k=0; k<K; k++ do
2: . Forward Pass: Kalman Filter and NN
3: [Pk+1|k+1, Pk+1|k, x̂k+1|k+1, x̂k+1|k] =
4: KF [x̂k|k, Pk|k]
5: . Backward Pass: Sequential RTS Smoothing
6: for i=N-1; i>=0; i-- do
7: Ci ← Pi|iF

TP−1i+1|i
8: x̂i|N ← x̂i|i + Ci(x̂i+1|N − x̂i+1|i)

9: Pi|N ← Pi|i + Ci(Pi+1|N − Pi+1|i)C
T
i

10: x̂i+1|N ← x̂i|N
11: Pi+1|N ← Pi|N
12: end for
13: end for
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In contrast, the algorithm proposed in this chapter is significantly different in many as-

pects. First, the proposed parallel algorithm does not require local and global smoothing.

Secondly, this thesis exploit the operational characteristics of prefix sum [86] to build

a reduction tree, which can be realized efficiently on a parallel system, to find the final

smoothed estimate. As will be demonstrated below, this approach is more straight-

forward to implement and efficient enough to achieve a much reduced computational

complexity. Let N be the window size of the smoother, such that i = 0, 1, . . . , N − 1.

With this notion, the basic, sequential, naive version of the RTS fixed-interval smoother,

for a single target, is presented in Algorithm 1. This thesis refer to this version as the

sequential RTS smoother (SRTS) in the following sections.

3.4.1 Enabling the Parallelization of the RTS Smoother

The basic requirement for parallelizing two statements or computations in an algorithm

is that both of them are independent of each other. In other words, one of these computa-

tions should not rely on the result of the other, which this thesis refer to as dependencies.

The original version of the RTS smoother presented in Algorithm 1 has a number of de-

pendencies between computations, that inhibit straightforward parallelization. These

are:

� Loop-Carried Dependencies: There are dependencies that are carried by the

inner loop (for i=). More specifically, computations towards x̂i+1|N and Pi+1|N

depend on the result from the previous iteration, for any value of i.

� Intra-Loop Dependencies: One or more computations within the inner-loop

are coupled to the results from preceding statements (from the same iteration of

the loop). For instance, when considering the computations in statements 7–11,

there are a number of dependencies (Statements 8 and 9 depend on 7; 10 on 8; 11

on 9 and alike).

These two dependencies prevent both the loop (for k) and the statements within the

loop from being parallelized. There is no direct approach to handle this problem. To

reveal the potential opportunity for parallelization, this thesis unroll the inner loop.

To reveal the parallelism, consider Equation 2.8, where the state estimates, x̂i+1|N , are

performed recursively. Let bi be:

bi = x̂i|i − Cix̂i+1|i (3.3)
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For a window size of N , the first iteration of the RTS smoother should provide:

x̂N−1|N = x̂N−1|N−1 + CN−1(x̂N |N − x̂N |N−1)

= bN−1 + CN−1x̂N |N (3.4)

The second iteration should lead to:

x̂N−2|N = x̂N−2|N−2 + CN−2(x̂N−1|N − x̂N−1|N−2)

= x̂N−2|N−2

+ CN−2

(
(bN−1 + CN−1x̂N |N )− x̂N−1|N−2

)
= x̂N−2|N−2 − CN−2x̂N−1|N−2 + CN−2bN−1

+ CN−2CN−1x̂N |N

= bN−2 + CN−2bN−1 + CN−2CN−1x̂N |N (3.5)

Going through the last (N -th) iteration should render the following expression:

x̂0|N = (b0 + C0b1) + (C0C1)(b2 + C2b3) +

[C0C1C2C3]

[(b4 + C4b5) + (C4C5)(b6 + C6b7)] +

. . .

(C0C1 . . . CN−2CN−1)x̂N |N (3.6)

Equation 3.6 shows no obvious recursive nature or dependencies between the terms of

the equation. Therefore, each of them can be processed independently. A closer look

at the same equation may appear to have an implicit dependency. For instance, it may

be misinterpreted that the computation of C0C1 . . . Ci has a loop-carried dependency.

However, although it is true that to compute Ci (for some i), all terms up to Ci−1

are needed, these terms can be computed during Kalman filtering (Statement 3), and

hence these terms can be precomputed. A similar argument can be put forward towards

computing the terms bi. More specifically, although the individual terms are available

as part of the Kalman filter iteration, the overall terms of the form

αq = αq−1 ⊕ βxq (3.7)

for q = 0, 1, . . . , n ∈ N and for some operator ⊕ (multiply, divide, plus or minus), tend to

indicate that there are dependencies. However, Equation 3.7 is in fact a known pattern

of parallelism, which can be parallelized across a number of communicating processors
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by divide-and-conquer [87–89], which will be discussed in the section that follows this.

With this pattern being exploited, by eliminating the dependency issues contained in the

inner loop by unrolling, and by back-substituting the smoother gains in each iteration

of the retrodiction, the smoothing operation can be parallelized.

The smoothed covariance, Pi|N , is useful for assessing the performance of a smoother.

However, it is an auxiliary data that does not provide any state-specific information. As

such, it is generally ignored by smoothers. However, there are association algorithms,

for example [58], that require the smoothed covariance for better data association. In

such circumstances, parallelization of the smoother without having an approach for

parallelizing the smoothed covariance is less appealing. To overcome this issue, this

thesis also present the parallelization of smoothed covariance. Let Di be:

Di = Pi|i − CiPi+1|iC
T
i (3.8)

For the smoother of window size N , the smoothed covariance at the first iteration will

be:

PN−1|N = PN−1|N−1 + CN−1(PN |N − PN |N−1)CTN−1
= DN−1 + CN−1PN |NC

T
N−1 (3.9)

By successively back-substituting corresponding values of Dk, at the last iteration,

P0|N = (D0 + C0D0C
T
0 )

+ (C0C1)(D2 + C2D3C
T
2 )(C0C1)

T

+ [C0C1C2C3][(D4 + C4D5C
T
4 ) + (C4C5)(D6

+ C6D7C
T
6 )(CT5 C

T
4 )][C3C2C1C0]

T

. . .

+ [C0...CN−1]PN |N [CN−1...C0]
T

(3.10)

The smoothed covariance can also be computed in parallel, similar to that of Equa-

tion 3.7, given that the values of Di can be precomputed and the compositions of the

smoothed covariance P0|N can be processed independently. And hence, any dependen-

cies within the RTS smoother towards computing the smoothed states and the smoothed

covariance matrices have fully been eliminated. As such, the RTS smoother is ready to

be parallelized. This thesis outline this approach in the next section.
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Figure 3.1: Reduction on n elements using p processors using the Binary Tree.

3.4.2 Parallelizing the RTS Smoothing with the Prefix-Sum Algorithm

The aim of Equation 3.7 is to sum a numbers of vectors together to obtain a final

vector sum which can be represented as in Figure 3.1. Suppose there are 8 elements or

vectors in the beginning as shown in the Figure. 4 processors are used to add elements

according to the tree and produce 4 vectors. Then, 2 processors will be used to produce 2

vectors which subsequently produce the final vector sum without explicit communication

between cores in each stage. In general, this vector sum problem can be represented in

the following summation sequence,

y =
n∑
i=0

yi (3.11)

for i = 0, . . . , e where e is the number of vectors and p is the number of processors. With

p(< e) processors in the system, each will have e
p partition of the vector y. Thus, each

processor can sum the e
p section of the vector y without any communication with any of

the other processors. Once this is done, each processor can pair-up with another, to sum

up their local partitions, and this can be repeated. In other words, the overall reduction

operation can be performed using a binary tree as shown in Figure 3.1. Hence, the

reduction operation can be performed in parallel simply by using p = n/2 processors.

More specifically, there will be log n operations. This relies on the fact that the reduction

operation is associative. This is referred to as up-sweep.

In this case, the operands of the prefix operations are not primitive types. Instead,

they themselves are vectors and matrices. This renders the operation non-associative as

for primitive types. Hence, retaining the order of operations is essential for delivering

numerically correct results. As discussed in the previous section, the values for bi, Ci and

Di can be computed during the KF process for all values of i = 0, . . . , N−1. With this in
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Figure 3.2: Prefix-Sum on bi, Ci, Di.

place, Figure 3.2 shows the prefix operation for this context, where x ∈ X = {b, C,D}.
The exact operation (whether product or sum) varies depending on the operand. More

specifically, this thesis modify values in-place, implying that when any of x is updated,

this thesis update the current value with the new value. The values of x can be updated

in any of the levels in the binary tree. To distinguish the updated value from the original

value, this thesis denote the updated value as xd∗, where d represents the level at which

the value was last updated. For instance, C2∗
i or C∗∗i indicates that Ci has been last

updated in the second level of the reduction process. More specifically, in the example

shown in Figure 3.2,

C∗i = CiCi+1 (3.12)

C∗∗i = C∗i C
∗
i+2 (3.13)

C∗∗∗i = C∗∗i C
∗∗
i+4 (3.14)

for updates at levels d1, d2 and d3. Similarly, the updates for bi at the same levels are:

b∗i = bi + Cibi+1 (3.15)

b∗∗i = b∗i + C∗i b
∗
i+2 (3.16)

b∗∗∗i = b∗∗i + C∗∗i b
∗∗
i+4 (3.17)

With these, Equation 3.6 can now be re-written as

x̂0|N = b∗0 + C∗0b
∗
2 + C∗∗0 (b∗4 + C∗4b

∗
6) + C∗∗∗0 x̂8|N

= b∗∗0 + C∗∗0 b
∗∗
4 + C∗∗∗0 x̂8|N

= b∗∗∗0 + C∗∗∗0 x̂8|N (3.18)
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Along the same argument, let C
′d∗
i represent the in-place updated smoothed covariance

Pi|N . That is, C
′∗
i = Ci+1 ⊕ Ci. Note that the order of operands is different to that of

the above to preserve the correctness of the operation. With this, updates of the Pi|N

and Di at levels d1, d2 and d3 become,

C
′∗
i = Ci+1Ci (3.19)

C
′∗∗
i = C

′∗
i+2C

′∗
i (3.20)

C
′∗∗∗
i = C

′∗∗
i+4C

′∗∗
i (3.21)

and

D∗i = Di + CiDi+1C
T
i (3.22)

D∗∗i = D∗i + C∗iD
∗
i+2C

′∗T
i (3.23)

D∗∗∗i = D∗∗i + C∗∗i D
∗∗
i+4C

′∗∗T
i (3.24)

With these, Equation 3.10 can now be re-written as:

P0|N = D∗0 + C∗0D
∗
2C
′∗T
0 + C∗∗0 (D∗4 + C∗4D

∗
6)C

′∗∗T
0

+ C∗∗∗0 P8|NC
′∗∗∗T
0

= D∗∗0 + C∗∗0 D
∗∗
4 C

′∗∗T
0 + C∗∗∗0 P8|NC

′∗∗∗T
0

= D∗∗∗0 + C∗∗∗0 P8|NC
′∗∗∗T
0 (3.25)

In summary, Equations 3.18 and 3.25 can be evaluated in parallel using p processors

provided that the necessary values have been precomputed during the Kalman filtering

process. In the next section, this thesis outline the aspect of data-reuse, which aims to

eliminate unnecessary pre-computations during Kalman filtering.

3.4.3 Data Reuse and Performance

The parallelization of the RTS smoothing algorithm relies on the fact that certain values

have been pre-computed during the Kalman filtering and are available prior to paral-

lelization. Although pre-computing the values of Pi|i, x̂i|i, xi+1|i and P−1i+1|i is trivial, the

availability of these values can only be guaranteed by storing them in a data structure

for later consumption. This leads to re-calculation of Ci from Equation 2.9 in every

iteration of the smoother. In [26], it has been reported that the calculation of Ci can be

reused. However, the idea of data reuse is extended in this chapter to the terms bi and

Di. A much better approach is derived here to store the computed results of bi, Ci and
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Di which can drastically reduce the number of redundant operations. This approach is,

however, valid when no individual values are required for any other purposes or no re-

constructed values are needed at latter stage. In the case of a smoother, this is very true.

The sequential RTS smoothing algorithm with data reuse is shown in Algorithm 2. With

this, the proposed algorithm for time index k = 0, ...,K is presented in Algorithm 3. The

algorithm uses an auxiliary function genericRTS for handling non-power-of-two window

sizes. A detailed analysis of this algorithm is performed in the following sub-sections.

Algorithm 2 RTS Fixed Interval Smoother - With Data Reuse (Sequential)

1: for k=0; k<K; k++ do
2: . Forward Pass: Kalman Filter and NN
3: [Pk+1|k+1, Pk+1|k, x̂k+1|k+1, x̂k+1|k] =
4: KF [x̂k|k, Pk|k]

5: Ck ← Pk|kA
TP−1k+1|k

6: bk ← x̂k|k − Ckx̂k+1|N
7: Dk ← Pk|k − CkPk+1|kC

T
k

8: . Backward Pass: Sequential RTS Smoothing
9: for i=N-1; i>=0; i-- do

10: x̂i|N ← bi + Cix̂i+1|N
11: Pi|N ← Di + CiPi+1|NC

T
i

12: x̂i+1|N ← x̂i|N
13: Pi+1|N ← Pi|N
14: end for
15: end for

3.4.4 Complexity of the Proposed Parallel RTS Algorithm

Since the performance gains from the proposed algorithm stems from both the paral-

lelization and from extensive data re-use, this thesis compare their FLOP counts. For

a single target tracking scenario with a window size of N , the number of FLOPs of

the sequential RTS smoother with data re-use embedded is shown in Table 3.4. The

approximate total number of FLOPs is:

(4N + 9)ns
3 − 2ns

2 (3.26)

It can be seen that the overall computational complexity is still approximately O(Nns
3).

After leveraging the reuse of previous results, the RTS smoother can be parallelized to

yield additional performance gain. The number of FLOPs for the parallelized RTS

smoothing algorithm (including the data reuse) is shown in Table 3.5. From this, the

approximate number of total FLOPs is:

(13 + 6 logN)ns
3 + ns

2 − ns (3.27)
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Algorithm 3 RTS Fixed Interval Smoother -
Proposed Parallelized Algorithm.

1: for k=0; k<K; k++ do
2: Each index h will be executed in parallel
3: for h=0; h<T; h++ do
4: . Forward Pass: Kalman Filter and NN
5: . Parallelized Backward Pass: RTS Smoothing
6: if N is power of 2 then
7: for e=0; e< logN; e++ do
8: q ← 2logN−e

9: s← N/q
10: Each index p will be executed in parallel
11: for p=0; p < q/2; p++ do
12: up,h ← p× s× 2
13: wp,h ← s+ up,h
14: Dk,up,h ← Dk,up,h+

15: Ck,up,hDk,wp,hC
′T
k,up,h

16: C
′
k,up,h

← Ck,wp,hCk,up,h
17: bk,up,h ← bk,up,h + Ck,up,hbk,wp,h
18: Ck,up,h ← Ck,up,hCk,wp,h
19: end for
20: end for
21: x̂0|N,h ← bk,h,0 + Ck,h,0x̂k+1|N,h
22: P0|N,h ← Dk,h,0 + Ck,h,0Pk+1|N,hC

′T
k,h,0

23: else
24: [x̂0|N,h, P0|N,h]←
25: genericRTS(bk,h, Ck,h, Dk,h)
26: end if
27: end for
28: end for

The overall computational complexity is approximately O(logNns
3). Here, the logN

term signifies the reduction operation. By comparing the sequential RTS smoother

(SRTS), sequential RTS smoother with data reuse (SRTS-DR) and parallel RTS smoother

with data reuse (PRTS-DR), a number of observations can be drawn. Most importantly,

1. A large number of computational aspects have been parallelized. More specifically,

computations at line 6 of Algorithm 1 (the calculations of Ci) are hoisted within

the Kalman filtering and saved up sequentially during the forward sweep for re-use.

The same is applicable to bi and Di.

2. The new algorithm offers a substantial reduction in the number of equivalent

FLOPs, and this reduction increases with the window size N . Let FSN and FPN

be the overall number of FLOPS in the sequential and parallel version of the RTS

smoother. The theoretical gain g in terms of FLOPs by parallelization is given by
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Table 3.4: Computational Complexity of the Proposed RTS Smoothing Algorithm
with Data Reuse.

Operation Equivalent FLOP BLAS Operation

Smoother gain Ck:

Pk|kA
T
k 2ns

3 − ns2 MMM

P−1
k+1|k ≈ ns3 MI

Ck = Pk|kA
T
k P
−1
k+1|k 2ns

3 − ns2 MMM

Calculation of bk:

Ckx̂k+1|k 2ns
2 − ns MVM

bk = x̂k|k − Ckx̂k+1|k ns VVA

Calculation of Dk:

CkPk+1|k 2ns
3 − ns2 MMM

CkPk+1|kC
T
k 2ns

3 − ns2 MMM

Dk = Pk|k + CkPk+1|kC
T
k ns

2 MMA

Sequential RTS Smoothing with Data Reuse
Repeat N times

Cix̂i+1|N 2ns
2 − ns MVM

x̂i|N = bi + Cix̂i+1|N ns VVA

CiPi+1|N 2ns
3 − ns2 MMM

CiPi+1|NC
T
i 2ns

3 − ns2 MMM

Pi|N = Di + CiPi+1|NC
T
i ns

2 MMA

gF =
FSN
FPN

3. In order to parallelize and exploit the data reuse within the algorithm, additional

steps are needed. Therefore, for low window sizes, SRTS, SRTS-DR and PRTS-

DR may not show any relative benefits. For instance, for N = 1, the FLOP

count for SRTS, SRTS-DR and PRTS-DR are 1950, 2736 and 2838, respectively.

However, as N increases, the benefit of SRTS-DR and PRTS-DR can be visualized,

particularly for problems with a large number of states, as shown in Figure 3.3.

The speed-ups of different RTS smoother versions are shown in Figure 3.4. It can

be observed that both parallelization and extensive data reuse result in substantial

performance gains. As the window size, N , increases, the gains become much more

significant, which will also be demonstrated in Section 3.5. Also, a graph of window

size of 8 and 64 is plotted in Figure 3.5 to show the speed-up of algorithm when

the number of states change. It shows that number of states is independent to

speed-up of algorithm.

4. The overall FLOP count can further reduced by combining the filtering and measurement-

to-track association, if desired. If this is performed, the overall number of FLOPs
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Table 3.5: Complexity of the Proposed RTS Smoothing Algorithm.

Operation Equivalent FLOP BLAS Operation

Smoother gain Ck:

Pk|kA
T
k 2n3

s − n
2
s MMM

P−1
k+1|k ≈ n3

s MI

Ck = Pk|kA
T
k P
−1
k+1|k 2n3

s − n
2
s MMM

Calculation of bk:

Ckx̂k+1|k 2n2
s − ns MVM

bk = x̂k|k − Ckx̂k+1|k ns VVA

Calculation of Dk:

CkPk+1|k 2n3
s − n

2
s MMM

CkPk+1|kC
T
k 2n3

s − n
2
s MMM

Dk = Pk|k + CkPk+1|kC
T
k n2

s MMA

Smoother Parallel region start
Repeat logN times

Cu = CuCw 2n3
s − n

2
s MMM

Cubw 2n2
s − ns MMM

bu = bu + Cubw ns VVA

C
′
u = CwCu 2n3

s − n
2
s MMM

CuDw 2nsn
3
d − ns

2 MMM

CuDwC
′T
u 2ns

3 − ns2 MMM

Du = Du + CuDwC
′T
u ns

2 MMA
Smoother Parallel region end

Smoothed state

C0x̂k+1|N 2ns
2 − ns MVM

x̂k|N = b0 + C0x̂k+1|N ns VVA

Smoothed covariance

C0Pk+1|N 2ns
3 − ns2 MMM

C0Pk+1|NC
′T
0 2ns

3 − ns2 MMM

Pk|N = D0 + C0Pk+1|NC
′T
0 ns

2 MMA
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Figure 3.3: Theoretical Performance Comparison in terms of FLOP Counts (log scale)
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Figure 3.4: Speed-up for a range of window size

2 4 6 8 10 12
0

5

10

15

20

Number of States

S
p
e
e
d
-U

p

Speed-up of Different RTS Smoother Versions

 

 

SRTS−DR−8

PRTS−DR−8

SRTS−DR−64

PRTS−DR−64

Figure 3.5: Speed-up for a range of number of states

becomes

F = (19 + 6 logN)(ns)
3 + (6nm + 1)(ns)

2 + 4nsn
2
m + nsnm

−ns +M(2nm
2 + 2nm − 1) (3.28)

With multitarget tracking, the FLOPs count becomes

FB = B[(19 + 6 logN)(ns)
3 + (6nm + 1)(ns)

2 + 4nsn
2
m + nsnm

−ns +M(2nm
2 + 2nm − 1)] (3.29)

5. The overall computational complexity for B targets becomes O(B logNns
3).
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Figure 3.6: OpenMP Fork-Join Model.

3.4.5 Realizing MTTR on Parallel Systems

The approach this thesis have outlined hitherto is independent of any target platform

or architecture. As such, Algorithm 3 can be realized on any target platform of choice.

This can be a shared-memory system, a GPU system or a cluster-based parallel platform.

The exact mechanism of how the parallelization is exploited in the target architecture,

however, varies depending on the choice of platform.

In this thesis, this thesis solely focus on a parallel model known as shared-memory paral-

lelism — common in contemporary systems having multiple cores or multiple processors.

One of the shared-memory parallelism programming model is OpenMP (Open Multi-

Processing) [74] and is used in this thesis. Furthermore, a framework that encapsulates

the processes concerning multi-target tracking, gating and association (using the NN)

and smoothing (using the RTS smoother) is created.

This thesis show this overall flow of processes within the proposed parallel model in

Figure 3.6. The ideal fork-join model this thesis seek here is that the master thread will

launch a number of independent threads, each handling a single target. Each of these

threads will then in turn, launch a number of threads themselves to perform matrix-

vector operations within the Kalman filter, NN and the RTS smoothing operations in

parallel. For instance, if there are B targets, and B threads are created with one thread

handling one target, it is possible to create a configuration so that each thread can launch

a threads themselves to handle the necessary matrix operations in a parallel manner.

This will result in a total of aB threads. However, in reality, due to the overheads

associated with spawning and managing threads and limits of the subscription ratio,

the actual number of threads, BR, used in the parallelization s will be much less than

aT , such that BR << aB. As such, the choice of a often becomes task-specific. In this

case, it depends on the number of targets T . This phenomena will be demonstrated in
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Section 3.5. Regardless of the platform, depending on the overall number of threads,

the overall complexity will be reduced when the NN and RTS smoothing algorithms are

parallelized. The overall complexity of the parallelized algorithm is:

FP = (19 + 6 logN)(ns)
3 + (6nm + 1)(ns)

2 + 4nsn
2
m + nsnm

−ns +M(2nm
2 + 2nm − 1) (3.30)

which further reduces the computational complexity to O((logN)ns
3).

3.4.6 Algorithm that is Independent to the Window Size

Although the parallelization approach presented in the previous section offers a substan-

tial reduction in FLOPs and offers reduced computational complexity, the algorithm has

a subtle limitation: it only works for window sizes that are of a power-of-two, owing to

the limitations stemming from the original prefix-sum algorithm. As such, an approach

is required to handle non-power-of-two window sizes. This is achieved by decomposing

the non-power-of-two window size N ′ into a m+ 1 separate power-of-two window sizes

[N ′a, . . . , N
′
0] such that

N ′ = N ′a + . . .+N ′0

= qa.2
a + . . .+ q1.2

1 + q0.2
0 (3.31)

where qi ∈ {0, 1} and a = blog2(N
′)c. This is akin to expressing a number in a binary

format. There will be at most 2a < log2(N
′) power-of-two-window sizes. These 2a sepa-

rate power-of-two-window retrodictions can be performed using the proposed algorithm,

in parallel. In other words, it can be considered as reducing 2a independent reduction

trees. This process can be repeated recursively until no more decomposition can be

performed, at which stage the standard (non-parallel) RTS smoother will be used. This

thesis illustrate this process in Figure 3.7 and show the corresponding steps in Algo-

rithm 4 with c and βl denoting the remaining window sizes to be processed and the

maximum value for the next power-of-two tree-size.
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Figure 3.7: Block Diagram Illustrating the Window Size-Oblivious RTS Smoothing
Algorithm.

Algorithm 4 Sub-reduction Tree Algorithm.

1: c← 1
2: l← 0
3: while c 6= 0 do
4: βl ← blnNc
5: c← N − 2βl

6: N ← c
7: l← l + 1
8: end while

3.5 Simulation and Evaluation

3.5.1 Simulated Scenario

To demonstrate the efficacy of the proposed approach, consider a scenario with multiple

targets flying at constant altitude and constant velocity over a field of view. Assume

that the number of targets is known and fixed. As the exact motion model is not

directly relevant to the direct contributions of the chapter, the simulation will rely on a

two-dimensional constant acceleration model. More specifically, this thesis set the state

transition matrix A, measurement matrix H, state vector x, process and measurement

noise covariance matrices Q and R as follows:

A =


0

0

0

0

0

1

0

0

0

0

1

§

0

0

0

1

§

§2
2

0
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1
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0

0

0

1

§

0

0

0
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§
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2

0

0

0


H =


0

1

0

0

0

0
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0

0

0

0

0
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Figure 3.8: Simulation for Multi-target Tracking Scenario (in meters)
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ÿ

ẏ
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T ]
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T ]

Furthermore, the initial x- and y-position of targets prior to tracking are uniformly and

randomly generated with the range from 0 to 1000m. The initial velocities in x- and

y- directions of targets are also uniformly generated ranging from −100 to 100ms−1.

A time-flattened version of the simulated scenarios is shown in Figure 3.8 for tracking

ten targets over a period of 100 time steps. In each time step, a normally distributed

noise is added as process and measurement noise with standard deviation of 100m with

R = 1002m2. This thesis also report up to 1000 targets when discussing the performance

results. In the evaluation of the smoother, 100 Monte Carlo runs were used for the

trajectory and the total performance measure is the mean value of the runtime and

speed-up.

3.5.2 Evaluation Framework

The thesis tests the proposed algorithms on a multi-core shared memory system, with an

Intel KNL (7210) processor containing 256 cores and a memory of 96GB. Furthermore,

the thesis relied on vendor-supplied or equivalent BLAS libraries that have already been

parallelized and performance tuned for the architectures this thesis have used. As such,

they provide the standard approach for a number of BLAS operations such as matrix-

matrix multiplication or matrix inverse. In particular, this thesis used the EIGEN
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Figure 3.9: Runtime of Single Target Tracking Against Different Window Sizes (log
scale)

Library (v3.3.3) for the evaluation. Finally, this thesis repeated the experiments a 100

times and the mean of the runtime is selected.

3.5.3 Parallelism and Data Reuse

As mentioned before, the performance gains for the proposed parallel RTS smoothing

algorithm stem from both parallelization and from data reuse. To quantify the benefits

of each of these components, this thesis first use a single target tracking scenario. By

varying the window size N from 2 through 1024, the sequential RTS smoother with data

reuse SRTS-DR and parallelized RTS smoother with data reuse PRTS-DR is compared

against the naive version. The runtime results are shown in Figure 3.9 and the associ-

ated speed-up against naive version is shown in Figure 3.10. As shown in Figure 3.9, the

SRTS-DR variant shows better performance than the PRTS-DR variant, for smoothing

with windows sizes smaller than 250. This indicates that overheads arising out of par-

allelization, negatively impact the overall performance gain. In other words, for smaller

window sizes, computational intensity is not sufficient to warrant excessive paralleliza-

tion. However, for smoothing with window sizes larger than 250, the performance gain

of PRTS-DR increases significantly. Furthermore, from Figure 3.10, it can be observed

that for window sizes smaller than the threshold window size, ηN ≈ 250, the SRTS-DR

version performs better than the PRTS-DR version. Therefore, this thesis proposed a

thread allocation approach as outlined in Section 3.5.4 as part of the overall MTTR

system, that adaptively selects the number of threads and the appropriate algorithm

depending on the number of targets, available number of threads on a given platform,

and window size.



Siu Lun Yeung 46

0 200 400 600 800 1000 1200
0

5

10

15

20

25

SRTS,DR

PRTS,DR

Figure 3.10: Speedup of Single Target Tracking Against Different Window Sizes

3.5.4 Thread Allocation and Choice of Smoothing Algorithm

The MTTR algorithm is fully customizable in terms of number of targets (fixed and

known), window size, number of threads to be allocated at the target-level and smoother

process. This thesis consider four different variants in evaluating the performance of the

proposed algorithm:

1. Multitarget tracking is performed in parallel across all targets using the PRTS with

data reuse embedded. In other words, a number of threads are run in parallel, each

taking care of a target, and each of these threads can fork a number of threads in

turn to perform the RTS smoothing in parallel. This thesis refer to this version as

(PT, PRTS-DR);

2. Multitarget tracking is performed in parallel using the sequential RTS smoother

with data reuse embedded (PT, SRTS-DR);

3. Multitarget tracking is performed in parallel using the sequential RTS smoother

without data reuse embedded (PT, SRTS-NDR) which is alternatively referred to

as (PT, SRTS) at times; and

4. Multitarget tracking is performed sequentially using the sequential RTS smoother

without data reuse embedded (ST, SRTS).

By default, this thesis use the window size of N = 64, but wherever applicable, this

thesis vary the window size from N = 2 through to N = 4096. To avoid a large number

of combinations, this thesis vary the number of targets 8, 64, 128 and 1024. In order to

visualize the effect of the number of threads allocated at the target level, the (PT, SRTS-

NDR) is going to be tested for a range of threads. The runtime for processing 1000
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measurements are recorded in each of simulation (100 times and mean is calculated).

As the overall number of threads in a system is finite, this thesis tested the implication

of number of threads on the overall performance by varying the total number of threads

from 1 to 256. This thesis show the resulting speedup against the single threaded

(PT, SRTS-NDR) version in Figure 3.11, for number of targets set at 8, 128 and 1024.

There are a number of observations that can be made here. First and foremost, the

multi-threaded (PT, SRTS-NDR) version offers remarkable performance improvement

over the single threaded version (ST, SRTS). This speedup increases with the number of

targets. Furthermore, increasing the number of threads does not increase the speedup in

a linear manner. Instead, for a given number of targets, there is a maximum number of

threads from which the MTTR can benefit from, beyond which, allocating more threads

only results in diminishing returns. In fact, to maximize the performance, the number of

targets must be accounted for when allocating threads. For instance, when tracking 128

targets, allocating 128 threads leads to the best overall speed-up of 25 over the single-

threaded version. This is true when tracking nB = 8 targets. However, for nB = 1, 024

targets, the overall performance peaks at 256 beyond which there are no performance

gains. This figure matches the exact number of threads that can be spawned with

hardware support, indicating that over-subscribing the system with additional threads

does not improve the performance. To conclude, number of threads chosen should match

number of targets to yield maximum performance gain.

Since the proposed model can be tuned to use the notion of nested parallelism, if there

are any leftover threads after allocating threads for multitarget tracking, they can be

allocated to parallelize the smoother operations. For instance, this is possible where the

number of targets is less than the maximum number of hardware threads. To test the

efficacy of the nested parallelism model, this thesis evaluated the framework as follows:

this thesis set the number of targets to 8, and this thesis then allocate the remaining

number of threads to parallelize the RTS smoother. For instance, if two threads are

allocated at the second level (RTS smoother level), a total of 16 threads will be spawned

in the RTS smoother stage for tracking 8 targets. This thesis then compare this against

the version where each RTS smoother uses only one thread. This thesis show the overall

results in Figure 3.12 for different smoother window sizes. This thesis observe that for

window sizes less than 1, 024, nested parallelism does not offer any benefits. In fact, there

is a slowdown. However, for window sizes larger than (or equal to) 2048, there are clear

performance benefits. Therefore, the nested threshold window size ηn for performance

benefit in nested parallelism in tracking nB = 8 targets is approximately 2048.

With all these observations, this thesis select the number of threads and/or the smoother

algorithms as follows:
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Figure 3.11: Performance of Multitarget Tracking against the Number of Threads
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Figure 3.12: The Effect of Nested Parallelism on the Overall Performance of Multi-
Target Tracking

1. For single target tracking, when the tracking algorithm has a window size smaller

than ηN , the smoothing algorithm of choice should be SRTS-DR, and PRTS-DR

otherwise;

2. Threads are primarily allocated at the target level. This is justified as the over-

all tracking process is much more computationally intensive than RTS smoother.

When the number of targets is larger or equal to number of hardware threads, all

hardware threads should be dedicated to the outer target level to obtain maximum

performance and so SRTS-DR should be used for RTS smoother.

3. When allocating threads at the target level, the actual number of threads allocated

at this level is, TB = min(nCSr, nB), where nC is the number of cores, Sr is the

subscription rate, and nB is the number of targets;
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Figure 3.13: Performance of Multitarget Tracking against the Number of Targets

4. If the number of targets is smaller than number of hardware threads, also, when

the tracking algorithm has a window size bigger than ηn, the smoothing algorithm

of choice should be PRTS-DR;

The exact values for ηN , and the number of nested threads allocated at the RTS smoother

level will vary depending on the platform of choice, number of cores and the subscription

ratio Sr. Although the number of cores and the subscription ratio are deterministic, the

overheads of spawning threads across different platforms are never the same.

With this methodology in place, the impact of number of targets on the performance

of the SRTS-DR and the PRTS-DR variants are of interest. To assess this aspect, the

window size is set to 4, 096 and smoothing is performed with 20, 000 time steps. The

speed-up of the PRTS-DR variant is shown in Figure 3.13. The speed up is quantified

by using the SRTS-DR version as the baseline to observe the benefit of introducing

parallelism. As can be observed here, the performance benefits of the PRTS-DR (over

SRTS-DR) diminishes with the increasing number of targets. With the increasing num-

ber of targets, the framework will start to allocate more threads towards target tracking

and the actual number of threads for the RTS smoothing process will begin to decrease.

With this, the performance of the RTS smoother will begin to deteriorate. Thus, if the

number of targets exceeds that of the number of cores, it will be prudent to select the

(PT, SRTS-DR) variant over others for better performance.

This thesis then compare all four different versions of the algorithms, namely (ST, SRTS-

NDR), (PT, SRTS-NDR), (PT, SRTS-DR) and (PT, PRTS-DR), for different window

sizes, while fixing the number of targets. To ensure that this thesis have a sufficient

number of threads allocated at the RTS smoother level, this thesis set the number of

targets to nB = 8 and nB = 64 On a system with nC ∗ Sr = 256, this leaves up to 32
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Figure 3.14: Runtime for Tracking Multiple Targets for a Range of Window Sizes
(nB = 8) (log scale)
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Figure 3.15: Speed-Up of Tracking Multiple Targets over a range of Window Sizes
(nB = 8)
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Figure 3.16: Runtime of Tracking Multiple Targets for a range of Window Sizes
(nB = 64) (log scale)
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Figure 3.17: Speed-Up of Tracking Multiple Targets for a range of Window Sizes
(nB = 64)

and 4 threads to be allocated at the RTS smoother level, respectively. For each target-

level setting, this thesis vary the window size from 4 through 4, 096. The speedups are

measured by using the (ST, SRTS-NDR) version as the baseline.

For nB = 8, as observed before, for window sizes smaller than 2, 048, the (PT, SRTS-DR)

variant will deliver the best tracking performance. However, for window sizes larger than

2, 048, the (PT, PRTS-DR) version is the best choice. For the case of nB = 64, 25% of the

available threads will be allocated to the target tracking level. The runtime and speed-

up graphs for these cases are shown in Figures 3.14, 3.15, 3.16 and 3.17. A number of

observations can be drawn from these figures. For instance, the (PT, SRTS-DR) version

has the best performance among all four algorithms for window sizes smaller than 2, 048.

However, for cases with window sizes larger than (or equal to) 2, 048, nested threading

(PT, PRTS-DR) can offer attractive performance over the (PT, SRTS-DR) version. It is

also evident that naively parallelizing tracking algorithms can only lead to sub-optimal

performance gains. By utilizing and balancing the parallelization and data reuse, it

is possible to attain a 40-fold speedup against the baseline. It can also be observed

that when using the (PT, PRTS-DR) version, the performance for tracking nB = 8

and nB = 64 are almost the same (approximately around 9.862 seconds). Finally, for

nB = 64, the (PT, SRTS-DR) diagram shows better performance than the (PT, SRTS-

NDR) variant. These results indicate that by carefully utilizing the framework, a nearly

150-fold speedup can be achieved.

3.5.5 Evaluation of the Window Size-Independent Algorithm

As the last aspect of the evaluation, this thesis has considered the algorithm that is

designed to be independent to the inherent limitation of the basic algorithm that is
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reliant on power-of-two window sizes. For this case, this thesis varied the window size

N , within the range of 4 through 512, for 100 targets over 10, 000 time steps. This

thesis varied the window sizes so as to include non-power-of-two window sizes. This

thesis show the resulting speed-up of the proposed algorithm in Figure 3.18. From these

results, it is evident that the proposed algorithm offers notable performance gains over

the SRTS variant.

3.6 Summary

In this chapter, this thesis created a fully functional parallel framework for multitarget

tracking with retrodiction. The key contribution, which underpinned this overall frame-

work here, is a novel parallel retrodiction algorithm based on the RTS smoother. To

overcome the limitations within the original RTS smoother, more specifically the ones

that impede parallelization, this thesis have reformulated and refined the underlying

mathematical constructions. These reformulations, which are based on the prefix sum

operation, have minimized the interdependencies between the operations and eliminated

most of the redundant computations, improving reuse. With these in place, the proposed

approach leads to a very highly performing parallelized filter for retrodiction, enabling

large-scale multi-target tracking.

This approach, compared to the approaches that have been hitherto based on complex

partitioning mechanisms, is easier to implement. The parallel algorithm, in addition to

reducing the number of FLOPs, has a reduced computational complexity. More specif-

ically, owing to the formulations stemming from the prefix-sum, the original algorithm

was only capable of handling power-of-two window sizes. This chapter addressed this
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issue by formulating a window size-oblivious version of the proposed algorithm. Address-

ing this subtle issue enables the proposed algorithm to be used for any window size. The

resulting algorithm (PRTS) offers rather significant performance gains compared to the

sequential version of the RTS smoother (SRTS).

In addition to parallelization of the RTS smoother, parallelizing the tracking and mea-

surement to track association offers additional performance improvements. In essence,

the proposed framework offers very notable performance gains over the conventional

approaches, which rely on vanilla version of the RTS smoother. This exhaustive sim-

ulations have demonstrated the potential benefits of the proposed approach. Although

the performance gains are likely to vary between different computing platforms (and

tracking scenarios), the approach is readily adoptable across different computing plat-

forms. More specifically, the exploitation of data reuse in the proposed algorithm is very

notable.

Going beyond the performance on a single target, the proposed algorithm can also bring

notable performance gain in multi-target tracking scenarios. Besides, the overheads

caused by thread launching and the number of cores on the CPU is very likely to improve

in the future. With these, this thesis firmly believe that the proposed approach is both

novel and offers an avenue for tracking a large number of targets, if sufficient parallel

resources can be found. Given the rise and the norm of modern parallel platforms, this

is a very promising approach for tracking a very large number of targets in real-time.



Chapter 4

Fast Fixed-Lag Smoother

4.1 Introduction

Smoothing is one of the basic techniques that is fundamental to a number of target

tracking scenarios [44, 45], particularly where delays can be tolerated. Given a sequence

of observations z1:t, and corresponding states x1:t, the basic idea of smoothing is to com-

pute the posterior density p(xt|z1:t+l) where l ≥ 0. In other words, future observations

are used to smooth-out the current states so as to minimize the estimation errors. In

general, there are three variants of smoothing: fixed-interval, fixed-lag and fixed-point

smoothing. All of these techniques vary depending on what is being smoothed out.

Fixed-interval smoothing [55] uses all measurements obtained over a fixed interval to

compute smoothed estimates for each required time point. As such, the computational

complexity is a function of the length of the interval. Fixed-lag smoothing [90, 91] is

performed by delaying the estimation process to incorporate future measurements in

order to improve the estimation accuracy, particularly where a certain time delay L can

be tolerated.The fixed-point approach is similar to that of the fixed-lag. However, the

point on which the estimate to be refined is fixed instead of varying with time which

has the complexity. By caching the intermediate history of the states, a recursive fixed-

point smoother can be achieved without stepping back through each of the intermediate

estimates [26]. For instance, Biswas proposed an augmented fixed-point smoother by

using the augmented matrix structure [91].

The application of smoothing is rich which includes radar tracking [92], economics [93],

signal processing [94], traffic modelling [95] and so on. In particular, for real-time appli-

cation, aircraft radar guidance system rely on filtering and smoothing heavily to provide

accurate position data [92]. In economics, filtering and smoothing are used in predicting

real-time market price to reduce the investment risk and play an important role in the

54
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economic development and financial building [96]. In traffic systems modelling, a short-

term traffic volume model is developed based on filtering and smoothing to monitor and

predict real-time traffic volume [97]. Therefore, filtering and smoothing are important

tools in modern signal processing and system modelling.

The Rauch-Tung-Striebel (RTS) smoother [25], also called the Kalman smoother, is used

in conjunction with the Kalman filter [24]. Due to its simplicity, it is widely used in the

tracking community. For example, in [57], the authors employ the RTS algorithm for

MHT applications in conjunction with the Interacting Multiple Model (IMM) algorithm

for maneuvering target tracking. In [19], the IMM smoothing is further improved by

only using M filters/smoothers for a bank of M models. In [58], fixed interval smoothing

IPDA (sIPDA) was proposed, which also use RTS smoothing formulae in order to obtain

better target estimate and target probability existence. Furthermore, in [61], RTS is used

for backward Point Probabilistic Hypothesis Tracking (PPMHT) pass. It is also regarded

as the fastest implementation among a number of fixed-interval smoothing variants [54]

with the computational complexity of O(N(n3)), where N is the window size and n is

the number of states. When fixed-lag smoothing is used, they are mostly augmented

fixed-lag smoothers. For instance, in [51], a fixed-lag state augmented system is proposed

to utilize the IMM and Joint Probabilistic Data Association (JPDA) to improve state

estimations. In [98], a method called Augmented State Integrated Probabilistic Data

Association (ASIPDA) is proposed to fuse IPDA with a retrodiction approach. In [53],

the authors extend the idea for multi-scan target existence information.

However, one of the major drawbacks of smoothing, regardless of the variant, is the

computational complexity, and thus the number of computations, which increase with

the time-interval or delay, N . These computations can easily begin to dominate the

overall number of computations performed during state estimation, particularly when

numerous targets need to be tracked. When the number of tracks to be smoothed

increases, the overall number of computations can become a bottleneck, even where

small delays are tolerable. There is a body of work around improving the computational

performance of smoothers, for instance [26, 99]. The central idea behind the body of

work is to render a fast fixed-lag smoother since it is mostly used for real time processing

and so computation is expected to be minimised. Although the proposed approach aims

to overcome the performance issues, as will be discussed in latter sections, this approach

is numerically unstable, and becomes practically unusable. The motivation for this

chapter is to fix this numerical instability.

In theory, it is possible to have a conventional fixed-lag RTS smoother (cRTS) that is

computationally independent of the window size N as will be shown in this chapter.

However, in practice, such an algorithm will lead to erroneous results. Therefore, this
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thesis aim to derive the fastest, numerically stable, fixed-lag smoother so that the com-

putational complexity is no longer strongly coupled to the time-delay or window-size.

In doing so, this thesis make the following key contributions:

1. This thesis revisit the existing body of work that aimed to offer the computationally

efficient version of the RTS, and show how the cRTS can be reformulated to yield

the computationally independent to window size (which refer to as fRTS−) in

Theorem 1;

2. This thesis carry out a detailed analysis on the stability of the fRTS−, and show

that it can exhibit divergence and thus may become unusable over time; and

3. This thesis offer a solution to address the stability issue, which this thesis refer to

as FRTS, that offers both performance and numerical stability.

This evaluations, based on a number of simulations, show that all the proposed ap-

proaches offer superior performance and numerical stability when compared against the

fRTS− version. With these results, this chapter shows that RTS smoother can be im-

plemented in a way that it is indepednent of the window size with acceptable accuracy.

The rest of the chapter is organized as follows: In Section 4.2, this thesis concentrate

on presenting the linear state space model and FRTS to serve as a background for the

section that follows this. Also, this thesis prove that FRTS can be computationally

independent to window size after reformulation. In Section 4.3.1, this thesis show the

stability issue of fRTS− and the source of the problem. Section 4.3.2 introduces the

notion of using condition number to solve and monitor the algorithm to assure feasibil-

ity and usability. Then, Section 4.4 displays the complexity of the proposed algorithm

and compares FLOPs counts with cRTS. After that, Section 4.5 shows the accuracy and

speed-up of the proposed algorithms from a series of simulations. Finally, Section 4.6

concludes the chapter.
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4.2 Background

4.2.1 Fast RTS Smoother

For window size N , the smoothed estimate will be calculated as

xsk = xk − Ckx−k+1 + Ckx
s
k+1

xsk−1 = xk−1 − Ck−1x−k + Ck−1x
s
k

...

xsk−N = xk−N − Ck−Nx−k−N+1 + Ck−Nx
s
k−N+1 (4.1)

The dependency issue of the RTS algorithm can be clearly seen in (4.1). In order to

calculate the time-lag smoothed estimate at k−N , denoted as xsk−N , the smoothed esti-

mate of the next time step at k−N +1 has to be known. This dependency propagate to

the smoothed estimate at the beginning of the window xsk. Moreover, the computations

increase with N .

Theorem 1. The conventional RTS, which has complexity of O(N(n3)), can be refor-

mulated to be computationally independent to window size N which gives O(n3).

Proof. To simplify the operations in (4.1), the following can be defined

βk = xk − Ckx−k+1 (4.2)

Therefore, (4.1) can be written as

xsk = βk + Ckx
s
k+1

xsk−1 = βk−1 + Ck−1x
s
k

...

xsk−N = βk−N + Ck−Nx
s
k−N+1 (4.3)

Therefore, xsp can be simplified as, where p = k −N

xsp = βp +

p+N−1∑
i=p

[
i∏

j=p

Cj ]βi+1 + [

p+N∏
j=p

Cj ]x
s
k+1 (4.4)
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The following are defined to further simplify the expression,

Ψp = βp +

p+N−2∑
i=p

[
i∏

j=p

Cj ]bi+1

Ωp =

p+N−1∏
j=p

Cj (4.5)

which makes

xsp = Ψp + Ωpβk + ΩpCkx
s
k+1 (4.6)

As the value of k changes in every time step and so does k − N , however, the whole

summation sequence Ψ and Ω do not need to be re-calculated if the following operations

are performed in each time step instead

Ωp+1 = C−1p ΩpCk

Ψp+1 = C−1p [Ψp − βp] + Ωp+1βk+1 (4.7)

Therefore, the smoothed estimate in the next time step will be

xsp+1 = Ψp+1 + Ωp+1Ck+1x
s
k+2 (4.8)

The calculations involved in (4.7) and (4.8) are independent of window size N and so this

algorithm has the complexity of O(n3). Same principle can be applied to compute the

smoothed covariance. The smoothed covariance for window size of N can be calculated

as

P sk−N = Pk−N − Ck−NP−k−N+1C
T
k−N

+ Ck−NP
s
k−N+1C

T
k−N (4.9)

To simplify the operations, the following can be defined,

Dk = Pk − CkP−k+1C
T
k (4.10)

Therefore,

P sp = Dp + CpP
s
p+1C

T
p (4.11)
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When propagating P sk−N+1 back to P sk+1, it can be written as

P sp = Dp +

p+N−1∑
i=p

[

i∏
j=p

Cj ]Di+1[

−p∏
j=−i

CT−j ]

+ [

p+N∏
j=p

Cj ]P
s
k+1[

−p∏
j=−p−N

CT−j ] (4.12)

The following are defined to further simplify the expression,

Γp = Dp +

p+N−2∑
i=p

[

i∏
j=p

Cj ]Di+1[

−p∏
j=−i

CT−j ]

∆p =

−p∏
j=−(p+N−1)

CT−j (4.13)

Therefore,

P sp = Γp + ΩpDk∆p + ΩpCkP
s
k+1C

T
k ∆p (4.14)

To obtain computational independence, the following operations can be performed on

the summation sequence Γ and ∆,

∆p+1 = CTk C
T
p ∆pC

−T
p CTk

Γp+1 = C−1p [Γp −Dp]C
−T
p + Ωp+1Dk+1∆p+1 (4.15)

Therefore, the smoothed covariance in the next time step will be

P sp+1 = Γp+1 + Ωp+1Ck+1P
s
k+2C

T
k+1∆p+1 (4.16)

As a result, the computation of the mean and covariance from the smoother can be

independent to the window size N . The fRTS− algorithm is shown in Algorithm 5.
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Algorithm 5 fRTS− Fixed-Lag Smoother

1: . Initialize Ψ as a vector of zero

2: . Initialize Ω as an identity matrix

3: . Initialize Γ as a matrix of zero

4: . Initialize ∆ as an identity matrix

5: for t=0; t<T; i++ do

6: . Forward Pass: KF

7: [Pt+1, P
−
t+1, xt+1, x

−
t+1] = KF [xt, Pt]

8: . Backward Sweep: RTS

9: Ct ← PtF
T (P−t+1)

−1

10: βt ← x̂t − Ctx̂−1t+1

11: Dt ← Pt − CtP−1t+1C
T
t

12: if (0 < t < N) then

13: Ψ← Ψ + Ωβt

14: Γ← Γ + ΩDt∆

15: Ω← ΩCt

16: ∆← CTt ∆

17: else

18: Ψ← Ψ + Ωβt

19: Γ← Γ + ΩDt∆

20: Ω← ΩCt

21: ∆← CTt ∆

22: xsp ← Ψ + Ωxt

23: P sp ← Γ + ΩPt∆

24: Ω← C−1p Ω

25: ∆← ∆C−Tp

26: Ψ← C−1p (Ψ− βp)
27: Γ← C−1p (Γ−Dp)C

−T
p

28: end if

29: end for

4.3 Numerical Stability Analysis

4.3.1 Numerical Stability of fRTS−

Although the fRTS− version of the RTS minimizes redundant computations through

re-use, it is practically unusable due to issues relating to its numerical stability. In

the original fRTS− algorithm, with the majority of the computations being chained via
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Figure 4.1: Divergence issues of the fRTS− for an example scenario

matrix-matrix multiplications, errors, albeit small, from each of the smoother steps is

likely to accumulate over iterations. Over a number of steps, the accumulated error will

be large enough so that the estimated state will begin to deviate from the ground truth

as shown in circled region in Figure 4.1. This divergence issue is also reported in [26].

This chapter simulated the movement of a single target moving diagonally along a North-

Westerly direction along a straight-line on a single plane, denoted by y = −3x + 100,

for x = 0 through x = −800. In the result, the cRTS and fRTS− methods begin with

producing similar estimates, over time, the estimates from the fRTS− start to deteriorate,

and this can be observed in Figure 4.2. This thesis also show how the error develops for

the covariance matrix P over time, in Figure 4.3.

Despite simulating a simple example, it was sufficient enough to show the divergence

issues of the fRTS− method. Given that fRTS− is derived to match the cRTS, one would

expect the estimates produced by both methods to be the same. However, the non-

deterministic nature of the execution of instructions inside the CPUs, and associative

properties of floating point addition and multiplication operations, lead to different

results.

4.3.2 Addressing the Numerical Instability

The key computations that lead to accumulated errors over time are through cached or

reused values of Ψ,Ω,Γ and ∆ from (4.5) and (4.13). At every iteration of the sweep,

their original values are overwritten by the multiplication of the inverse of the smoother

gain and cached gain Ω. Ideally, having stable values at every iteration would not lead

to divergence, which is impossible in the fRTS− version. However, if these expressions

can be computed at regular intervals instead of at every time step as in cRTS does, it

can help restoring stability while preserving the computational benefit.
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This chapter demonstrate the possibility of restoring the stability of the fRTS− in Fig-

ure 4.2, where the relevant values are restored using the cRTS at regular intervals. With

the help of cRTS to compute the error-free values of Ψ,Ω,Γ and ∆, the error is bounded.

This thesis also show how the error of covariance matrix varies over time in Figure 4.3.

Here, this thesis renew the values every wr = 50 measurements. However, the choice

of renewal window wr may vary with different initializations, and in fact between prob-

lems. It is purely about trading off computational efficiency with numerical stability. If

computed at every time step, fRTS− may converge to the cRTS, but this thesis would

lose the computational efficiency. On the other hand, if restored sparsely, it may become

unstable.
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4.3.3 Condition Number

To understand the rate of divergence, a monitoring metric is needed to efficiently re-

new the error accumulated in fRTS− . During computation, particularly with repeated

matrix-vector multiplications, numerical errors can be encountered for a number of rea-

sons, including, but not limited to, rounding, truncation, propagation, and accumula-

tion [100]. The condition number of a matrix can be an effective method to signify how

sensitive the computation is to perturbations [101], and this has a wide variety of appli-

cations in numerical analysis and linear algebra [102–104]. In this case, the main form

of computation where errors are encountered is when attempting to solve the equations

in the form of x = ρ−1b as in (4.7). More details can be found in [105]. Since computer

algorithms can only provide an approximation of the vector b and x, namely, x∗ and b∗.

To understand the relative error induced in x caused by b, the condition number can be

used.

In general, a matrix with high condition number is described as “ill-conditioned”, and

low condition number as “well-conditioned”. The condition number is defined as [100]

κ(ρ) = ‖ρ‖
∥∥ρ−1∥∥ (4.17)

‖·‖ is the norm of the matrix. In this analysis, which is presented in a later section of

this chapter, the L2-norm is used. If ρ is singular, then κ(ρ)→∞, and the computation

of its inverse is likely to have large numerical errors. On the other hand, if ρ is isotropic,

then κ(ρ) = 1, and a stable algorithm is guaranteed. However, in iterative methods, the

consideration of κ(ρ) might not be enough. In particular, for problems addressed in this

chapter, where one iteratively computes xt+1 = ρ−1t xt, where t = 0, 1, . . . , T denote the

time step, the errors become accumulated over time, regardless of how well-conditioned

the matrix ρ is. As such, the algorithm may diverge over time even if κ(ρ) is small

enough to guarantee x = ρ−1b to be non-divergent. Here, the numerical accuracy of

xt depends on the product of κ(ρt), namely, κ(ρ0)κ(ρ1)...κ(ρT ) instead of κ(ρ) at only

any particular time instant. This can also be seen through considering the solution of a

linear system ρx = b, and suppose the vector b is perturbed by a small amount of vector

and give out the value b̂. This error will induce perturbation to x and give out x̂. The

relative error of vector x can be represented as

‖x− x̂‖
‖x‖

≤ κ(ρ)

∥∥∥b− b̂∥∥∥
‖b‖

(4.18)
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Suppose (4.18) is iterative and start from t = 0 to T

‖xT − x̂T ‖
‖xT ‖

≤ [

T−1∏
j=0

κ(ρj)]
‖x0 − x̂0‖
‖x0‖

(4.19)

From (4.19), it can be shown that the relative error in vector xT is bound by the relative

error of the vector x0 at t = 0 and the product of condition number κ(ρt). Therefore,

product of condition number κ(ρt) has a magnifying effect on the relative error on the

vector xT . In other words, monitoring the product of the condition number can reflect

the perturbation range of the algorithm fRTS− .

In the algorithm fRTS− , it is found that there are a number of operations that can

lead to divergence. Among these, the divergence is dominated by C−1p . For instance,

consider the expression (4.7),

Ψp+1 ← C−1p Ψp − C−1p βp + Ωp+1βk+1

which after the hth time step, can be simplified as

Ψp+h ← (CpCp+1 . . . Cp+h−1)
−1Ψp + C

ignoring the constant C, the expression can be seen in the form of

x = ρ−1b

where x = Ψt+h, ρ = CpCp+1 . . . Cp+h−1 and b = Ψt on the expression above. As a

result, the accuracy of Ψ deteriorates over time as it is affected by the condition number
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of Ct at every time step. Therefore, by monitoring the condition number of matrix

multiplication train X = κ(Cj), the amount of error can be estimated.

Apart from using the condition number train, the initial relative error of vector x0 in

Equation (4.19) also needed to be considered to predict the error propagation. It is

shown that the intermediate error is irrelevant in the relative error of interest at t = T

as the error will be bounded by the previous time step. Therefore, considering the initial

relative error will be sufficient. In order to calculate the initial relative error, this thesis

need to know the divergence of Ψ after using the fRTS− for one time step comparing

with cRTS. It implies that cRTS is needed to be implemented along side with fRTS−

to witness the degree of divergence. However, as only the vector Ψ is needed to be

calculated, the full calculation of cRTS is not needed as shown in Accuracy Renewal

Module Part 2 in Table 4.2. Therefore, by using the following as a monitoring metric,

J = [

T−1∏
j=0

κ(ρj)]
‖x0 − x̂0‖
‖x0‖

(4.20)

where J represents the magnification of relative error over time and is always higher than

the relative error of the vector xT . Therefore, whenever J exceeds a preset threshold θ,

cRTS can be used to cease the error propagation. If user only can tolerate 10 percent of

percentage error, θ is needed to set to 0.1. An example case is illustrated in Figure 4.4,

where the growth of the product of condition number is presented and reset by using the

cRTS approach which forms the accuracy renewal algorithm. The algorithm is shown

in Algorithm 6. With the help of the accuracy renewal module on fRTS− , a stable

algorithm can be achieved, which this thesis refer as the Fast RTS smoother (FRTS).

Algorithm 6 Accuracy Renewal Module Part 1

1: if J > θ then
2: Ψ← 0
3: Ω← I
4: Γ← 0
5: ∆← I
6: X ← 1
7: for k=0; k<N-1; k++ do
8: Ψ← Ψ + Ωβk
9: Γ← Γ + ΩDk∆

10: Ω← ΩCk
11: ∆← CTk ∆
12: end for
13: end if
14: X ← cond(Cp)X
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4.4 Computational Complexity

The smoothing process is often incorporated as part of the Kalman filtering process.

In other words, at every iteration of the filtering, the smoother algorithm will iterate

through N data points for deriving smoothed estimates. Let ns be the number of states.

In summary, a single iteration of the RTS smoother with a window size of N will require

the following:

� 6N matrix-matrix multiplications;

� N matrix-vector multiplications;

� 4N matrix additions (subtractions);

� 2N vector additions (subtractions);

� N matrix transpose operations; and

� N matrix inversions.

Table 4.1: Operational Complexity of the RTS smoother

Operation FLOPs Type

Smoother gain:

Pk|kA
T
k 2ns

3 − ns2 MMM

P−1
k+1|k ≈ ns3 MI

Ck = Pk|kA
T
k P
−1
k+1|k 2ns

3 − ns2 MMM

Smoothed state:

x̂k+1|N − x̂k+1|k ns VVA

Ci(x̂k+1|N − x̂k+1|k) 2ns
2 − ns MVM

xk|N = x̂k+1|k + Ci(x̂k+1|N − x̂k+1|k) ns VVA

Smoothed covariance:

Pk+1|N − Pk+1|k ns
2 MMA

Ck(Pk+1|N − Pk+1|k) 2ns
3 − ns2 MMM

Ck(Pk+1|N − Pk+1|k)CTi 2ns
3 − ns2 MMM

Pk|k + Ci(Pk+1|N − Pk+1|k)CTk ns
2 MMA

The matrix transposition of A will be performed in the KF step, which can be cached

to avoid repeated computations. This can be easily avoided by choosing an appropriate
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Figure 4.5: Speed-up of different FRTS algorithms for different ns and Sr

indexing order of the matrix, (row-order as opposed to column-order or vice versa).

As the state matrices are significantly smaller than cache-line capacities, this does not

cause any performance issues. Hence, there are a total of 15N operations for a single

iteration of RTS smoother for window size N . In general, matrix-matrix multiplication

is an operation with the cubic complexity. The overall complexity of the cRTS is the

sum of all operations shown in Table 4.1, which in turn influences the overall runtime

performance [80]. However, the total runtime complexity can be approximated by the

dominating runtime complexity. The total number of FLOPs  L1 in the RTS smoother

is:

 L1 = N(9ns
3 + ns) (4.21)

where the dominating term, namely 9Nns
3, decides the overall runtime complexity to be

approximated to O(Nns
3). With this, the computational intensity of the RTS smoother

will increase in a cubic manner as the dimensions of the state vector increase.

4.4.1 Complexity of FRTS

The performance gain of this algorithm relies highly on the frequency of the accuracy

renewal. In other words, lower performance gain will be obtained if a higher accuracy is

needed. The FLOPs count of the FRTS is listed in Table 4.2. Apart from the accuracy

renewal module, all operations are only needed to be calculated once for every time step

as opposed to N times as in cRTS. The total FLOPs of the FRTS Algorithm  L2 without

accuracy renewal is given as

 L2 = 33ns
3 − 3ns

2 (4.22)
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Table 4.2: Computational Complexity of the FRTS

Operation FLOPs Type

Calculation of Ck:

Pk|kA
T
k 2ns

3 − ns2 MMM

P−1
k+1|k ≈ ns3 MI

Ck = Pk|kA
T
k P
−1
k+1|k 2ns

3 − ns2 MMM

Calculation of bk:

Ckx̂k+1|k 2ns
2 − ns MVM

bk = x̂k|k − Ckx̂k+1|k ns VVA

Calculation of Dk:

CkPk+1|k 2ns
3 − ns2 MMM

CkPk+1|kC
T
k 2ns

3 − ns2 MMM

Dk = Pk|k − CkPk+1|kC
T
k ns

2 MMA

Calculation of Ψ,Ω,Γ and ∆:

Ωbk 2ns
2 − ns MVM

Ψ = Ψ + Ωbk ns VVA

ΩDk 2ns
3 − ns2 MMM

ΩDk∆ 2ns
3 − ns2 MMM

Γ = Γ + ΩDk∆ n2
s MMA

Ω = ΩCk 2ns
3 − ns2 MMM

∆ = CTk ∆ 2ns
3 − ns2 MMM

Calculation of x̂k−N|N and P̂k−N|N :

Ωx̂k|k 2ns
2 − ns MVM

x̂k−N|N = Ψ + Ωx̂k|k ns VVA

ΩPk|k 2ns
3 − ns2 MMM

ΩPk|k∆ 2ns
3 − ns2 MMM

Pk−N|N = Γ + ΩPk|k∆ n2
s MMA

Calculation of Ψ,Ω,Γ and ∆:

C−1
k−N ≈ ns3 MI

Ω = C−1
k−NΩ 2ns

3 − ns2 MMM

∆ = ∆C−T
k−N 2ns

3 − ns2 MMM

Ψ− bk−N ns VVA

Ψ = C−1
k−NΨ 2ns

2 − ns MVM

Γ−Dk−N n2
s MMA

C−1
k−NΓ 2ns

3 − ns2 MMM

Γ = C−1
k−NΓC−T

k−N 2ns
3 − ns2 MMM

Accuracy Renewal Module Part 1
(Repeat N − 1 times)

Ωbk 2ns
2 − ns MVM

Ψ = Ψ + Ωbk ns VVA

ΩDk 2ns
3 − ns2 MMM

ΩDk∆ 2ns
3 − ns2 MMM

Γ = Γ + ΩDk∆ n2
s MMA

Ω = ΩCk 2ns
3 − ns2 MMM

∆ = CTk ∆ 2ns
3 − ns2 MMM

Accuracy Renewal Module Part 2
(Repeat N times)

Ωbk 2ns
2 − ns MVM

Ψ = Ψ + Ωbk ns VVA
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The FLOP counts for the accuracy renewal part 1 and 2 of the algorithm  L
′
2 is given as

 L
′
2 = (N − 1)(8ns

3 − ns2) + 2Nn2s (4.23)

The speed-ups of FRTS algorithm, based on the FLOP counts, are compared to cRTS

and is shown against a range of window sizes in Figure 4.5. The metric, Renewal Fraction

Sr, is used to to better describe the Figure. Sr is computed as

Sr = Tr
T

(4.24)

where T is the total number of time steps and Tr is the number of times the expression

for Ψ,Ω,Γ and ∆ are re-computed. As shown in the graph, Sr = 0.1 can lead to speed-

ups of over 10 times for FRTS. To demonstrate the effect of Sr on FRTS, different

values of Sr are used. For Sr = 0.8, 0.5 and 0.1, a speed up of over 1.5, 2 and 10 can be

achieved, respectively. However, the speed up for different values of ns does not have a

big difference and all have speed up of 4 for Sr = 0.2.

4.5 Simulation and Evaluation

4.5.1 Simulated Scenario

Given that the techniques outlined in this chapter are not restricted to or based on any

specific motion model, this thesis use a simple, yet effective scenario to demonstrate the

efficacy of the proposed approach. Consider a scenario with a single target flying at

constant altitude and constant velocity over. More specifically, this thesis set the state

transition matrix A, measurement matrix H, state vector x, process and measurement

noise covariance matrices Q and R as follows:

A =


0

0

0

1

0

0

1

0

0

1

0

§

1

0

§
0
 H =


0

1

1

0

0

0

0

0


Furthermore, the initial velocities in the x- and y- directions of a target is randomly

generated. In each time step, a normally distributed noise N (µ, σ2) with µ = 0 and

σ = 100m is added with R = 1002m2. The noise level is independent from the accuracy

of the FRTS algorithm as compared to the cRTS. The RMSE will increase if higher noise

level is used for cRTS and hence so does FRTS. Therefore, a scenario with a single level

of noise is sufficient.
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Figure 4.6: Example target tracking scenario

4.5.2 Evaluation Method

This thesis have tested the proposed algorithm on a state-of-the-art multi-core shared

memory system, with an Intel KNL (7210) processor containing 256 cores and a memory

of 96GB. Furthermore, this thesis relied on vendor-supplied or equivalent BLAS libraries

that have already been parallelized and performance-tuned for the architecture this thesis

have used. As such, they provide the best possible performance for a number of BLAS

operations such as, MMM or MI. In particular, this thesis used the EIGEN Library

(v3.3.3) for the evaluation. All experiments are repeated 100 times and the mean of the

results are recorded.

4.5.3 Accuracy of FRTS

To evaluate the accuracy of the FRTS approach, a window size of 8 is used for 1000

time steps. The relative error threshold θ is set to 0.1 which represents degree of error

tolerance as explained in (4.20). The tracking scenario is shown in Figure 4.6. The

relative error of the FRTS compared to the cRTS is shown in Figure 4.7, in log scale.

As can be observed from the Figure, the relative error is minimal here, and this error

is bound within 0.1, comparing to cRTS smoother estimate. Moreover, the relative

error of the norm of the covariance of cRTS and FRTS is compared and plotted in

Figure 4.14 which also shows the error is bound. In this simulation, accuracy renewal

step is activated 24 times to restore the accuracy of the algorithm (Sr = 24/992 ≈
0.024) as can be visualised in Figure 4.13 as condition number is being renewed. In the

evaluation of the smoother, 100 Monte Carlo runs were used for the trajectory and the

total performance measure is the mean value of the average position and velocity error.

The mean x-position, y-position, x-velocity and y-velocity error are 2.25× 10−14, 2.15×
10−14, 4.03×10−12 and 2.89×10−12 respectively. Same experiments are conducted with
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Figure 4.7: Relative error of state for FRTS (θ = 0.1) (log scale)
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Figure 4.8: Relative error of state for FRTS (Magnified) (θ = 0.1) (log scale)

relative error threshold θ set to 1 to compare the difference. As shown in Figure 4.16

to 4.20, the frequency of accuracy renewal is lower as the error tolerance is higher.

Comparing with θ = 0.1, the accuracy renewal step is activated 4 times only as shown in

the Figures. Also note that in Figure 4.16, the relative error is bound to 1 as compared

to Figure 4.7, the relative error is bound to 0.1 as different values of θ is used. This

experiment also shows that there is a trade off between accuracy and complexity of the

proposed algorithm as less accuracy renewal step (less calculations) is activated if higher

error tolerance is allowed.

4.5.4 Speed-Up of FRTS Algorithm

In this section, this thesis compare the runtime performance of the proposed algorithms

FRTS to cRTS. This thesis recorded the runtimes of these algorithms for processing the

simulated scenario across 10000 time steps for a range of window sizes from 2 to 512.

Then, they are compared to the corresponding runtimes of the conventional RTS. This
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Figure 4.9: Absolute error of state (position) for FRTS (θ = 0.1) (log scale)
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Figure 4.10: Absolute error of state (position) for FRTS (Magnified) (θ = 0.1) (log
scale)
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Figure 4.11: Absolute error of state (velocity) for FRTS (θ = 0.1) (log scale)
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Figure 4.12: Absolute error of state (velocity) for FRTS (Magnified) (θ = 0.1) (log
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Figure 4.13: Variation of condition number for FRTS (θ = 0.1) (log scale)
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Figure 4.16: Relative error of state for FRTS (θ = 1) (log scale)
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Figure 4.17: Absolute error of state (position) for FRTS (θ = 1) (log scale)
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Figure 4.18: Absolute error of state (velocity) for FRTS (θ = 1) (log scale)
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Figure 4.19: Variation of condition number for FRTS (θ = 1) (log scale)
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Figure 4.20: Relative error of covariance between cRTS and FRTS (θ = 1) (log scale)
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Table 4.3: Runtimes (in seconds)

Window Size
2 8 32 128 512

FRTS 4.877 4.928 5.229 5.387 7.419
cRTS 3.411 8.095 26.33 98.45 372.1

thesis then compute the runtime speedup St, as

St =
tf
tc

where tf denotes the runtime of the algorithm of FRTS and tc being the runtime of

the cRTS algorithm. This thesis show the overall speedup in Figure 4.15. To provide a

detailed information, this thesis also show the runtimes in Table 4.3. As can be observed

from the graph, FRTS shows superior performance gain when compared against the

cRTS. Moreover, it can be observed that the runtimes of the FRTS are almost the same

across range of window sizes, with significant speedups when compared to the cRTS. The

speedup increase with window size and reaches over 50 times speed-up for the window

size of 512. The value of Sr is approximately equal to 0.02 and so the proposed algorithm

FRTS has an edge in complexity over cRTS.

4.5.5 Multi-Target Scenario

The proposed algorithm will also work on multi-target tracking. Since the RTS smoother

is irrelevant to data association which is a step to assign observed measurements to

existing tracks, the multi-target scenario considered here will be independent. The

starting position and velocity of the targets are randomly generated from an uniform

distribution. 5 targets are moving in constant velocities for 1000 time steps and are

shown in Figure 4.21 which shows FRTS can track the target without huge error as in

Figure 4.1. As before, addictive Gaussian noise of variance of 100m is added to each time

step. Window size of 8 for the fixed-lag FRTS smoother. The tracking result is plotted

in Figure 4.21. The accuracy of the FRTS and cRTS are compared. To clearly observe

the change of propgated error. The x-positions and y-positions estimated by FRTS for

all 5 targets and 300 time steps are plotted in Figure 4.22. It can be observed that the

error is lower than θ which is set to 0.1. For x-, y- velocities, the mean of the estimated

value is provided in Table 4.4 to compare with Ground Truth values. Moreover, the

absolute error of x-, y- positions are plotted in Figure 4.24 and 4.25.
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Figure 4.21: Multi-Target Tracking Scenario with FRTS
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Figure 4.22: Relative Error of x-positions (log scale)
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Figure 4.23: Relative Error of y-positions (log scale)
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Figure 4.24: Relative Error of x-positions (log scale)
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Figure 4.25: Relative Error of y-positions (log scale)

Table 4.4: Velocities of Targets

Target
1 2 3 4 5

x-vel (GT) 8.81 39.8 39.2 31.6 -46.4
y-vel (GT) 19.1 -12.1 1.85 15.8 -30.6
x-vel (FRTS) 8.74 39.7 39.1 31.6 -46.3
y-vel (FRTS) 18.8 -12.2 1.86 15.9 -30.4
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4.6 Conclusions

Retrodiction or smoothing is an essential process in the context of tracking and often

becomes embedded as part of the of the Kalman filter estimation process. The RTS

smoother is one of the most widely used smoothing algorithm in the tracking community.

However, a näıve acceleration of the RTS algorithm, fRTS−, can become numerically

unstable across window sizes, or across time steps. In this chapter, this thesis developed

an algorithm, FRTS, to address the shortcomings of fRTS−. This thesis showed that

stability issue can be identified by the condition number, and how this can be used to

monitor the progression of accuracy errors across time steps.

This thesis presented a detailed analysis on their computational complexities, showing

how FRTS can offer a significant performance advantage over the cRTS. This thesis

also verified these claims using a synthetic, yet realistic, evaluation, showing how the

accuracy errors can be contained within 10−9 percentage while offering over 50 times

speedup in runtime performance. This thesis show that these algorithms offer superior

performance both in terms of accuracy and computational complexity. This thesis shows

that FRTS is more capable than cRTS to handle a large number of targets within multi-

target tracking systems in real time.



Chapter 5

Cost-effective Multiple Model

Tracking

5.1 Introduction

Tracking algorithms require an accurate approximation of the motion of the targets.

The Multiple Model estimator has proven to be useful in tracking targets with different

modes of motion and has been widely researched [31, 32, 106–108]. MM includes all

the possible motion models in the algorithm and a bank of filters are operated on each

of the models. The motion estimation process works in two stages: prediction and

update. In the prediction stage, the state at the current time step is used to predict

the state at the next time step. This predicted state is then updated (or corrected)

using the measurement obtained at the subsequent time step during the second stage.

Among different filters that can be used for this predict-update process, the Kalman

Filter [24] is a popular basis for handling linear, non-linear and non-Gaussian models

through necessary extensions [26]. When the dynamics of the targets can switch among

different modes, it is more robust to have more than one motion model in the tracking

algorithm and hence the existence of many multiple-model (MM) algorithms.

In general, MM algorithms are formed by running several filters with different motion

model in each of them independently that match different maneuvering movement. The

output of these filters are fused to create an overall estimate. Each of the MM algorithms

have different configuration of fusing the estimates. The underlying structure of MM

algorithms can be explained as follows [18]

1. Model-set determination: This includes the choice of the model set incorporated

in the MM algorithm to achieve better estimates. Depends on the circumstances,

80
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it can be fixed-structure of variable-structure. Fixed-structure denotes that the

number of models is fixed in the MM algorithm whereas variable-structure varies

with time from a fix pool of model depends on which suits the algorithm the best

at each give time.

2. Cooperation strategy: This represents the strategy to deal with the uncertainties

in the model used which includes pruning of unlikely model, merging of similar

model and selection of the most likely model sequence. Also, iterative method can

be used such as expectation-maximization (EM) algorithm.

3. Output process: This generates overall esitmates based on all filters from number

of models and consider the strategy of fusing the best ones from them.

With different strategies, MM algorithms can be catogorized into three generations [109].

Different generations have different limitations and characteristics. The first generation

MM method was proposed by Magill and others [29, 30]. It mainly relies on the fact

that each elemental filter operates individually and independently. Then the output of

each individual filter are fused to produce the final estimate. The most well known of all

is autonomous MM (AMM) algorithm. The second generation extends the idea of first

generation MM method by introducing reconditioning of each filter at each time step. For

example, in the Interacting Multiple Model (IMM) algorithm, there is a reinitialization

step prior to the filtering step. The third generation introduces the notion of variable

structure, which allows varying number of models in each time step. It eliminates the

models that are not matched with the true modes of motions. This generation is known

as Variable Structure Multiple Model (VSMM). Amongst them, IMM is the most well

known and the most cost-effective due to its simplicity and effectiveness [110–114]. All

of the MM filtering stages involve using L number of filters and hence the complexity

of MM filtering algorithm is in general O(Ln3). However, some of the algorithms, for

example, GPB2 algorithm needs L2 operations for filtering operations [18].

In cases where a delay in estimation can be tolerated, the Multiple Model estimation

accuracy can be also improved rather significantly by incorporating a future measure-

ment. This process is known as Multiple Model smoothing or retrodiction. Similar to

single model tracking, the accuracy improves with the retrodiction window size. Several

methods which incorporated smoothing in the MM regime is presented in [57, 115–117].

In [115, 117], the authors proposed a two-filter methods which combine the forward

and backward time filters to calculate the smoothed estimates. The backward time fil-

ter often become the bottleneck of this approach as the inverse of target dynamics are

needed to be defined. In [116], augmented filters as mentioned in [90, 91] were used to

combine with the MM approach. However, this method is not widely used as there is
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no mode jump between models. Rauch-Tung-Striebel (RTS) smoothing [25] based MM

smoothing is presented in [57]. This approach use the conventional IMM forward filter

and then fuse with the RTS backward smoothing by merging the smoothed estimates

with different hypothesis. In general, the smoothed estimate is obtained by merging

estimates from a L smoothers with L being the number of models [118].

In many cases, a large number of models are required to cover the entire range of the

possible modes of motion which can become computationally infeasible. To reduce this

complexity, several papers have presented different methods in tackling this problem.

Most of the work relies on the assumption that the system would approach to steady-

state and so a constant Kalman Gain can be used for each of the filter bank. For instance,

in [20], a comparative study is presented to show the computation superiority of the

constant gain approach. Furthermore, a constant gain approach of the IMM (fastIMM)

based on α-β and α-β-γ filters are described in [21]. Besides, another fixed gain approach

at which the Kalman gain is calculated off-line prior to the tracking [22]. Since the IMM

is regarded as the most cost-effective MM filter in the tracking community, a lot of

work has been done to improve the complexity of such an algorithm. However, not

much has been explored in the smoother space to find a more cost-effective tracking

algorithm as a whole alongside smoothing. Especially, for smoothing, at each time step,

a multiple model algorithm with L models has to be executed N times and so smoothing

in MM settings can be a computation of bottleneck when L,N or the number of targets

increases. This chapter try to seek a cost-effective real-time approach of MM tracking

algorithms including the fixed-lag smoothing stage. Not only do the proposed algorithms

have unprecedented complexity advantages, they also do not rely on constant gain to

minimise computations. The key contributions of this Chapter are:

� Autonomous MM Fixed-Lag Smoother (AMMS):

This algorithm is similar to the idea of AMM filter but in smoother form. It

utilises the RTS smoother as the backbone and L number of smoothers to produce

the smoothed estimate. It also eliminates the reconditioning step of IMMS as the

Markov process has already been included in the filtering step if second generation

filter is used. Adding another reconditioning step in smoother would be redundant

in terms of cost-effectiveness as shown in the evaluation section.

� Fast MM Fixed-Lag Smoother 2 (FMMS):

This algorithm makes the computation complexity independent of number of mod-

els L which result in O(Nn3) instead of O(LNn3) as in the conventional method.

� Complexity Analysis of IMM and proposed algorithms:

A detailed complexity analysis is provided to show the computational advantage

of the proposed algorithm over the conventional approach.
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� Tracking Scenarios Simulations:

Two scenarios with complex manoeuvring patterns are simulated to see the runtime

and accuracy performance of the proposed approach. Also, a performance index to

calculate cost-effectiveness is suggested to quantify and to find a more cost-effective

MM tracking algorithm alongside with smoothing procedures.

This evaluations, based on a number of simulations, show that all the proposed ap-

proaches offer superior performance in terms of runtime and accuracy when compared

against the conventional approach. These results show that the proposed approach not

only offers good complexity performance, but can also provide more time of tolerance

for smoothing, leading to better state estimates as shown in Section 5.6. The rest of the

Chapter is organized as follows: Section 5.2 concentrate on introducing the AMM Filter

which serve as a background for the sections that follows this. Section 5.3 and 5.4 focus

on deriving the proposed smoother algorithms: AMMS and FMMS. After that, a de-

tailed complexity analysis is presented in Section 5.5 to show the benefits on complexity

of the proposed algorithms. Furthermore, two complex tracking scenarios are used in

Section 5.6 to compare the runtime and accuracy of the algorithms and finally, Section

5.7 conclude the findings.

5.2 Background

5.2.1 Autonomous Multiple Model Filter

The Autonomous Multiple Model Filter (AMMF) [109] gives the MMSE estimate x̂k|k =

E[xk|zk,mk−1
j ] where mk−1

j is the true model at time k−1 and j = 1, ..., L. It is assumed

that the true system mode is time invariant and identical to one of the finite model set

used. This assumption separates first and second generations like IMM since IMM

assume the true mode sequence is Markov or random which allow a time-varying mode

sequence. The AMM algorithm runs a Kalman Filter (KF) on each of the model and so

the posterior probability of each model is calculated. Then, the model probabilities are

used to weight each of the models to produce the final estimate. In other words, each

of the model is operated independently and they only interact with each other in the

output stage. The AMMF recursion is executed as below

1. Mode-conditioned filtering stage:

KF will be used on each of the mode-model mj with initial condition xjk−1|k−1 and

P jk−1|k−1
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2. Mode probability update stage:

The mode probability can be calculated as

µjk =
µjk−1L

j
k∑N

i=1 µ
i
k−1L

i
k

(5.1)

where Ljk = N (ẑjk|k−1, S
j
k)

3. Estimate fusion stage:

The estimate of the final output are mixed from each of the filter with correspond-

ing mode probability

x̂k|k =
N∑
j=1

µjkx̂
j
k|k

Pk|k =

N∑
j=1

µjk{P
j
k|k + [x̂jk|k − x̂k|k][x̂

j
k|k − x̂k|k]

T }

(5.2)

Since AMMF only has one fusion stage where each bank of filter interact with each other

and so it is very computationally attractive being the simplest form of MM algorithm.

However, as it assumes true mode sequence is time invariant and so practical application

can be limited.

5.3 Formulation of AMMS

The use of a fixed-lag smoother is essential in real time tracking. Even with a small

lag, the smoother can outperform MM filtering significantly [119, 120]. The purpose

of the MM smoother is to calculate a new sets of estimates and re-weight the output

from each of the mode-filter in order to create an estimate with lower error in the case

of model switching. However, with large number of models and window size, the MM

algorithm can become a bottleneck in the smoothing step. In order to obtain a smoothing

algorithm which has lower computation time than the IMMS but comparable accuracy,

a smoothing algorithm is investigated based on AMM smoothing, which is referred as

AMMS. The AMM state estimator is given by the total expectation theorem,

x̂k = E[xk|zk]

=
N∑
j=1

E[xk|zk,mk
j ]P{mk

j |zk} (5.3)
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Also, the covariance Pk|k will be given as

Pk|k = MSE(x̂k|k|zk) (5.4)

Similarly, in backward smoothing for AMMS, the smoothed density will be given as

p(xt|zk) where t < k. The expectation of this density will be

x̂t|k = E[xt|zk]

=

N∑
i=1

E[xt|zk,mk
i ]P{mk

i |zk}

=

N∑
i=1

x̂it|kµ
i
k (5.5)

(5.6)

Also, the covariance Pt|k can be given as

Pt|k = MSE(x̂t|k|zk)

=

N∑
i=1

[P it|k + (x̂it|k − x̂t|k)(x̂
i
t|k − x̂t|k)

T ]µik (5.7)

RTS smoother can be used to calculate x̂it|k and P it|k for each model. The smoothing

algorithm recursion for one step is executed as below

1. Smoothing stage:

RTS smoother will be used on each of the mode-model mi, where i = 1, ..., L with

initial condition xik+1|k+1 and P ik+1|k+1

2. Mode probability update stage:

The mode probability calculation is similar to (5.1) which is given as

µit|k =
µit+1|kL

i
t∑N

j=1 µ
j
t+1|kL

j
t

(5.8)

where Lit = N (x̂it+1|k; x̂
i
t+1|t, P

i
t+1|t)

3. Estimate fusion stage:

The smoothed of the final output are mixed from each of the jth smoother with
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corresponding mode probability

x̂t|k =
N∑
j=1

µjt|kx̂
j
t|k

Pt|k =
N∑
j=1

[P jt|k + (x̂jt|k − x̂t|k)(x̂
j
t|k − x̂t|k)

T ]µit|k

(5.9)

The smoothing regime of AMMS is shown in Figure 5.1. Three models with three

different initial estimates, denoted as dots, are smoothed on the right of the Figure by the

RTS smoother individually. Then, the smoothed estimates of each smoother, denoted

as squares, are fused by Equation (5.9). As shown in Figure 5.2, IMMS reinitialize

each of the smoother estimates before smoothing based on the smoothed estimate from

other smoother models. Therefore, AMMS is more computationally attractive than

IMMS since AMMS has omitted the reinitialization stage. This omission is due to the

fact that the Markov process has already been assumed in the filtering stage if a second

generation filter is used. Therefore, in terms of cost-effectiveness, the reconditioning step

in smoothing stage might be redundant to achieve real-time performance. The smoother

scheme by using the GBP1, which refer as GBP1S is also displayed in Figure 5.3 for

comparison. The main difference is that GBP1S use the fused estimate x̂k−1|k−1 for the

next time step. The algorithm of AMMS for time lag L is displayed in Algorithm 7.

Algorithm 7 AMMS Algorithm

1: for k=0; k<T; k++ do
2: . Forward Pass: MM Filtering
3: [P ik+1|k+1, P

i
k+1|k, x̂

i
k+1|k+1, x̂

i
k+1|k] =

4: Filter[x̂ik|k, P
i
k|k]

5: . Backward Pass: AMMS
6: if k > L then
7: for t=k-1; t>=k-L; t-- do
8: . Smoothing stage
9: [P it|k, x̂

i
t|k] =

10: RTS[x̂it+1|t, P
i
t+1|t, x̂

i
t|t, P

i
t|t]

11: . Mode probability update stage
12: Equation (5.8)

13: . Estimate fusion stage
14: Equation (5.9)
15: end for
16: end if
17: end for
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Start of Smoothing End of SmoothingEstimate

Figure 5.1: Operations of the AMMS

Start of Smoothing End of SmoothingEstimate

Figure 5.2: Operations of the IMMS

Start of Smoothing End of SmoothingEstimate

Figure 5.3: Operations of the GBP1S
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5.4 Formulation of the FMMS

Extending the idea from the AMM and the AMMS, this section derives a new method

of smoothing which is part of the contribution of the thesis. Apart from smoothing each

of the models and fusing the estimate at each step, it is possible to fuse the statistics

prior to the smoothing stage in order to remove the computational burden of smoothing

N models at each step. The MMSE estimate from the estimate fusion stage as shown in

(5.2) pre-fuses the estimate in order to remove the computational burden of smoothing

N models at each step. By looking at the RTS smoother equations in (??) to (??),

the statistics that is needed to implement the RTS smoother are x̂k|k, x̂k+1|k, Pk|k and

Pk+1|k. For x̂k|k and Pk|k, the MMSE estimate from the estimate fusion stage as shown

in (5.2) can be used. Same principle can be applied to the predicted statistics, x̂k+1|k

and Pk+1|k. By using the total probability theorem,

x̂k+1|k =

N∑
j=1

µjk|kx̂
j
k+1|k (5.10)

Pk+1|k =

N∑
j=1

µjk|k{P
j
k+1|k + [x̂jk+1|k − x̂k+1|k]

[x̂jk+1|k − x̂k+1|k]
T }

(5.11)

However, a new smoother gain needs to be derived. This is because for the usual MM

algorithm, each of the mode model Ai is used to calculate the smoother gain individually

to smooth each of the mode estimate. In order to obtain an MM smoother that has the

complexity independent to the number of models N , the smoother gain needed to be

fused before the implementation of the smoother step. The smoother gain from each

mode filter can be calculated by

Cjk = P jk|kA
j
k

T
(P jk+1|k)

−1
(5.12)

Since smoother gain is just a weight and therefore can be re-weighted based on the model

probability µjk|k. To fuse the smoother gain Cjk, total probability theorem can be used

which gives the mixed gain Φ

Φk =

N∑
j=1

µjk|kC
j
k (5.13)

Therefore, the estimates obtained from filtering can be smoothed by a simple RTS

smoother with dynamic model according to the mode probability. Due to the fact that

the estimates and predictions are mixed together prior smoothing step, the complexity
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Start of Smoothing End of SmoothingEstimate

Figure 5.4: Operations of the FMMS

of number of models L can also be taken out which leads to complexity of O(Nn3). Note

that, the calculations of (5.10) to (5.13) can be performed prior to the smoother stage.

The FMMS algorithm is shown in Algorithm 8 and the smoothing regime is shown as

Figure 5.4.

Algorithm 8 FMMS Fixed-Lag Smoother

1: for k=0; k<T; k++ do
2: . Forward Pass: MM Filtering
3: [P ik+1|k+1, P

i
k+1|k, x̂

i
k+1|k+1, x̂

i
k+1|k] =

4: Filter[x̂ik|k, P
i
k|k]

5: Equation (5.10) to (5.13)
6: . Backward Pass: FMMS
7: if k > L then
8: for t=k-1; t>=k-L; t-- do
9: [Pt|k, x̂t|k] =

10: FMMS[x̂t+1|t, Pt+1|t, x̂t|t, Pt|t]
11: end for
12: end if
13: end for

5.5 Computational Complexity Analysis

In this section, this thesis provide a detailed analysis on the computational complex-

ity of the Interactive Multiple Smoothing as well as the proposed algorithms, namely

AMMS and FMMS. Both smoother and filtering operations often involve manipulation

of matrices, and thus basic linear algebra operations such as matrix-matrix multiplica-

tion (MMM), matrix-vector multiplication (MVM), matrix inverse (MI), matrix-matrix

addition (or subtraction) (MMA), element-wise operation (EWO) and vector-vector ad-

dition (or subtraction) (VVA). These are often referred to as Basic Linear Algebra

Subroutine operations or BLAS operations [38]. For each of the algorithm, this thesis

discuss the relevant BLAS operations. In addition to this, this thesis provide the num-

ber of floating point operations (FLOPs). A floating-point operation can be either a

summation or multiplication. However, in practice, the real number of FLOP differs

between them. In here, for simplicity, any operation is counted as a single FLOP.
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5.5.1 Interactive Multiple Model Filtering and Smoothing

IMMF can be regarded as running several KF smoothers in parallel with some mixing

procedures. The number of operations of KF have already been presented in [23] and

Table 3.1 and so will not be analysed in this Chapter. In summary, a single iteration of

KF needs the following operations.

� Eight matrix-matrix multiplications;

� Three matrix-vector multiplications;

� Three matrix additions (subtractions);

� Four vector additions (subtractions);

� Three matrix transpose operations; and

� One matrix inversions.

The FLOPs of IMMF are presented in Table 5.1. Prior to the stage of filtering for each

model, there are two stages: calculation of mixing probabilities and the mixing stage. In

the calculation of the mixing probabilities stage, the total predicted model probability

c̄ with size L × 1 is calculated through MVM. When calculating mixing probabilities

µ
i|j
k−1|k−1 with size L×L, each of the element in the matrix is calculated with 1 element

wise multiplication and 1 division which leads to 2L2 FLOP. In the mixing stage, the

estimate and its covariance are mixed with the corresponding probabilities. The mixing

of estimate x̄jk−1|k−1 with size ns × L can be calculated as MMM. For the mixing of

covariance, it calculates L numbers of covariances, each of them with size ns × ns.

At first, the difference of the mixed estimate and the previous estimate are calculated

which leads to ns FLOPs. There will be L2 vector subtractions involved and so the

total FLOP will be L2ns. Then, L2 vector and vector multiplications which is counted

as (Lns)
2. Since vector transpose can be omitted with correct permutations, the FLOP

involved can be omitted. For the addition of P ik−1|k−1 and vvT , there will be L2 number

of additions of n2s FLOPs. Finally each of the covariance component will be weighted

by the probabilities which result in (Lns)
2. Then, there are L × (L − 1) number of

summations to calculate each of the model covariance. After that, the mixed estimates

and covariance are processed by the filtering stage. The total number of FLOPs of KF

is [23]

Fkf = 6ns
3 + 6nmns

2 + 4nsn
2
m + n3m + nsnm − ns (5.14)

where nm represents number of dimensions. After the filtering stage, the likelihood of

each of the model is used to update the mode probability. The normalising constant c
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involves L element wise multiplication and L − 1 summations and so 2L − 1 FLOPs.

After that, the mode probability µjk|k needs 1 multiplication and 1 division for each

element in µjk|k with total of L elements and so 2L FLOPs are needed. Finally, for

the overall estimate, there are Lns element wise multiplication and L − 1 additions of

vectors with size ns which leads to 2Lns − ns. For overall covariance, the procedure is

similar to covariance mixing. However, instead of calculating covariance for each of the

model, only one covariance is needed to calculate. Therefore, there will be L number of

operations instead of L2. As a result, the total number of FLOPs of IMMF including

the filtering stage,

Fimmf = 4(Lns)
2 + 2L2ns + 3L(ns)

2 + L(Fkf )

4L2 + 3L+ 2Lns − n2s − ns − 1
(5.15)

For IMMS, the backbone of the algorithm is RTS smoother. Similarly, the details of its

FLOPs will not be included here. In summary, it needs

� Four matrix-matrix multiplications;

� One matrix-vector multiplications;

� Two matrix additions (subtractions);

� Two vector additions (subtractions);

� One matrix transpose operations; and

� One matrix inversion.

which results in

Frts = 9n3s + ns (5.16)

The operations of IMMS is similar to IMMF but instead of filtering step, a smoothing

procedure is used. Also, a backward transition probability is needed to be calculated.

Therefore, the overall number of FLOPs including the RTS stage is

Fimms = 4(Lns)
2 + 2L2ns + 3Ln2s + LFrts

8L2 + 2L+ 2Lns − n2s − ns − 1
(5.17)
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Table 5.1: Operational Complexity of the IMMF

Operation FLOPs Type

Mixing probabilities:

c̄j =
∑L
i=1 pijµ

i
k−1|k−1 2L2 − L MVM

µ
i|j
k−1|k−1

= 1
c̄j
pijµ

i
k−1|k−1 2L2 EWO

Estimate Mixing:

x̄
0j
k−1|k−1

=
∑L
i=1 µ

i|j
k−1|k−1

x̂ik−1|k−1 2L2ns − Lns MMM

Covariance Mixing:

v = x̂ik−1|k−1 − x̄
0j
k−1|k−1

L2ns VVA

vvT (Lns)2 VVM

P ik−1|k−1 + vvT (Lns)2 MMA

µ
i|j
k−1|k−1

[P ik−1|k−1 + vvT ] (Lns)2 EWO

P
0j
k−1|k−1

= sum(P ) L(L− 1)n2
s MMA

Mode-matched filtering:

[P
j
k+1|k+1

, P
j
k+1|k, x̂

j
k+1|k+1

, x̂
j
k+1|k] = LFkf KF

KF [x̂
j
k|k, P

j
k|k]

Mode probability update:

c =
∑L
i=1 Λ

j
k
c̄j 2L− 1 EWO

µ
j
k|k = 1

c
Λ
j
k
c̄j 2L EWO

Overall Estimate:

x̂k|k =
∑L
j=1 µ

j
k|kx̂

j
k|k 2Lns − ns MVM

Overall Covariance:

v = x̂
j
k|k − x̂k|k Lns VVA

vvT Ln2
s VVM

P
j
k|k + vvT Ln2

s MMA

µ
j
k|k[P

j
k|k + vvT ] Ln2

s EWO

Pk|k = sum(P ) Ln2
s − n

2
s MMA
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Table 5.2: Operational Complexity of the IMMS

Operation FLOPs Type

Backward transition probability:

ej =
∑L
l=1 pliµ

l
t|t 2L2 − L MVM

bij = 1
ēi
pjiµ

j
t|t 2L2 EWO

Backward mixing probability:

dj =
∑L
l=1 bijµ

l
t+1|k 2L2 − L MVM

µ
i|j
t+1|k = 1

d̄j
bijµ

i
t+1|k 2L2 EWO

Estimate and Covariance Mixing:

x̂
0j
t+1|k =

∑L
i=1 µ

i|j
t+1|kx̂

i
t+1|k 2L2ns − Lns MMM

v = x̂it+1|k − x̄
0j
t+1|k L2ns VVA

vvT (Lns)2 VVM

P it+1|k + vvT (Lns)2 MMA

µ
i|j
t+1|k[P it+1|k + vvT ] (Lns)2 EWO

P
0j
t+1|k = sum(P ) L(L− 1)n2

s MMA

Mode-matched Smoothing:

[P
j
t|k, x̂

j
t|k] LFrts RTS

= RTS[x̂
j
t|t, P

j
t|t, x̂

j
t+1|t, P

j
t+1|t]

Smoothed mode probability:

µ
j
t|k = 1

f
Λ
j
t|kµ

j
t|t 2L EWO

f =
∑L
i=1 Λ

j
t|kµ

j
t|t 2L− 1 EWO

Overall Smoothed Estimate and Covariance:

x̂t|k =
∑L
j=1 µ

j
t|kx̂

j
t|k 2Lns − ns MVM

v = x̂
j
t|k − x̂t|k Lns VVA

vvT Ln2
s VVM

P
j
t|k + vvT Ln2

s MMA

µ
j
t|k[P

j
t|k + vvT ] Ln2

s EWO

Pt|k = sum(P ) Ln2
s − n

2
s MMA

5.5.2 Autonomous Multiple Model Filtering and Smoothing

In order to analyse the improvement of complexity of AMMS, the following FLOPs

count analysis is presented. The FLOPs count of AMMS is presented in Table 5.3 for

window size N . The total number of FLOPs will be

Famms = N(4Ln2s + 3Lns + 4L+ LFrts − n2s − ns − 1) (5.18)

Since AMMF is the same algorithm but with the smoothing stage instead of filtering

stage. The overall FLOPs count of the algorithms are the same as AMMS and so the

overall FLOPs for AMMF is

Fammf = 4Ln2s + 3Lns + 4L+ LFkf − n2s − ns − 1 (5.19)
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5.5.3 Fast Multiple Model Smoothing

For FMMS, the complexity burden of L model is released in the smoothing stage. There

is only one set of RTS smoother calculation needed in the smoothing stage. Also, the

mixed smoother gain Φ can be cached and so only needed to be calculated once in every

time step instead of every window step. Moreover, the mixed estimate and covariance

predictions are needed to be calculated for FMMS as in (5.10) and (5.11). The FLOPs

count of FMMS is presented in Table 5.4. Therefore, the total FLOPs for window size

N is
Ffmms = 5Ln3s + 3Ln2s + 3Lns − n2s − 2ns

+N(4n3s + 2n2s − ns)
(5.20)

5.5.4 Comparison

To compare the FLOPs count of the proposed algorithms and the conventional IMM,

the following gain metric gsu is defined.

gsu =
Fbase
Falgo

(5.21)

where Fbase represents the FLOPs of the conventional algorithm and Falgo denotes the

FLOPs of algorithm being compared. The speed-up of AMMS and FMMS over IMMS

are shown in Figure 5.5. For a window size of 4, the advantage of FMMS and AMMS

over IMMS increases linearly with the number of models. In practice, 4 − 10 models

are used in MM algorithms which can bring over 8 times and nearly 2 times speed up

comparing with IMMS when 10 models are used. As expected, FMMS has the highest

speed-up as it is computationally independent of the number of models L. To observe

the speed-up of algorithms across different window size 1− 32, the number of model is

set to four and the result is shown in Figure 5.6. The performance gain of AMMS is

restricted to 1.3× while FMMS can reach up to over 10× faster than the conventional

IMMS approach.

5.6 Simulation and Evaluation

5.6.1 Simulated Scenario

To demonstrate the efficacy of the proposed approach, 2 tracking scenarios are simulated.

Consider a scenario with single target flying over a surveillance region of for 500 time

steps. all experiments are implemented 100 times and average values are calculated. At
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Figure 5.5: Speed-up of AMMS and FMMS in comparison with IMM when N = 4
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Figure 5.6: Speed-up of AMMS and FMMS in comparison with IMM when L = 4

t equals to 100, 200 and 300, it undergoes constant turn for 50 time steps at turn rate

of 0.17, 0.03 and −0.17rad/s. It remains to be constant velocity dynamics (23.5m/s)

for the rest of the motions. A 4-model MM algorithms is used. The tracking scenario

is shown in Figure 5.7. The second scenario, as shown in Figure 5.8, has 700 time steps

and at t equals to 50, 200, 300, 400, 500 and 600, it undergoes constant turn for 50 time

steps at turn rate of −0.34, 0.17, −0.16, 0.04, 0.34 and −0.03rad/s. The simulation will

rely on a 7-model MM algorithm comprised of a constant velocity model and 6 constant

turn model with the respective known turn rate. More specifically, this thesis set the

state transition matrix A, measurement matrix H, turn rate w, state vector x, process

and measurement noise covariance matrices Q and R as follows:
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Table 5.3: Operational Complexity of the AMMS

Operation FLOPs Type

Mode-matched Smoothing:

[P
j
t|k, x̂

j
t|k] LFrts RTS

= RTS[x̂
j
t|t, P

j
t|t, x̂

j
t+1|t, P

j
t+1|t]

Mode probability:

µit|k =
µi
t+1|kL

i
l∑L

j=1
µ
j
t+1|kL

j
l

4L− 1 EWO

Overall Smoothed Estimate:

x̂t|k =
∑L
j=1 µ

j
t|kx̂

j
t|k 2Lns − ns MVM

Overall Covariance:

v = x̂
j
t|k − x̂t|k Lns VVA

vvT Ln2
s VVM

P
j
t|k + vvT Ln2

s MMA

µ
j
t|k[P

j
t|k + vvT ] Ln2

s EWO

Pt|k = sum(P ) Ln2
s − n

2
s MMA

Acv =


0

0

0

1

0

0

1

0

0

1

0

§

1

0

§

0


H =


0

1

1

0

0

0

0

0


Aturn =


0

0

0

1

0

0

1

0

sin(w§)

cos(w§)

1−cos(w§)
w

sin(w§)
w

cos(w§)

− sin(w§)

sin(w§)
w

cos(w§)−1
w



Furthermore, the initial velocities in x- and y- directions of the target are randomly

generated. At each time step, a Gaussian distributed noise N (µ, σ2) with µ = 0 and

σ = 50m with R = 502m2 is added for scenario 1 and µ = 0 and σ = 100m with

R = 1002m2 for scenario 2. For the IMM and the IMMS, the following Markov transition

matrix is defined for scenario 1 and 2.
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Table 5.4: Operational Complexity of the FMMS

Operation FLOPs Type

Mixed Prediction Estimate:

x̂k+1|k =
∑L
j=1 µ

j
k|kx̂

j
k+1|k 2Nns − ns MVM

Mixed Prediction Covariance:

v = x̂
j
k+1|k − x̂k+1|k Lns VVA

vvT L(ns)2 VVM

P
j
k+1|k + vvT L(ns)2 MMA

µ
j
k|k[P

j
k+1|k + vvT ] L(ns)2 EWO

Pk+1|k = sum(P ) (L− 1)n2
s MMA

Mixed Gain:

P
j
k|kF

j
k

T
L(2ns

3 − ns2) MMM

P
j
k+1|k

−1 ≈ Lns3 MI

C
j
k

= P
j
k|kF

j
k

T
P
j
k+1|k

−1
L(2ns

3 − ns2) MMM

Φk =
∑L
j=1 µ

j
k|kC

j
k

Lns
2 + ns(N − 1) EWO

Smoothed state:
x̂t+1|k − x̂t+1|t ns VVA

Φk(x̂t+1|k − x̂t+1|t) 2ns
2 − ns MVM

x̂t|k = x̂t|t + Φk(x̂t+1|k − x̂t+1|t) ns VVA

Smoothed covariance:

Pt+1|k − Pt+1|t ns
2 MMA

Φk(Pt+1|k − Pt+1|t) 2ns
3 − ns2 MMM

Φk(Pt+1|k − Pt+1|t)Φk
T 2ns

3 − ns2 MMM

Pt|k = Pt|t − Φk(Pt+1|k − Pt+1|t)Φk
T ns

2 MMA

-2000 -1000 0 1000 2000

0.8

0.9

1

1.1

1.2

10
4

Measurements

Ground Truth

Figure 5.7: Scenario 1 for Target Tracking
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Figure 5.8: Scenario 2 for Target Tracking
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Figure 5.9: Position Error Comparison for Tracking Scenario 1
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Figure 5.10: Velocity Error Comparison for Tracking Scenario 1
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Figure 5.11: Comparison of Mode Probability for CV for Scenario 1
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Figure 5.12: Cost effectiveness plot for Tracking Scenario 1
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Figure 5.13: Error Comparison for Tracking Scenario 2



Siu Lun Yeung 100

0 100 200 300 400 500 600 700
5

10

15

20

25
KF

IMM

AMM

I-FMMS

I-AMMS

I-IMMS

A-FMMS

A-AMMS

Figure 5.14: Velocity Error Comparison for Tracking Scenario 2
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Figure 5.15: Comparison of Mode Probability for CV for Scenario 2
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Figure 5.16: Cost effectiveness plot for Tracking Scenario 2
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where In is an identity matrix of dimension n

5.6.2 Error-to-Complexity Performance Index

In order to quantify the cost effectiveness of different algorithms, the Error-to-Complexity

performance index γ is proposed.

γ =
Nflops

Edatarmse − Ermse
(5.22)

where Ermse is the RMSE of the algorithm, whereas Edatarmse is the RMSE of the mea-

surements to ground truth and Nflops is the number of FLOPs of algorithm. γ can

be interpreted as the cost of FLOPs needed to account for the accuracy increase from

taking measurements as estimates. Therefore, the algorithm which has the lower value

of γ will be more cost-effective.

5.6.3 Analysis and Discussion

To investigate the accuracy and efficiency of the proposed algorithms, they are used to

compare with other MM algorithms on both tracking scenarios. The tracking algorithm
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comprised of filtering and smoothing stage. The relationship between different filtering

and smoothing combinations is also studied. The filtering algorithms are IMM and

AMM. For smoothing, AMMS, FMMS and IMMS are compared. If the MM algorithm

use IMM as filter and IMMS as smoothing, the algorithm will be termed as I-IMMS. If

AMM is used, it will be named as A-AMMS. Moreover, the result of KF which use CV

model is compared as well as a baseline. The algorithms: KF, AMM, IMM, I-AMMS,

I-IMMS, A-FMMS and A-AMMS, are used to perform state estimations on tracking

scenario 1 and 2. The results are plotted in Figure 5.9 to 5.16.

For tracking scenario 1, it is shown that from time step 0 to 100 in Figure 5.9, the

object is moving in constant velocity and all models have similar RMSE, however, when

the object undergoes constant turn at 0.17rad/s for 50 time steps, the KF, AMM has

a sudden increase in RMSE. A-FMMS and A-AMMS also has the same effect but due

to the use of smoother, the RMSE is lowered. While the RMSE for IMM, I-FMMS, I-

AMMS and I-IMMS remain steady which indicates the change of model do not have an

effect of the RMSE. The ones that have the IMM as filter and equipped with a smoother

have the lowest RMSE, regardless of the choice of smoother. When the time step is at

200, another turn is taken at 0.03rad/s for 50 time steps. No significant RMSE error

change is observed due to the fact that the turn rate is not too high as so a CV will be

suffice for algorithms that does not have good switching capability. When at time step

300, a turn rate of −0.17rad/s is taken and similar RMSE can be observed as in time step

100. The RMSE of AMM, KF, A-AMMS, and A-FMMS increase while IMM, I-FMMS,

I-IMMS and I-AMMS are independent to model change. The velocities estimates have

a similar pattern to position as shown in Figure 5.10. The switching efficiency of the

algorithms can be explained more through looking at the mode probability change of

CV as shown in Figure 5.11. In the beginning from time step 0 to 100, all algorithms can

identify CV as the correct model. However, at time step 100, AMM has a late switching

response and at t = 150, AMM and A-AMMS determine that the probability of CV is

close to 0 while indeed CV is the correct model, whereas IMM, I-AMMS and I-IMMS can

correctly keep up with the switching. The same happen at time step 300 at which AMM

and A-AMMS incorrectly determine the model choice. IMM, I-AMMS and I-IMMS have

the correct model switching with I-AMMS and I-IMMS perform better with the help of

smoother. Therefore, they perform better as shown in Figure 5.9 and 5.10. Moreover,

to compare the effectiveness of algorithms, the γ value of them are plotted in Figure 5.12

which shows that I-FMMS has the lowest γ value which indicates the most effective out

of the algorithms shown. The IMM is the second most cost effective, meaning although

I-IMMS perform better in estimation, the decrease in RMSE does not account for the

increase in FLOPs. Therefore, in real time tracking scenarios, users may take this into

consideration when designing tracking algorithms. However, the proposed algorithm has
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an even lower γ value than IMM which shows the decrease in RMSE brought by the

smoother does account for the increase in FLOPs.

For scenario 2, targets are more manoeuvrable and a higher noise level is simulated which

increase the difficulty of tracking. However, similar result are shown in Figures 5.13

to 5.14, with I-FMMS, I-AMMS and I-IMMS show the lowest RMSE and I-FMMS

being the most cost-effective as shown in Figure 5.16. It is interesting to note that

the Markov transition and reinitialisation step as in the IMM is not important in the

smoothing stage as justified y Figures 5.9 to 5.11 for scenario 1 and Figures 5.13 to

5.15 for scenario 2. Similar performance can be achieved, comparing to the I-IMMS,

without using the Markov transition matrix and shows that the I-AMMS and I-FMMS

has better complexity than te I-IMMS.

5.7 Conclusions

The Multiple Model (MM) estimation approach offers outstanding performance for

tracking maneuvering targets. The Interacting Multiple Model (IMM) estimator has

been regarded as the state-of-the art in the domain of multiple model tracking due to

its simplicity and accuracy. Furthermore, when a delay can be tolerated, retrodiction or

smoothing can be used in the context of tracking and often becomes part of the estima-

tion process. The Rauch-Tung-Striebel (RTS) Smoother is one of the most widely used

smoothing algorithm in the tracking community. Interacting Multiple Model (IMM)

smoother is a smoother regime that utilise RTS and IMM together. However, with a

large number of window size and number of models, such a MM tracking algorithm is dif-

ficult to achieve real-time performance. This chapter has proposed an efficient smoother

algorithm by using Autonomous Multiple Model as the backbone as well as derived a

new Fast Multiple Model smoother (FMMS) to look for a better compromise between

floating point operations and accuracy in terms of RMSE.

This chapter presented a detailed analysis on their computational complexities, showing

how these algorithms can offer a significant performance advantage over the conventional

IMM and IMMS algorithms. Among these, the FMMS offers the best computational

complexity, which release the computational burden of number of models and achieve

the unprecedented complexity of O(Nn3). Besides, it is shown that, in this study, it is

the more cost-effective over the conventional approach this chapter have compared. It

also show that these algorithms offer comparable performance in terms of accuracy in

two tracking scenarios.



Chapter 6

Conclusions

The aim of this thesis is to present novel algorithms that can improve the performance

of the tracking procedures in the aspect of filtering, smoothing and multiple model

tracking. Under this thesis scope, a collection of novel algorithms for target tracking

was developed. This chapter will thus emphasize the main results drawn from the

algorithms compared and presented in various tracking scenarios.

In Chapter 3, a novel parallelisation algorithm the RTS Smoother was developed which

brings notable performance gain along with the parallelisation in handling the number

of targets. This leads to nested parallelism and studies suggested that in order to

maximise performance gain, a careful understanding of the computing architecture as

well as the window size and the number of targets are needed. After re-formulating the

RTS smoother algorithm, it was discovered that a lot of data can be reused and so a

massive amount of FLOPs can be omitted. The simulation results show that nearly a

150-fold speed-up can be achieved by compared to the naive approach.

Apart from introducing parallelism in RTS smoother, it is also possible to omit the in-

termediate calculations and obtain the fixed-lag estimate directly in every time step. By

studying the nature of fixed-point smoother, the fixed-lag RTS Smoother has been re-

formulated in order to accommodate the caching mechanism in the algorithm. However,

after reformulation, the algorithm becomes unstable and so a thorough stability analysis

has been presented in Chapter 4. After identifying the source of the stability problem,

condition number guided-smoother is proposed to monitor the deterioration rate of the

smoother. As a result, a 50 times speedup can be achieved in runtime performance with

comparable RMSE to the conventional RTS smoother.

Apart from filtering and smoothing, when target motion is uncertain, multiple model

algorithms are used to improve tracking maneuvering targets. The first generation

104
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of MM algorithms is the most limited, since it assumes the target is in a constant

maneuver, such that the target has one (unknown) constant mode. The other two

generations have more complex concepts, even though they are not computationally

more complex. Their tracking capability is much better, since they assume the targets

can have multiple maneuvering motions. The CMM generation has little more room

for improvement, leading to the general belief in the tracking community, that the

VSMM algorithms will outperform fixed-structure MM algorithms significantly, since

they allow lower computational complexity with larger model-sets. However, the VSMM

algorithms are relatively new and need more research to be well established as a robust

alternative algorithm to CMM. Therefore, IMM remains the state-of-the-art approach

for MM algorithms. In order to seek a more cost-effective approach, a compromise

between the first and second generation MM algorithms is investigated. A Fast Multiple

Model Filter along with smoothing are introduced and presented in Chapter 5. Not

only does it possess the light weight nature of first generation algorithm, it also has

comparable accuracy comparing with IMM and IMMS. From the complexity analysis, a

10 times speedup can be achieved.

The advantage of the suggested algorithms are having the computational edge. How-

ever, the algorithms become more complex and more difficult to implement than the

conventional RTS. For example, the programming of parallel RTS algorithm mentioned

in Chapter 3 needs to consider threads spawning and synchronization which needs more

time to tune and more complicated to code. Moreover, parallel computing might leads to

different result due to truncation and calculation approximations. The FRTS and FMMS

algorithms suggested in Chapter 4 and 5 also suffer similar problem. It is a trade-off

between accuracy and complexity. Although 50 times speed-up can be achieved, certain

amount of accuracy is loss during the process. The amount of loss is controlled by the

users and user can find a optimal point between accuracy and speed.

6.1 Future Work

The additional research that can be realized in this area is vast. There are several

additional topics to extend this thesis work, they are: i) Non-linear tracking algorithms,

ii) alternative algorithms and iii) measurement origin uncertainty algorithm.

All algorithms presented in the thesis are applied to linear Kalman filtering. However,

there are other filters in the tracking community such as the extended Kalman filter,

particle filtering and PHD filtering that use the same principles as the linear Kalman

filter. Moreover, since these filters need to handle more complicated problems in non-

linear scenarios, they tend to have higher complexity and are more computationally
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intensive. The proposed techniques can possibly be transferred to these filtering and

smoothing algorithms to improve the existing methods.

In Chapter 3, the proposed parallelized retrodiction algorithm can be further improved

by considering thread spawning times and can be fully customized when number of

window size is fixed before deploying the use fo the algorithm. Since thread spawning can

be a small bottleneck for parallel algorithm, threads can be pre-allocated to designated

operations to achieve better performance. For the proposed algorithm FRTS, the trade-

off between accuracy and complexity solely replies on the accuracy renewal step. The

complexity benefit of the FRTS would be minimised if the renewal step is needed to be

used too frequently when high accuracy is required. Therefore, more work can be done

on this area to further improve the accuracy of the proposed algorithm FRTS and so it

can run more smoothly without monitoring the deterioration of the algorithm. In terms

of the MM approach, there can be two directions to exploit in order to achieve better

accuracy for tracking manoeuvring targets in real-time. The first one is to design a better

set of models to better capture different possibility of target movement and incorporating

them into the MM algorithms. The other approach is to develop and design better

algorithms which this thesis is proposing. However, the proposed method does not

show any improvement in tracking accuracy but only in complexity. On this note, more

research can be carried out to develop novel methods for achieving higher accuracy while

maintaining complexity independent to number of models used and smoothing window

size.

Also, measurement origin uncertainty algorithm has not been considered on in this

thesis. However, it is a very important stage in tracking which can impact the tracking

performance. The process of filtering and smoothing can help these algorithms to obtain

more accurate results and so false detections can be reduced.
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