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ABSTRACT

Economic decisions are continuously made throughout daily life and involve
subjective value (SV) assignment and subsequent selection of the option with the
highest SV amongst competing alternatives. The precise temporal characteristics of
early value computation are unknown, and, to date, no research has examined the
neural dynamics of subjective valuation in naturalistic environments, which have
different perceptual and motivational characteristics which could alter SV. The current
thesis examined the spatiotemporal neural dynamics underpinning subjective
valuation of products in naturalistic settings using mobile electroencephalography

(EEG) and eye-tracking.

Eye-movement related potentials (EMRPS) underpinning SV of products were
examined in a product gallery for 2-D images, and a custom-built mock shop for real
3-D products. Stimulus onset corresponded to the first instance of the gaze touching
an object. Products were viewed and rated whilst mobile electroencephalography and
eye-tracking recordings were taken. Willingness to pay (WTP) values were used as a
measure of SV and were elicited using a Becker-DeGroot-Marschak (BDM) auction
following the mobile EEG task. ICA was used to reduce contamination of eye-
movement artefacts. Source dipole modelling was used to estimate cortical generators

of EMRP components.

Results from three experimental chapters suggest early encoding of unique
bands of SVs for 2-D and 3-D products in multiple distinct cortical clusters. Low- and
high-value products were discriminated binarily in early latencies of EMRPs, with

facilitated encoding of low-value items. Intermediate-value items were discriminated

Vil



in later components of EMRPs, both within parietal/occipital cortex. Linear encoding

of SV was observed for 3-D products.

The current thesis demonstrates, using novel methodologies and mobile EEG
and eye-tracking recordings in realistic settings, that early SVs assigned to 2-D and 3-
D products are computed on a coarse grid, within multiple distinct components of
EMRPS within parietal/occipital cortex, with facilitated binary representations of low-

and high-value products and later encoding of intermediate-value products.




1.

GENERAL INTRODUCTION




1.1. Overview

Value-based decisions are a natural part of everyday life and subjective values (SVs)
are continuously assigned, either consciously or unconsciously (Rangel et al., 2008).
Value-based decisions involving the assignment of SVs to competing alternative
options can range from the relatively trivial to the highly consequential and life-
changing, with a whole spectrum of decisions in between (Clark et al., 2012; Rangel
et al., 2008). Effective value-based decision making is essential for surviving and
thriving in the world, and maladaptive patterns of salience attribution and value-based
decision making can lead to issues of substance abuse (Galandra et al., 2018),
hoarding, obsessive-compulsive disorder (Pushkarskaya et al., 2017) and pathological

gambling (Kréaplin et al., 2014) among other issues.

It is an important research agenda to understand how a decision maker
processes and assigns SVs to competing alternatives (Rangel et al., 2008), how SVs
are compared, how a decision is reached based on these comparisons (Brosch &
Sander, 2013), and how the consequences of these decisions are evaluated and inform
future choices (Rangel et al., 2008). The recently-emerged field of neuroeconomics
combines disparate fields of neuroscience, psychology, economics and computer
science to integrate theory and practice to determine the neurobiological
underpinnings of value-based decisions (Camerer et al., 2004; Fehr & Rangel, 2011).
The field of neuroeconomics has led to the comprehensive mapping of the neural
substrates of the brain valuation system (BVS) (Rangel et al., 2008). However, as
functional magnetic resonance imaging (fMRI) has been the dominant neuroeconomic
technique for examining value-based decisions, questions of whether value-based

decisions are processed within the same or distinct brain regions, and their time-




course, remain unanswered due to the method’s limited temporal resolution.
Therefore, some aspects of the BVS remain largely unknown, and investigation of the
spatio-temporal dynamics of the BVS is essential to gain a more holistic insight into
the ways in which the brain processes SV. Traditional laboratory-based neuroimaging
experiments have also been criticised for their lack of ecological validity, preventing

them from being generalised to real-world settings (Andrade, 2018).

Mobile brain/body imaging (MoBI) has emerged over the last decade to
investigate embodied cognitive processes in their natural context (Parada, 2018),
overcoming the limitations of previous research methodologies. Mobile neuroimaging
has revolutionised the investigation of cognition by affording the opportunity to
compare natural contextualised neural processing with findings generated in more
restrictive laboratory-based studies to verify their generalisability (Ladouce et al.,
2017). The MoBI approach can provide new insights into the neural dynamics
underlying value-based decision making by allowing for examination of value-based
processing in naturalistic contexts during free viewing. Examination of natural
behaviours is essential as brain states differ during movement (Ladouce et al., 2017),
information can be processed in the periphery of the visual field (Dias et al., 2013),
and immediate availability of products can alter motivated behaviours (Jedras et al.,
2019; Jones et al., 2012). However, to investigate value-based decisions using MoBI,
methodological issues related to the recording and extracting of mobile EEG data need
to be addressed, including the precise synchronisation of EEG and eye-tracking data
streams and the minimisation and effective removal of movement-related artefacts.
Therefore, the aim of the current thesis is to determine the spatio-temporal dynamics

of value-based decisions for products in freely behaving participants in natural




environments, whilst ensuring high-quality of recording by effective reduction of

artefactual noise.

1.2. Purchasing decisions and consumer theory

1.2.1. Rational choice and utility maximisation

Buying decision making incorporates a series of stages which precede product
purchase. Dewey (1910) described the five stages of buyer decision making as
problem/need recognition, informative search, evaluation of options, purchase
decision and post-purchase behaviour (Bruner & Pomazal, 1988). These stages are
considered to be the central pillar of popular consumer behaviour model, and
demonstrate that the purchase decision is a process of cost-benefit analysis which
directs a customer from the initial identification of their needs to purchase behaviours,
motivated by a desire to achieve homeostasis between the actual and desired state
(Bruner & Pomazal, 1988). Consumer theory is a branch of microeconomics which
examines how people make financial decisions considering their resources,
preferences, the products available and their respective prices (Bondarenko, 2020;
Hess et al., 2018). Consumer theory is built around the concept of utility maximisation
and assumes that customers are inherently rational and make calculated purchase

decisions (Bondarenko, 2020; Hess et al., 2018).

Pioneering the study of economic decision-making and purchase decisions in
the 17" century, Smith (1759) proposed the invisible hand theory in his book ‘The
Theory of Moral Sentiments’. Smith suggested that acting in one’s own self-interest,
including its individual and social context, is one of the key principles governing
rational individual economic decisions which drive a free market economy. Smith also

argued that such self-interested behaviour actually maximises the interests of society




as a whole and thus, is morally justified (Smith (1759) as cited in Bishop, (1995)).
Smith is considered the founder of Rational Choice Theory, which proposes that
individuals are fundamentally rational and are focused on expected utility
maximisation; obtaining the best reward at the lowest price to satisfy motivation

ranging from selfishness to altruism (Elster, 2001).

Utility maximisation can be modelled by the Marshallian demand function
which illustrates rational customer decision-making (Marshall, 1890). The
Marshallian model makes purchase predictions in the context of price and income and
assumes that customers are able to provide a perfect solution to the utility
maximisation problem by spending money whilst maximising utility (Marshall, 1890).
The Marshallian demand curve demonstrates the relationship between price and
demand under the assumptions that the prices of alternative products and consumers
income are constant. However, critics of the Marshallian model point out that the
model does not define what is in customer’s best interest, which is likely subjective,
and offers logical norms for purely rational buyers. The normative stance may likely
be appropriate for the purchase of the most expensive goods, such as a car, but may
not be applicable to essential items such as which brand of tissues to purchase (Kotler,
1965). Additionally, human decision making can be inconsistent and irrational and the
desire to purchase can be motivated by many different factors, both within and beyond
conscious awareness, not just driven by the pursuit to maximise utility (Fine, 2008).
For example, consumers might be less likely to purchase a previously favoured
product when it is on offer, as they might perceive a price reduction as a reduction in
product quality or in their social status (Kotler, 1965). Ultimately, the Marshallian

model is unable to explain how product preferences are formed, highlighting the




importance of investigating the decision-making process outside of the bounds of pure

rationality.

1.2.2. Alternative models of consumer decision making; Pavlovian,

Psychoanalytic, Veblenian and Maslow’s theory of motivation

Psychological models and methods can be used to understand preference formation
and decision irrationality, which is not considered in purely economic models of
decision making. The Pavlovian model of decision making, named after the Russian
physiologist lvan Pavlov, offers a limited yet important insight into purchasing
behaviour, indicating that purchasing is a form of learned behaviour which can be
developed through repetitive actions and learned relationships between stimuli (Clark
et al., 2012; Kotler, 1965). According to the Pavlovian model, conditioned stimuli
trigger previously acquired behavioural responses which are capable of reinforcing
novel behaviour acquisition, and can produce behaviours that act against optimal
outcomes which would maximise utility (Clark et al., 2012). The Pavlovian model
utilises four concepts to explain purchase decisions; drives, cues, responses and
reinforcement (Dollard & Miller, 1950; Kotler, 1965). Drives refer to primary
physiological or learned social internal motives which motivate purchase (e.g.
acquisitiveness or fear). Cues and their intensity (e.g. promotions, discounts) are
environmental or internal stimuli which can trigger buying behaviour. A response is a
buyer’s action which is activated by a combination of cues which may lead to
purchase. Reinforcement learning means that purchase behaviours which were
rewarding are more likely to be repeated (e.g. brand preference) (Dollard & Miller,

1950; Kotler, 1965). However, the Pavlovian model does not offer insight into




perception or unconscious processes associated with purchasing decisions (Kotler,

1965).

The psychoanalytical approach to consumer behaviour and purchase decision
originates in work of psychoanalyst and neurologist Sigmund Freud (Cluley, 2008).
The psychoanalytical account suggests that many of the consumer decisions are
motivated by drives and environmental conditions in response to symbolic concerns
(e.g. feelings, attitudes), which can operate outside of awareness, indicating that
customers may become receptive to a message even before experiencing it (Cialdini,
2016). Freud’s nephew, Edward Bernays, pioneered the use of psychoanalytic tactics
in sales and public relations (Bernays, 1928; Tye, 1998). Bernays realised that it was
possible to manipulate the irrational forces that drive human behaviour to influence
purchasing behaviours (Bernays, 1928). For example, during the Lucky Strike
cigarette campaign, he convinced women to smoke despite the societal taboo by
promoting the symbolism of female smoking as a challenge to male power and female
independence, referring to them as ‘torches of freedom’ at a publicised parade in
which female suffragettes smoked (Amos & Haglund, 2000). Bernays simultaneously
tapped into the emerging stereotype that women should be ‘slim’ using the slogan
‘reach for Lucky, instead of a sweet’ (Amos & Haglund, 2000). Ultimately, Bernays
used symbols to appeal to unconscious desires, suggesting that the product is able to
fulfil them, and these tactics are still embedded within marketing, advertising,

branding and public relations today (Cluley, 2008).

The Veblenian (Veblen, 1899) model of consumer behaviour emphasises the
role of society and culture in shaping purchasing decisions (Hodgson, 2004,
Rutherford, 2011). According to the Veblenian perspective, psychological habits,

social institutions and anthropological and economic factors, such as income, all




contribute to purchasing behaviour. Veblen argued that predatory and competitive
habits led to the stratification of society into lower- and upper- socioeconomic classes,
in which high-status members are involved in unproductive occupations and low-
status individuals are economically productive. Consequently, the consumer’s social
and cultural background plays an important role in purchase decisions, as consumers
purchase goods to emulate the higher-class which arguably uses the best and the most
desirable goods available. Therefore, the conspicuous consumer does not purchase
goods to satisfy physical needs but, rather, to provide social satisfaction, prestige and
the maintenance of social class (Almeida, 2016; Kotler, 1965). Maslow’s Theory of
Motivation (Maslow et al., 1970; Maslow & Murphy, 1954) divides human needs into
one of five hierarchical categories; physiological (e.g. food), security (e.g. safety),
social (e.g. belongingness) Ego (e.g. success) and self-actualisation (e.g. self-
fulfilment). According to the theory, individuals will first satisfy basic physiological
needs, but once fulfilled, people then move up the hierarchy and are driven to satisfy
the next need. The theory of motivation has been used to understand consumer
behaviour by mapping each aspect of product marketing onto the hierarchy of human
needs and relating this to purchasing decisions. For example, products that satisfy
basic physiological needs are abundant and cheap, whereas products that map onto
self-actualisation at the top of the hierarchy are more scarce, reflecting product supply
and demand. WTP and product prices should also be reflected by the hierarchy, with
consumers willing to pay more for products at the highest level of the hierarchy. Yalch
& Brunel, (1996) applied the needs hierarchy in consumer evaluation of product
designs and found that consumers were 30% more likely to pay more for an
aesthetically pleasing shaver and 22% more likely to pay more for an aesthetically

pleasing toothbrush compared to basic equivalent items, reflecting the higher value of




items which are able to satisfy self-actualisation needs. More recently, Cui et al. (2021)
showed that purchase of electric vehicles in China was significantly predicted by
environmental concern then price, experience, social influence and finally self-esteem,

reflecting Maslow’s hierarchy of needs.

Contrary to the assumptions of early rational choice theories, the Pavlovian,
Freudian model, the Veblenian model and Maslow’s Needs Hierarchy highlight the
complexity of the purchasing decisions and the multitude of factors that can influence
consumer behaviour. Internal influences on consumer behaviour include perception,
motivation, personality, learning, attitudes and needs, emotions and physiological
states (Hawkins & Mothersbaugh, 2010; Vainikka, 2015). External factors include
social (Akar et al., 2015; Kaotler, 1965), cultural (and subcultural) (Nayeem, 2012)
influences, the influence of family (Kaur & Singh, 2019), demographic (Martins et al.,
2011) and socioeconomic factors (Kamakura & Mazzon, 2013). Situational factors
include the amount of resources available in terms of money (as well as the economic
situation) (Unger et al., 2014), time (Hornik & Zakay, 1996), mood, the presence of
others, (Zhuang et al., 2006), price expectations (Puto, 1987), brand loyalty (Khan et
al., 2014; Philiastides & Ratcliff, 2013), own product expertise or the presence of an
expert (Cordell, 1997; Klucharev et al., 2008), previous experience (Gustafson et al.,
2016) and any competing demands which could dominate attention. Many of these
factors are subject to fluctuations according to the environment and can increase or
decrease susceptibility to particular marketing strategies which can influence
purchasing behaviours. Such strategies include packaging (size, shape, colour,
information) (Silayoi & Speece, 2004), elicitation of emotion (Kemp et al., 2012),
creating urgency (Childs & Jin, 2020), and shopping environment (Michon et al.,

2005). Given the complexity of purchasing decisions, the current thesis will focus




specifically on economic aspects of product purchasing decisions; specifically, on

early economic value-based decisions for products in naturalistic environments.

1.3.  Economic theory of value-based decisions

1.3.1. Expected utility theory

Most psychological, economic and neuroscientific research has investigated value-
based decision making and purchasing decisions based on concepts outlined in
expected utility theory (EUT) and later, prospect theory (PT). EUT (Bernoulli, 1738)
Is the dominant normative rational choice model of economic decisions and is used to
describe decision making under conditions of risk and uncertainty (Savage, 1954; Von
Neumann & Morgenstern, 1944). According to EUT, decision agents will consider the
respective value of each alternative outcome, otherwise known as their utility, predict
the probability of each outcome occurring, combine each options utility with their
respective likelihoods into a single expected utility and select the option with the
highest expected utility (Mongin, 1998; Moscati, 2016). EUT outlines four axioms for
the rational decision maker; completeness, transitivity, independence and continuity.
According to the completeness axiom, the decision maker has well defined preferences
and can always decide between two alternatives. Transitivity refers to the consistency
of decisions between the same two alternatives on different occasions. Independence
is the assumption that when an irrelevant third alternative is presented, the two relevant
decisions will maintain their order of preference. Finally, the continuity axiom is the
assumption that preferences are continuous and linear, and therefore, there are no
jumps in preferences (von Neumann & Morgenstern, 1944). While EUT has been
incredibly influential in economics, it has come under criticism for failing to explain

certain behaviours, particularly when participants did not behave in a rational and




consistent way (e.g. the endowment effect, when participants value a possessed item
more highly than it is worth). In these cases, most of EUTs axioms were violated and
failed to explain outcome interpretation (Tversky, 1975). Being a normative model,
EUT does not capture many aspects of natural human decision-making as it does not
consider the decision makers subjective preferences, wants or needs (Bossaerts &
Murawski, 2015), nor include intuitive or emotional responses, context or framing (De

Martino et al., 2006).

1.3.2. Prospect theory

In order to make sense of decisions when the axioms of EUT were violated, such as
under conditions of risk, Kahneman et al., (1979) developed PT. PT proposes that the
decision maker evaluates the value of different decision prospects, and the prospect
with the highest SV is subsequently chosen (Kahneman et al., 1979). Importantly, PT
assumes that outcomes are evaluated as relative gains or losses to a subjective
reference point, rather than objective states of wealth as considered by utility theory.
PT describes maximisation of utility according to this reference point, and also

incorporates how cognitive biases and heuristics can influence choices.

According to (Tversky & Kahneman 1974), when faced with conditions of
uncertainty, decision makers often rely on heuristics, biases and intuition and attempt
to match information with a stored representation. Tversky and Kahneman (1981)
demonstrated that, although risky prospects are evaluated based on their potential
outcomes and their relative probabilities, the same prospect can be framed differently
and this will influence decisions. For example, if options are framed as possible gains
(compared to a reference state of gaining nothing), preferences tend to favour risk

aversion, whereas if options are framed as potential losses with a reference state in




which nothing is lost, people tend to show risk seeking preference (Tversky &

Kahneman, 1981).

In line with PT, the SV of an item is a concave function of the size of a gain,
and the same applies to losses. When the value function for gains and losses are
compared side by side, an S-shaped function illustrates the value function, which is
concave for gains and convex for losses, and considerably steeper for losses compared
to gains (Kahneman & Tversky, 1984), relative to a neutral reference point
(Kahneman, 2011). Tversky and Kahneman (1974) refer to this as loss aversion,
whereby the loss of monetary resources is evaluated more negatively than a gain of
the same amount is considered attractive, or in other words, the response to losses is
stronger than the response to corresponding gains (Kahneman, 2011). Therefore, the
amount of money available to win must be greater than the amount that could be lost
in order for a gamble to be accepted. PT is able to account for individual variations in
risk seeking or risk aversive attitudes by explaining how cognitive biases and framing

can influence choices.
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Figure 1. Hypothetic value function for gains and losses. Adapted from Tversky and
Kahneman (1981).




Moreover, Kahneman and Tversky (1984) show that people tend to
underweight moderate and high probabilities relative to a sure thing, contributing to
risk aversion. However, for losses, people tend to overweight low probabilities which
enhances the value of long shots in gambles in the case of severe loss, contributing to
risk seeking. Ultimately, people tend to be risk seeking in the context of unlikely gains
and risk averse in the context of unlikely loss. Loss aversion is considered to be a
manifestation of negativity bias, as the motivation to avoid negative outcomes is much
greater than to obtain positive outcomes (Kahneman, 2011). Additionally, Kahneman
(1990; 1991) used features of the valuation function to explain the endowment effect,
which is the reluctancy to part with a good that one owns for the same price that they
are willing to pay for the same good. Rather, the value of a good increases when one

owns the good, and more money is required to part with the good.

1.4. Neuroeconomics and the neural basis of economic value-based

decisions

The discipline of neuroeconomics was formed in the 1990s to provide an
encompassing perspective on the neurobiological mechanisms of decision making by
utilising knowledge, theory and practice derived from the diverse fields of economics,
psychology, neuroscience and computer science (Camerer et al., 2004). The
neuroeconomic approach aims to answer the questions of how does the brain make
different types of decisions, what are the brain structures underlying these processes,
and how does this relate to real-world decision-making contexts (Fehr & Rangel,

2011).

The question of how humans make decisions has long evaded understanding

(Sanfey et al., 2006). The multi-disciplinary field of neuroeconomics was an attempt




to bring together the best theories and techniques from economics, psychology,
neuroscience and computer science in an attempt to bridge the knowledge gap, to make
better predictions and to ultimately determine the neurobiological mechanisms that
underpin value-based decisions once and for all (Camerer et al., 2004). Since its
conception, the neuroeconomic approach to decision making has led to an exponential
increase in research publications and, consequently, a whole host of new insights
regarding the neural dynamics of value-based decision making and avenues for further

exploration (Glimcher & Fehr, 2013).

Primarily, neuroeconomic studies have endeavoured to comprehensively map
out the neural structures of the BVS. Aiding empirical investigation, Rangel et al.
(2008) devised a neuroeconomic framework describing the distinct stages of the neural
valuation process, including; representation, valuation, action selection and outcome
evaluation. Representation and valuation are subjected to internal and external
demands, such as hunger or available resources, and outcome evaluation is fed back
to inform future decisions about similar stimuli (Rangel et al., 2008). The discrete
neural stages outlined by the model have been used to examine specific aspects of the
brain valuation process (Chib et al., 2009; Kurniawan et al., 2013; Lin & Vartanian,
2017). According to Rangel et al. (2008), there are three value subsystems operating
within the BV'S which can operate independently or concurrently, and each subsystem
has its unique brain activation patterns. These include the Pavlovian, habitual and
goal-directed subsystems. The Pavlovian subsystem is activated during stimulus-
response valuations for natural stimuli; mapping on to approach-avoidance behaviours
(Wright et al., 2013). Consequently, the Pavlovian system includes a neural circuit of
brain areas associated with emotion and reward, including the basolateral amygdala,

the ventral striatum and the orbitofrontal cortex (Cardinal et al., 2002; Holland &




Gallagher, 2004). The habitual subsystem is responsible for valuation resulting from
learned associations which are accumulated through repetition and includes brain
structures such as the dorsolateral striatum and the thalamus (Ashby et al., 2010;
Rangel et al., 2008). Lastly, the goal-directed subsystem is responsible for top-down
outcome-based valuation and operates during novel situations, predicting and
evaluating outcomes. The suggestion of discrete brain areas for the processing of
different value-based decisions is supported by research which shows activation of
unique voxels for discrete categories of stimuli (Bulthé et al., 2014; Diana et al., 2008;
Haxby et al., 2001; Haxby et al., 2000; Howard et al., 2009; Kragel & LaBar, 2016).
The Rangel et al. (2008) framework has been extensively used to investigate the BVS

by examining neural correlates at each of the decision stages.

As an alternative to the proposal of discrete value systems within the brain set
out by Rangel et al. (2008), the common neural currency hypothesis holds that all
value-based decisions are computed within the same neural valuation system, which
is domain general and generic, and SVs are assigned persistently and automatically to
stimuli in the environment (Bartra et al., 2013; Levy & Glimcher, 2011; Westbrook et
al., 2019). In line with the common neural currency hypothesis, SV computation
involves comparison of costs and benefits across different domains for multiple
competing alternatives on a common scale, which are then ranked to form a decision,
and the BVS must account for this cross-domain comparison (Bartra et al., 2013;
Westbrook et al., 2019). Support for the common neural currency hypothesis comes
from research which shows activation of the BVS regardless of whether a valuation is
explicitly needed, demonstrating the automaticity of the BVS (Lebreton et al., 2009;

Tyson-Carr et al., 2018).




Kahneman (2011) proposed that there are two neural systems which govern
consumer thought and decisions; System 1 and System 2, which are individually
responsible for automatic and more conscious decisions, respectively. According to
Kahneman (2011), System 1 is a ‘quick thinking’ system which is intuitive and relies
on ‘gut response’. It is automatic and fast and requires little or no effort, has a high
processing capacity, relies on biases, heuristics, habits and associative memory
processes and is often emotionally charged (Kahneman, 2003). Importantly,
Kahneman suggests that System 1 is in perpetual operation unless the individual’s
attention is focussed elsewhere. System 1 can produce emotional reactions and
physical behaviours in response to stimuli which replicate previous reactions to similar
events, such as reacting with aversion to the word vomit, due to the fact that cognition
is embodied. Conversely, System 2, the ‘slow thinking’ system, is conscious and
controlled and relies on cognitive effort, deductive reasoning and conscious attention.
Consequently, System 2 operates more infrequently and has a limited capacity, so it is
deployed when System 1 is unable to provide an answer, and monitors the progress of
System 1, exercising impulse control over System 1 when necessary. Kahneman
(2011) argues that System 1 is innate and exists within most animal species, whereas
System 2 is specific to humans. There can also be crossover between the two systems,
for instance, System 1 creates impressions, intentions and feelings which can be
endorsed by System 2 and turned into beliefs, making it more likely that System 2 will
accept the impressions of System 1 in the future. Kahneman (2011) argues that in
familiar situations, System 1 predictions are usually accurate and appropriate. System
1 and System 2 exist to maximise performance speed and accuracy, whilst exerting
the minimum amount of effort. From an evolutionary perspective, System 1 provides

continuous assessment of the environment to promote survival, therefore, it is




associated with approach and avoidance and detecting threats and opportunities, which

has been adapted to issues in the modern world.

In decision making, heuristics and biases are cognitive shortcuts based on
stored examples which reduce cognitive load and facilitate fast responses to similar
events, however, they deviate from rational judgement and can be flawed (Ehrlinger
et al., 2016). Different heuristics and biases can influence decision making in both
System 1 and 2. One such heuristic is the law of small numbers, i.e. the tendency to
believe that a sample is highly representative of the population and that the law of
large num