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**Abstract**: An efficient model-updating method based on Bayesian power spectrum sensitivity analysis is proposed to update the uncertain parameters of assembled structures. The dynamic equations of bolted assembled structures are derived using the substructure component model synthesis technique. The posterior probability density function of uncertain parameters of bolted joints is established by the Bayesian method, where the negative logarithmic likelihood function is taken as the objective function to be optimized. To improve the efficiency of the stochastic model-updating process, the pseudo-excitation method is introduced to derive analytically the expressions of the gradient vector and the Hessian matrix for the optimization. The proposed method is evaluated in the stochastic model updating of an assembled structure consisting of three beams. Then it is applied to model-updating of the simplified model of a rocket. The numerical results demonstrate that this approach can significantly reduce the computational cost and ensure computational accuracy.

**Keyword**：Stochastic model updating; Bayesian inference; Pseudo excitation method; Substructuring; Bolted assembly.

**1. Introduction**

Bolted structures, with the ease in assembly and disassembly, are one kind of typical joint structures. Their static analysis is now quite mature since complete theoretical models and numerical techniques have been developed. Compared with static analysis, dynamic analysis of bolted joint structures remains an open challenge since complex microscopic features exist at the interface of the connections. An efficient stochastic model updating and uncertainty quantification techniques are being developed to accurately predict the dynamic responses of bolted assembly structures (Brake 2018).

In recent years, there is widespread attention on stochastic model updating techniques (Rui, Ouyang, and Wang 2013; Abu Husain, Haddad Khodaparast, and Ouyang 2012; Huang and Chen 2019), especially those based on Bayesian methods, which have been applied to various fields such as modal parameter identification and damage assessment. Bayesian method for model updating can characterize the uncertainty associated with the underlying structure, quantify the uncertainty in parameter updating and provide a probabilistic model with robustness and rigour. Katafygiotis and Yuen proposed a Bayesian fast Fourier transform approach (Yuen and Katafygiotis 2003), a Bayesian power spectral approach (Katafygiotis and Yuen 2001), and a Bayesian time-domain approach (Yuen and Katafygiotis 2001). The above approaches present a general framework for Bayesian model updating methods. However, they have two main drawbacks that limit their applications in practice. On the one hand, the inverse of an ill-conditioned covariance matrix is involved, which makes the optimization process hard to converge. On the other hand, the scale of the resultant optimization problem explodes exponentially as the number of parameters increases. Focusing on the above computational issues, many improvements have been made. Au (2011) analyzed the mathematical characteristics of the objective function and proposed a frequency-domain fast Fourier transformation (FFT) Bayesian identification method, which led to the efficient computation, as the covariance matrix was computed analytically without resorting to a finite difference scheme. Yan and Katafygiotis (2015a) proposed a two-stage fast Bayesian spectral density method that extracts modal properties from separated and closely spaced modes. The method facilitates the convergence process by reducing the dimension of uncertain parameters. In the article (Yan and Katafygiotis 2015b) they further obtained a group of local mode shapes from full-scale operational modal tests with the different sensor setups, then the global mode shapes were formed by assembling above local mode shapes using a Bayesian statistical framework. The analytical gradient vector was derived by Yan and Katafygiotis (2015a, 2015b) to accelerate the convergence process.

In a Bayesian model updating, the uncertainty quantification of stochastic parameters is usually evaluated by the Laplace asymptotic approximation method or the Markov chain Monte Carlo (MCMC) sampling method (Beck and Katafygiotis 1998; Beck 2010; Solonen and Haario 2012). Beck and Katafygiotis (1998) pointed out that the posteriori probability density function (PDF) of the parameters can be approximated as a Gaussian distribution centred at most probable value (MPV) when sufficient data were available. Then, the covariance matrix could be approximated by the inverse of the Hessian matrix of the Bayesian objective function. However, when the parameters are of high dimensionality or a small amount of data is available, such an approximation is inappropriate. Along with the emergence of efficient random sampling methods such as MCMC, methods based on random sampling become popular. Based on the Metropolis-Hastings algorithm and a concept similar to simulated annealing, Beck and Au (2002) proposed an adaptive MCMC method, and Ching and Chen (2007) proposed the Transition MCMC method. Of course, there are some parametric reduced-order methods to deal with the sampling problem from high-dimensional parametric space. Bui-Thanh, Willcox, and Ghattas (2008) introduced greedy algorithm and proposed a model-constrained adaptive sampling methodology. This method solved the optimization problem with a gradient method , which is more efficient than an exhaustive search.

Most Bayesian methods are applied to the stochastic model updating problems of civil engineering structures (Zhu and Au 2018; Yan and Katafygiotis 2016). The model updating problem can be seen as an optimization problem where a finite element analysis (FEA) is required in each iteration. For assembled structures, the number of degrees-of-freedom (DOFs) of the finite element model is usually large, leading to high computational burden of FEA in each iteration. Additionally, the presence of numerous bolted joints results in a high-dimensional space of the optimization variables. The above two issues make the stochastic model updating process for assembled structures extremely time-consuming. To address the first issue, substructuring techniques can be used to improve the computational efficiency in FEA. For the second issue, the analytical gradient vector and Hessian matrix are derived to speed up the optimization process.

Substructuring is a general method for reducing the number of DOFs of complex structures in the FEA. As one of the typical methods, component model synthesis(CMS), which is based on modal parameters (Ingole and Chatterjee 2017) has been widely applied in various engineering structures (Battiato and Firrone 2020; Yuan *et al.* 2019). Although a CMS may produce modal truncation errors in the modal analysis of substructures, it can obtain more accurate FEA results when combined with model updating techniques. Papadimitriou and Papadioti (2013) combined the CMS and Bayesian inference in finite element model updating, Its effectiveness and efficiency were demonstrated in damage identification of a highway bridge. Fei *et al*. (2021) proposed a parametric modeling-based model updating strategy that considered uncorrelated and correlated modes as well as test data and applied it to update the model of an advanced turbofan engine stator casing.

In this article, along with the substructure technique, a Bayesian method based on the measured power spectrum density (PSD) information is also integrated to implement model updating of the assembly structure. The pseudo-excitation method (PEM) (Lin, Zhao, and Zhang 2001), which is a fast complete quadratic combination method, is used for stochastic dynamics analysis. It possesses high efficiency and accuracy than a traditional random vibration method in calculating the PSD response, which makes it an appealing method for analyzing complex structures (Zhang *et al*. 2009). Another notable advantage of the PEM is that the first and second order sensitivities of the PSD to the uncertain joint parameters can be analytically derived, making it possible to provide the gradient and the Hessian matrix for the resultant optimization problem. Such a sensitivity analysis can significantly improve the efficiency of the optimization process.

In conclusion, the uncertainty of the bolted joints is an intrinsic attribute, which mainly comes from the uncertain bolt preload, contact surface roughness, etc. There has been much research on the analysis of forward problems considering uncertain parameters of joints (*e.g.*, random matrices (Batou and Nabarrete 2018), random parameter models (Mignolet, Song, and Wang 2015)). However, there are few published works on the identification of stochastic parameters of the bolted joints. In this article, based on the Bayesian probabilistic framework, CMS and PEM, a Bayesian analytic sensitivity method is proposed, which overcomes the computational bottleneck problem in practical applications of Bayesian methods, and provides a solution for quantifying the uncertainty of the bolted joints.

The main sections of this article are organized as follows: in Section 2, a reduced-order dynamic equation of assembled structures is derived using the CMS. The PEM is used to solve the PSD response, the sensitivity of the pseudo displacement and PSD regarding uncertain joint parameters can be obtained. In Section 3, the posterior PDF of the uncertain joint parameters is established using the probabilistic characteristics of the PSD response and Bayesian inference. The negative log-likelihood function is taken as the objective function to determine the MPV. The gradient and the Hessian matrix of the objective function are derived using the sensitivity information calculated in Section 2. And the covariance matrix of uncertainty parameters is calculated by the inverse of the Hessian of the objective function at the MPV. Two numerical examples are given in Section 4 to validate the performance of the developed method. Finally, Section 5 concludes the article.

**2 Random vibration and sensitivity analysis of assembled structures based on PEM**

2.1 Reduced-order dynamic equation of the assembled structure using the CMS

As shown in Figure 1, The assembled structure is divided into 3 substructures, i.e., substructures A, B and bolted joints C. The research object of this article is a multi-bolt structure without macroscopic interface slip. Experimental studies (Bograd *et al*. 2011) reveal that the bolted joint exhibits approximately linear behaviour under small amplitude excitation in this type of assembled structure, which can be modelled with linear elements.



（a）coupled state；（b）uncoupled state

Figure 1. Substructures of assembled structure with bolted joints

The internal DOFs in substructures A and B are denoted as and respectively*,* which do not include DOFs in the interface. The interface DOFs coupled to the bolted joints are and .

 and are loads applied on substructure A and B. and are the number of DOFs with loads and acting on them, respectively, and . and are the internal forces between substructures A and B. The number of observation DOFs in the assembled structure is , of which there are and in substructures A and B respectively, and .

To simplify formulas and reduce unnecessary DOFs, three pairs of extraction matrices and, and,and, are introduced to extract the DOFs of the excitations, the DOFs of the sensors and DOFs of the bolted joints from substructures A and B, respectively. For example, extracts the DOFs of the from ,.

In this article, it is assumed that the mass of a substructure is much higher than that of bolted joints (Park and Chae 2008). Hence, the mass of the bolted joints can be neglected in the following derivations.

The equation of motion for substructures of the assembled structure is given by

|  |  |  |
| --- | --- | --- |
|  |  | (1) |

where ,, (\* represents A or B) are the mass matrix, damping matrix and stiffness matrix of substructure A or B, and **,** and are vectors of the acceleration, velocity and displacement responses of substructure A or B.

For the bolted structure shown in Figure 1, the linear coupling relationship between substructures A and B can be formulated as follows:

|  |  |  |
| --- | --- | --- |
|  |  | (2) |

 is a general mathematical expression of the linear stiffness that depends on the method of modelling of the bolted joints. When the bolted joints are modeled as thin-layer elements, contains the elastic modulus, thickness of the thin layer, the contact area, etc. When they are modeled as spring elements with both longitudinal and torsional stiffness, the components of are the spring constants or correction factor of stiffness.

The equation of motion of the assembled structure in the coupled state is established by substituting Eq. (2) into Eq. (1) ：

|  |  |
| --- | --- |
|  | (3) |

According to the modal analysis method, the following transformation between modal and physical coordinates is often used

|  |  |  |
| --- | --- | --- |
|  |  | (4) |

where and are modal coordinate vectors and and are normalized mode shape matrices of substructures A and B.

Substituting Eq. (4) into Eq. (3), the dynamic equation of the assembled structure under modal coordinate is established

(*t*) (5)

where：

(*t*)=

 and and and are diagonal matrices of the natural frequency and damping ratio of substructures A and B.

As for the DOFs corresponding to the sensors,

|  |  |  |
| --- | --- | --- |
|  |  | (6) |

2.2 Random vibration analysis of assembled structures using PEM

The PEM transforms complex random loads into a deterministic generalized single-point simple harmonic excitation and the PSD of the assembled structure is obtained by the harmonic response analysis. The detailed procedure is as follows.

The excitation (*t*) in Eq. (5) is a stationary random excitation and its PSD is denoted by . Sinceis a Hermitian matrix, it can bedecomposed as

|  |  |  |
| --- | --- | --- |
|  |  | (7) |

where superscript “H” represents the complex conjugate transpose; and are the eigen-pairs of the Hermitian matrix, which satisfy the following relationships

|  |  |  |
| --- | --- | --- |
|  |  | (8) |

According to the PEM, the following pseudo excitations could be constructed

|  |  |  |
| --- | --- | --- |
|  |  | (9) |

where “\*” represents the complex conjugate.

Substituting Eq. (9) into Eq. (5), one has

|  |  |  |
| --- | --- | --- |
|  |  | (10) |

where and represent the pseudo excitations and the pseudo responses, respectively.

The pseudo displacement responses are obtained by solving Eq. (10)

|  |  |  |
| --- | --- | --- |
|  |  | (11) |

Then, the PSD of the pseudo displacement response could be calculated by the following equation:

|  |  |  |
| --- | --- | --- |
|  |  | (12) |

The PSD of the DOFs of sensors is derived as

|  |  |  |
| --- | --- | --- |
|  |  | (13) |
|  |  | (14) |

2.3 Sensitivity analysis of the PSD of response

The first-order and second-order sensitivities of random responses can be calculated analytically and efficiently using the PEM. Many scholars have used this method and some have developed their own. Xu *et al*. (2009) derived the sensitivity equations of vehicle-road-bridge coupling systems for optimizing vehicle suspension systems. Zhang *et al.* (2013) proposed an optimization method for a riding comfort index, which also used the sensitivity equations of random responses to improve the optimization efficiency. In this article, the analytical gradient vector and Hessian matrix of negative logarithm of the likelihood function in terms of bolted joint parameters are derived by combining the Bayesian model updating method and the first-order and second-order sensitivities of the assembled structure.

To facilitate the optimization process in Section 3, the first and the second order sensitivity information is derived in this subsection.

Substituting Eq. (11) into Eq. (10), one gets

|  |  |  |
| --- | --- | --- |
|  |  | (15) |

Eq. (15) is rearranged as：

|  |  |  |
| --- | --- | --- |
|  |  | (16) |

where ,.

In this article, the focus is on the uncertainty of the bolted joints, and it could be seen from Eq. (16) that only contains the uncertain parameters. In the reanalysis of the stochastic model updating, only the bolted joints need to be reanalysed, while the analysis of substructures needs to be done only once for the modal analysis, and the substructures are independent and can be analysed in parallel computation. Let ,the first-order sensitivity of can be obtained by taking partial derivative to

|  |  |  |
| --- | --- | --- |
|  |  | (17) |

where is the frequency response function of the assembled structures.

And the second-order sensitivity is given by

|  |  |  |
| --- | --- | --- |
|  |  | (18) |

The first and the second order sensitivity of the PSD of the DOFs of sensors to the uncertain parameters can be solved using Eq. (17) and Eq. (18):

|  |  |
| --- | --- |
|  | (19) |
|  | (20) |
|  |

The Bayesian model updating in this article is based on the measured PSD data. Hence, the gradient vector and the Hessian matrix of the PSD with respect to the joint parameters are critical for the optimization problem. From Eq. (19) - Eq. (20), it can be seen that the gradient vector and Hessian matrix are related to , , and . and depend on . For example, if bolted joints are modelled as acting as linear springs and the coefficients of springs are selected as uncertain parameters , is a constant matrix without and is a zeros matrix. While and are intermediate matrices, which depend on , that must be computed when solving the dynamic response of the structure, the sensitivity analysis regarding the uncertain parameters does not increase the overall computational cost.

**3 Stochastic model updating of assembled structures based on Bayesian PSD method**

3.1 Basic theory of the Bayesian PSD method

The following derivation process is based on the dynamical model within a prescribed class of models. Considering segments of independent measured time histories denoted as . is the sampling time step and is the number of sampling points. is discrete response vector including observation DOFs, Then the measured time history data are transformed into the frequency domain by the FFT (Au 2016; Yuen 2010).

|  |  |
| --- | --- |
|   | (21) |

where ，, ‘Int’ denotes integer part of a real number. The superscript ‘’ indicates measured data.

The average PSD matrix is used as an estimator of the Bayesian inference，

|  |  |  |
| --- | --- | --- |
|  |   | (22) |

The relationship in the frequency domain between the measured data and the theoretical response can be expressed as follows

|  |  |  |
| --- | --- | --- |
|  |   | (23) |

where is the scaled FFT of the prediction error at frequency . is a zero-mean discrete (band-limited) white noise process with variance . The PSD of the prediction error is , in which is an identity matrix whose dimension is equal to the number of sensors.

The average PSD matrix estimator with sufficient measured data is asymptotically unbiased, which can be expressed as follows

|  |  |  |
| --- | --- | --- |
|  |  | (24) |

where denotes the mathematical expectation.

The research work (Yuen 2010; Au 2016) shows that the PDF of for given obeys the complex Wishart distribution of dimension with DOFs (only if ). The PDF can be given by:

(25)

where denotes the trace of the argument matrix.

Because and () are independent of each other in the selected frequency band, the PDF of is obtained as

(26)

According to the Bayesian inference framework, the posterior PDF of the bolted parameters is:

|  |  |  |
| --- | --- | --- |
|  |  | (27) |

where is a normalizing constant independent from . is the likelihood function; is a prior PDF of ,the posterior PDF is

|  |  |  |
| --- | --- | --- |
|  |  | (28) |

The objective function can be constructed by the negative logarithm of the likelihood function (NLLF):

|  |  |  |
| --- | --- | --- |
|  |  | (29) |

Quantifying the uncertainty of joint parameters is an important part of studying the dynamic model updating of assembled structures. This article does not only use the NLLF (Eq. (29)) to obtain the maximum likelihood estimation, but also use the Bayesian inference framework to obtain the posterior probability and quantify the uncertainty. An asymptotic approximation of the posterior PDF is used for quantifying the uncertainty.

3.2 Sensitivity analysis and optimization process of the Bayesian objective function

In recent years, intelligent stochastic search optimization methods, including ant colony algorithm (Villeneuve and Mavris 2012), genetic algorithm (Thorp and Pierson 2007; Fei *et al.* 2020) and simulated annealing method (Suman 2003) are popular. In addition, there is a class of optimization methods that use surrogate models (Cosenza and Block 2020; Lu *et al*. 2020) instead of the true model to increase the computational efficiency. Although these methods have been applied in some practical engineering problems, both intelligent optimization methods and surrogate models require high time costs. In order to save computing costs of optimization, the analytical expressions of the first-order and second-order sensitivities of the objective function are derived using the PEM and CMS. The sensitivity analysis of the objective function proceeds as follows.

The first-order partial derivative of to can be derived by Eq. (29):

|  |
| --- |
|  |
| (30) |

where is calculated by Eq. (19).

Further, the second-order partial derivative of can be given by

|  |
| --- |
|  |
|  |
| (31) |

Eq. (30) and Eq. (31) retain high accuracy since no simplification is made during the derivation. It is found that most of the above calculations are matrix operations of multiplication and addition and subtraction, and the most time-consuming calculations are to get the inverses of and . As stated previously, the calculation of is inevitable for the dynamic response. It is not an additional calculation cost due to the calculation of the sensitivity of the objective function, and the dimensions of have been reduced considerably by the CMS. The dimensions of are determined by the number of sensors and are not high. With the fact that is a symmetric matrix, the inversion process does not take much time. Figure 2 gives the flowchart of the proposed method.

****

Figure 2. The flowchart of the proposed method

**4 Numerical examples**

4.1 Example 1

As shown in Figure 3, an assembled structure involving three cantilever beams is considered. Beams ① and ② are taken as substructure 1 and beam ③ is taken as substructure 2. Beam ① and ② are both connected to beam ③ by two bolts. Each cantilever beam has a Young’s modulus , density , Poisson's ratio , and the geometric size and bolt positions are shown in Figure 3(b). Using the FEA, each cantilever beam is divided into 38 elements, and the overall structure has 684 DOFs. Each bolt is modelled using three extension springs and three rotation springs. Assuming that each finite element has one uncertain parameter, the uncertain parameters of the four bolts are . The stiffness matrix of the bolt is determined by the uncertain parameters and the spring stiffness and the relationship is given by

|  |  |
| --- | --- |
|  | (32) |

where and are coefficients of tension springs in corresponding local coordinates, and are coefficients of rotation springs in corresponding local coordinates. There are many ways to optimize sensor placement. The examples in this article are relatively simple. According to the main modes of the assembled structure, two sensors (observation DOFs) are placed and their positions are shown in Figure 3(a). In the Numerical examples, the prior PDF of is assumed to be multivariate uniform distributed in a non-zero finite interval.



(a) The positions of excitation and measured sensors



(b) The geometric size

Figure 3. The assembled structure involving three cantilever beams

4.1.1 Simulation of the measured time histories

When conducting numerical simulations, the measured time histories are generated by the theoretical PSD of the sensor nodes as the summation of triangular series, and then a zero-mean white noise process with PSD is added to the measured time histories (Shinozuka and Deodatis 1991). There is a subtle modelling error between the model for simulation data generation and the model for updating, which are reflected in the measurement uncertainty.

In this example, the actual value of is assumed to be and the PSD of the stationary stochastic excitation is . Then measured time histories of all channels are simulated that are divided into segments with a time duration 350s. Taking the FFT transform of each segment to obtain the measured signals in the frequency domain according to Eq. (21), the average measured PSD (as Figure 4(a)) is calculated from Eq. (22). Before updating, the parameter sensitivity analysis is performed, and it is found that the second peak of PSD is more sensitive to the joint parameters. Hence, example 1 takes the measured PSD with frequency band (as Figure a(b)) to implement the model updating.



 (a) Average measured PSD (b) Average measured PSD in

Figure 4. ‘Measured’ signal in frequency domain

4.1.2 Model updating of the bolted parameters

The numerical results are shown in Table 1, the standard deviations and coefficients of variation (COV) of the updated parameters are listed in the fourth and fifth columns, and a normalizing distance (Yuen 2010) which represents how many standard deviations the optimal estimate differs from the target value is reported in the last column. From Table 1, it can be seen that the target values are all closer to the actual target value , where the uncertain parameters and are closer to the target value compared with and . However, their standard deviations are larger, indicating greater dispersion, for example, the standard deviation of 0.0008 for and 0.0258 for . The difference in variance also shows to a certain extent that the interference of noise to the updated parameter statistics is not the same. The COV given in column 5 and the standard distance given in column 6 also reflect this conclusion.

Table 1. The results of stochastic model updating

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| Parameter | Actual  | Optimal  | S.D. | COV |  |
|  | 1.000 | 0.9967 | 0.0008 | 0.0008 | 3.9133 |
|  | 1.000 | 1.0030 | 0.0009 | 0.0009 | 3.2512 |
|  | 1.000 | 1.0003 | 0.0258 | 0.0258 | 0.0112 |
|  | 1.000 | 0.9992 | 0.0258 | 0.0258 | 0.0302 |

4.1.3 Discussion on the accuracy of the CMS

According to the selection of the number of retained modes in substructures, different control groups (Case 1, Case 2 and Case 3) are set up to study the influence of the mode reduction method on the model updating results. The measured signals used here are simulated and generated by the results of the full-modal model, and the frequency band is . The results of the MPV, the updated power spectrum, the Coefficient of determination (it may also be known as the R-squared Value) calculated in the frequency band and the Coefficient of determination calculated in the frequency band are compared, respectively.

Table 2 shows a comparison of the model updating results of different cases. The first row sets up three cases. For example, in Case 1, the number of retained modes in substructures A and B are 400 and 210, respectively, and the total number of retained modes is 610. From rows 3 to 5 in Table 2, it can be seen that the optimal estimated values of the three cases are relatively accurate, and the model updating results of Case 1 and Case 2 are almost the same, and are closer to the actual values. Compared with Case 1 and Case 2, the results of Case 3 have certain errors from the actual values. This is mainly because Case 3 ignores a large amount of high-order modal information and the truncation error has a significant impact on the results.

Since the frequency band of the measured PSD for updating is , the results of the three cases do not deviate much in terms of . As for whose frequency band is , there are slight differences among the three cases, and the fitting accuracy of Case 3 is slightly poorer than those in Case 1 and Case 2. It can be considered that the model error caused by the substructure truncation in Case 3 has a limited impact on the model updating of the bolted joint parameters. The last row of Table 2 is a comparison of the calculation time of the three cases. The calculation time of Case 1 is 20 times more than that of Case 3.

Figure 5 gives the comparison of the average measured PSD and the updated PSD in the three cases. At the positions of the resonant frequencies under 125.7 rad/s, the updated PSD of all three cases matches the simulated measured PSD, indicating that the substructure truncation errors have less influences on the resonant peaks in this frequency band. In higher frequency bands such as the peak position within rad/s, the results of Case 3 match the measured PSD slightly poorly due to the higher-order modal truncation. However, usually the dynamical behaviour of the assembled structure is determined by the resonant properties of the first few orders, and a smaller truncation error is acceptable, considering the less computational time cost.

Table 2. The results of model updating of different cases

|  |  |  |  |
| --- | --- | --- | --- |
|  | **Case 1** | **Case 2** | **Case 3** |
| Num. modal | SubA=400 | SubA=275 | SubA=150 |
| SubB=210 | SubB=140 | SubB=70 |
| Parameter | Actual  | Optimal  |
|  | 1.000 | 1.0004 | 0.9967 | 0.9725 |
|  | 1.000 | 0.9996 | 1.0030 | 1.0275 |
|  | 1.000 | 1.0024 | 1.0003 | 1.0979 |
|  | 1.000 | 0.9982 | 0.9992 | 0.9039 |
|  | 0.9998 | 0.9999 | 0.9997 |
|  | 0.9992 | 0.9971 | 0.9825 |
| Time(s) | 3057 | 1306 | 147 |



Figure 5. Comparison of average PSD, updating PSD in different cases（）

4.1.4 Discussion on the efficiency of proposed method

**（a）Reduce computational costs due to analytical gradient and Hessian：**The gradient vector and the Hessian matrix are calculated by the proposed method and the finite difference method, respectively. It can be seen from Table 3 that the final optimization results of the two methods are the same, but the calculation cost of the proposed method in this article is 20% of the cost of the finite difference method. For more complex structures with more parameters, the improvement of efficiency will be more obvious. Figure 6 compares the first-order optimality convergence of the two methods. It can be clearly seen from the figure that the proposed method in this article converges faster and needs fewer iteration steps, indicating high accuracy brought about by the use of the analytical gradient vector and Hessian matrix, which significantly speeds up the optimization process.

From the time-consuming analysis of the code, calculating the analytic gradient vector and Hessian matrix simultaneously, which are by-products of the NLLF equation, only add the calculation time by 4.7% compared with calculating the NLLF equation alone, while the finite difference method must to calculate the NLLF equation repeatedly.

**（b）Reduce computational costs due to** **Substructuring：**In this section, the reduced-order model of the control group comes from the mode decomposition of the assembled structure. PEM and Bayesian PSD with numerical gradient vector and Hessian matrix are used for stochastic dynamics analysis and model updating. For a fair comparison, the reduced-order models using the two methods have the same order, and the calculation results are shown in Table 3. As seen from the last four columns of Table 3, the computational efficiency of the control group is poorly low compared with the method of this article. The main reason is as follows. The method in the control group must reassemble and reanalyse the overall structure whenever the parameters change. However, the method in this article can reserve the reduced-order models of the uncoupled substructures, reanalyse the bolted joints only and then assemble the reduced-order models much smaller than the overall structure model, which has a great computational advantage.

Table 3 Results of model updating with analytical/ numerical gradient and Hessian

|  |  |  |
| --- | --- | --- |
| Method of the reduced-order model | CMS | the mode decomposition of the assembled structure |
| Sensitivity analysis | With analytical gradient and Hessian | With numerical gradient and Hessian | With numerical gradient and Hessian |
| Parameter | Optimal  | S.D. | Optimal  | S.D. | Optimal  | S.D. |
|  | 0.9725 | 0.0008 | 0.9725 | 0.0008 | 0.9852 | 0.0008 |
|  | 1.0275 | 0.0009 | 1.0275 | 0.0009 | 1.0186 | 0.0009 |
|  | 1.0979 | 0.0260 | 1.0979 | 0.0260 | 1.1189 | 0.0258 |
|  | 0.9039 | 0.0257 | 0.9039 | 0.0257 | 0.8658 | 0.0258 |
| Time(s) | 147 | 709 | 897 |



Figure 6. Frist-order optimality iterative history

4.2 Example 2

This example presents a study of an inter-stage structure of a simplified rocket, and updates the uncertain parameters of the explosive bolts between the rocket body stages. As shown in Figure 7, the structure of a two-stage rocket body can be simplified to a two-cylindrical shell structure, and the joints are eight explosive bolts distributed in a uniform ring around the centre, as shown in Figure 7(c). The geometric sizes of the structure are as follows: the height of each shell section is , the diameter is , the thickness is , the end frame width is , and the thickness . The material is a high-strength aluminium alloy with elastic Young’s modulus , density.

There are two cases with different excitation forms in the example (as shown in Table 4). Case 1 applies a single point random load at the middle of substructure B whose PSD is , as shown by the arrow in Figure 7(a). Case 2 is a multi-point random excitation that is a homogeneous and out-of-phase excitation applied at two different positions in the middle of substructure B. The time difference between the two excitations is *τ=*0.6 s, as shown by the arrows in Figure 7(a). Each case has two measuring points for collecting vibration data. Their positions are shown by the pentagram symbols in Figure 7(a).



 (a) simplified rocket structure and excitation position (b) the position of the explosive bolts

(c) schematic diagram illustrating the arrangement of explosive bolts

Figure 7. Schematic diagram of the simplified rocket

As shown in Figure 7(a), the two ends of the cabin are fixed. A commercial FEA software package is used to model the assembled structure (a total of 8688 elements) and construct the modal analysis. Modal results are read into the MATLAB program, and the measured signals are generated by simulation according to Section 4.1.

The results are reported in Table 5. It can be seen from columns 3 and 4 that there are deviations for in Case 1 and Case 2, especially for and . From columns 7 and 8, it can be seen that the distances between the best estimate and the actual value of Case 1 and Case 2 are within one standard deviation under certain noise intensity, and the results are both satisfactory. Figure 8 shows the iteration history of the first-order optimality in both cases. Case 1 takes fewer iterations than Case 2 to achieve convergence, which indicates that the multipoint excitation method possesses better convergent performance.

Table 4. The list of cases

|  |  |  |  |
| --- | --- | --- | --- |
|  | Excitation | Measured Channel | Signal-to-noise ratio |
| Case 1 |  | 1 | 25.3 |
| 2 | 20.7 |
| Case 2 |  | 1 | 25.6 |
|  | 2 | 23.8 |

Table 5. The results of model updating for exploding bolts

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Parameter | Actual  | Optimal  | S.D. |  |
| Case1 | Case2 | Case1 | Case2 | Case1 | Case2 |
|  | 1.0000 | 0.9737 | 0.9290 | 0.2161 | 0.1926 | 0.1218 | 0.3684 |
|  | 1.0000 | 0.9863 | 0.9615 | 0.1897 | 0.1384 | 0.0723 | 0.2778 |
|  | 1.0000 | 1.0743 | 1.0566 | 0.1991 | 0.1841 | 0.3733 | 0.3074 |
|  | 1.0000 | 0.9073 | 0.9399 | 0.1882 | 0.1337 | 0.4926 | 0.4491 |
|  | 1.0000 | 1.0134 | 1.0136 | 0.1657 | 0.1631 | 0.0810 | 0.0833 |
|  | 1.0000 | 1.2849 | 1.0886 | 0.2326 | 0.1551 | 1.2246 | 0.5714 |
|  | 1.0000 | 0.9433 | 0.9972 | 0.2257 | 0.2048 | 0.2513 | 0.0136 |
|  | 1.0000 | 0.8162 | 1.0250 | 0.2221 | 0.1455 | 0.8274 | 0.1717 |



Figure 8. Profiles of the first-order in Case1 and Case2

**5 Conclusions**

In this article, an efficient stochastic model updating method is proposed for the uncertain bolted joint parameters of assembled structures using the CMS, PEM and Bayesian PSD techniques. The main contributions of the article are threefold: (1) the CMS is introduced to obtain a reduced-order dynamic model of assembled structures; (2) the PEM is used for determining random vibrations of the assembled structure and deriving the sensitivity of the response PSD; (3) the analytical expressions of the gradient vector and Hessian matrix of the objective function are derived to speed up the optimization process.

The CMS greatly improves the computational efficiency, and the reason comes down to two aspects. On the one hand, if the traditional modal reduction techniques are used in the assembled structures, both the mode shapes of assembled structures and modal coordinates contain the uncertain bolted joint parameters. It is difficult to calculate the partial derivatives of mode shapes with respect to uncertain parameters. In this article, the CMS is used in substructures. The mode shapes of substructures are independent of the uncertain bolted joint parameters, and thus it is convenient and practically feasible to derive analytical expression of the gradient vector and Hessian matrix. On the other hand, the bolted joints containing uncertain parameters can be isolated and then analysed individually, avoiding repeated rean0alysis. However, it should be pointed out that ignoring high-order modes in the CMS results in relatively large truncation errors, making the results less accurate in high-frequency bands. When there is a large difference in natural frequencies between substructures, additional attention should be paid to the selection of number of retained modes; otherwise the response of assembled structures in relatively high-frequency bands can be inaccurate. In this situation, the accuracy can be improved by involving more modes or using high-accuracy CMS in relatively flexible substructures, one of the authors’ future research directions is to address this issue. In addition, using the data from experimental and field tests will make this research more convincing, which is also planned in the author’s future work.
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