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Abstract

This paper proposes an effective method such that the robust load frequency control (LFC) scheme can be designed efficiently for
the large-scale power system with time delay. A novel constraint time-delayed ordinary differential equation (CTODE) model

is proposed, based on which a new bounded real lemma (BRL) is established for the H∞ performance analysis. The CTODE
model is investigated considering the small number of remote signals influenced by delays in the LFC scheme. It consists of three
parts, i.e., a delayed part includes the remote states, whose order is far less than that of the original system and remains unchanged
with the increased scale of the power system, and a delay-free (related) part involves the local signals irrelevant (subjected) to the
delayed states. Then, the BRL is established by constructing a new Lyapunov functional where the delayed part is employed to
address the delay information. Case studies are implemented on the three-area LFC scheme and 39 bus New England systems.
Compared with the existing methods, the developed BRL is available for the stability analysis with minor conservatism, but the
calculation complexity is greatly reduced in large-scale power systems. Moreover, based on the CTODE model and original model,
the robust controllers are designed and compared in robustness against load variations, time delays, and parameter uncertainties.
Similar dynamic performance is verified for these two kinds of controllers through robust performance analysis, system eigenvalue
analysis, and simulation studies.
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1. Introduction

Load frequency control (LFC) aims to maintain the frequen-
cy of power systems at scheduled values [1, 2]. The LFC
scheme requires the measurement signals of frequency devia-
tion and tie-line power change. Then, the control input can be
formed and transformed to the power plant to eliminate the fre-
quency deviation. The communication channels are deployed
to transmit this information, inducing time delays inevitably
[3, 4, 5]. These time delays influence the safe operation of the
LFC schemes [6, 7]. The frequency-domain direct method and
time-domain indirect method are reported to evaluate the in-
fluence of such time delays on the system frequency stability
[8]. The former can deal with the constant delays and obtain
the accurate delay margins [9]. The latter is preferred to calcu-
late the approximate delay margins for the power system with
random and time-varying delays [10]. For instance, based on
the Lyapunov theory, delay-dependent criteria are presented in

IThis work is supported by the National Natural Science Foundation of
China under Grants 61973284, 62022074, and 61873347, the Hubei Provin-
cial Natural Science Foundation of China under Grants 2019CFA040, the 111
Project under Grant B17040, and the Fundamental Research Funds for National
Universities, China University of Geosciences (Wuhan).
∗Corresponding author
Email address: heyong08@cug.edu.cn (Yong He)

terms of the linear matrix inequalities (LMIs) to calculate the
delay margins of the delayed LFC system [11, 12]. For the
H∞ performance analysis, the bounded real lemma (BRL) is es-
tablished to design the robust controllers, which decreases the
influence of external disturbance on the system frequency sta-
bility [13]. Moreover, some probabilistic information of time
delays is considered in the derived condition for designing a ro-
bust LFC system [14]. Under a preset delay upper bound, the
robust performance of the designed LFC controller is optimized
by minimizing the H∞ index in the BRL [15]. Such controller-
s enable the frequency stability of the power system with any
delays less than the preset upper bound.

However, before all those analysis/ synthesis methods can be
applied to the real-world power systems, the heavy computa-
tional burden of the time-domain LMI based methods remains
to be concerned. The solvers provided by the Matlab toolbox
have limited capability of solving large-scale LMIs. Thus, ex-
isting researches attempt to improve the calculation efficiency
by decreasing the order of the derived LMIs together with the
number of decision variables [16, 17, 18]. Note that the authors
of [16] focus on the obtained LMI condition without consider-
ing the special features of the LFC scheme. The reconstructed
methods are proposed in [17, 18] by investigating the sparse
characteristic of the LFC model. The original model is divid-
ed into the delayed part and the delay-free part while containing
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the delay information in the delayed part. However, these meth-
ods cannot be extended for controller design since they require
to explore the zero elements of coefficient matrices with known
controller gains. Even though the reconstructed model [19] is
reported to be available for controller design, its delayed part
has the increased order with the large-scale LFC system. Thus,
the existing reconstructed models are unavailable for the con-
troller design in large-scale power systems.

In addition, model order reduction represents a common pro-
cedure to decrease the complexity of tuning controllers in large-
scale power systems [20, 21]. Coherency-based approaches
have been reported to obtain the reduced-order models for large
power systems [22, 23]. As the nature of coherency prop-
erties varies as operating conditions change, it is challenging
to realize reduced-order models accurately by deploying the
coherency-based techniques. The balanced truncation is em-
ployed to find a reduced-order model of the entire power sys-
tem by computing a subspace of the product of the observabil-
ity and controllability gramians [24, 25]. To further reduce
the time required by the balanced truncation-based method, a
reduced-order model of the entire system is computed using the
cross-gramian approach [26, 27]. The cross-gramian is calcu-
lated by resolving the Sylvester equation [28]. Note that these
techniques are not specially developed for the multi-area LFC
scheme. Moreover, they are generally studied for the entire
power system, ignoring the physical meaning of each individu-
al state and its participation into the LFC scheme. Additional-
ly, the reduced-order models just exhibit approximation to the
dynamic of the original models while not retaining all charac-
teristics. Although the controllers are designed efficiently by
using the reduced-order models, their dynamic performance is
degraded in comparison with those based on the original model.

This paper investigates a novel method to obtain the PI-based
robust controller in the large-scale LFC power system efficient-
ly. A constraint time-delayed ordinary differential equation
(CTODE) model is proposed, and a new BRL is established
for the H∞ performance analysis. The CTODE model has
three parts, i.e., the delayed part consists of the remote signal-
s, including the frequency deviation and tie-line power change,
whose dynamic is described as the ordinary differential equa-
tion (ODE); the local signals are decomposed into the delay-
free part (expressed as the delay-free ODE) and the delay-
related part (described by the time-delayed ordinary differential
equation (TODE)). Note that the CTODE model is an equiv-
alent form of the original model, differing from the reduced-
order models [20]-[28] with system information missed. To ob-
tain the CTODE model, the participation of each state into the
LFC model is investigated instead of exploring the feature of
the coefficient matrices. When the controller remains to be re-
solved, the CTODE model is still realizable while the previous
models [17, 18] lose availability. Moreover, the information of
time delay is comprised in the ODE, whose dimension keep-
s unchanged with the increased scale of the power system. In
contrast, the order of the delayed part is increased in the re-
constructed model [19]. Then, based on the CTODE model, a
new Lyapunov functional is constructed whose integral terms
employ the delayed part to deal with the time delay. Hence,

a delay-dependent criterion is established, and it is eligible for
designing robust controllers in a large power system while the
methods in [17, 18, 19] are ineffective. Case studies are com-
pleted on the three-area LFC scheme and 39 bus New England
(NE39) systems. Compared with the previous approaches, the
proposed method is validated to have obviously improved cal-
culation efficiency. For given controllers, the proposed method
is eligible for the delay-dependent stability analysis without
considering disturbance, and the delay margins are calculated
with the minor cost of accuracy. To verify the effectiveness of
the controllers designed based on the CTODE model, the con-
trollers obtained on the original model are also shown. These
two kinds of controllers are tested on the original system, re-
spectively. Based on the robust performance analysis, system
eigenvalue analysis, and simulation studies, they have been ver-
ified with the similar dynamic performances in terms of robust-
ness against time delays, load variations, and parameter uncer-
tainties.

The remainder of this paper is organized as follows. Sec-
tion 2 shows the dynamic model of the multi-area LFC scheme
and a new CTODE model. Section 3 constructs a new Lya-
punov functional based on the CTODE model and a robust
method is presented. Section 4 adopts the three-area LFC
scheme and NE39 systems to demonstrate the effectiveness of
the proposed method. Conclusions are given in Section 5.

2. Multi-Area LFC Scheme

The dynamic model is shown for the multi-area LFC scheme
with time delays. A new model is then proposed, based on
which a new BRL is presented for the H∞ performance analy-
sis. Then, the H∞ controllers can be obtained effectively and
efficiently for large-scale LFC schemes.
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Figure 1: Structure of control area i in the multi-area LFC scheme.

2.1. Dynamic Model of Multi-Area LFC Scheme

In the multi-area LFC system, the structure of area i is
depicted in Figure 1 where ni generators are equipped and
installed with non-reheat turbines; exponential block e−sτ

shows the delays arising in the communication channels;
∆ fi,∆Ptie−i,e,∆Pmnii, ∆Pvnii are the deviation of frequency, tie-
line power exchange, mechanical output of generator, and valve
position, respectively; Mi,Di,Tgnii,Ttnii, Rnii are the momen-
t of inertia of generator unit, generator unit damping coefficien-
t, time constant of the governor, time constant of the turbine
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Table 1: List of abbreviations

LFC load frequency control
LMIs linear matrix inequalities
CTODE constraint time-delayed ordinary differential equation
TODE time-delayed ordinary differential equation
ODE ordinary differential equation
NE39 39 bus New England
ACE area control error
RPI robust performance index
PSO particle swarm optimization
GRC generation rate constraints
GDB governor dead band
PV parameter variation
ITAE integral of the time multiplied absolute value of the error
FD figure of demerit

and speed drop, respectively, and βi, αnii are the frequency bias
factor of area i and ramp rate factor, respectively.

The area control error (ACE) signal for area i is defined as

ACEi = βi∆ fi + ∆Ptie−i,e. (1)

Similar to [13], a PI-type LFC controller is potentially chosen
for the LFC scheme. That is,

ui(t) = −KPiACEi(t) − KIi

∫
ACEi(t)dt (2)

where KPi and KIi are proportional and integral gains, respec-
tively.

Assume the equal time delays appearing in all control areas
and satisfying 0 ≤ τ(t) ≤ h and τ̇(t) ≤ µ.

For the multi-area LFC scheme composed by N control areas,
it can be described by the following TODE:{

ẋ(t) = Ax(t) + BKCx(t − τ(t)) + Fω(t)
y(t) = Cx(t) (3)

where

x(t) =[x̃1(t), x̃2(t), . . . , x̃N(t)]T

y(t) =
[
y1(t), y2(t), . . . , yN(t)

]T
ω(t) =[∆Pd1(t), ∆Pd2(t), . . . , ∆PdN(t)]T

x̃i(t)=
[
∆fi,∆Ptie−i,e,∆Pm1i, . . . ,∆Pmnii,∆Pv1i, . . . ,∆Pvnii,

∫
ACEi

]T
yi(t) =

[
ACEi(t),

∫
ACEi(t)

]T
with

A =


A11a . . . A1Na
...
. . .

...
AN1a . . . ANNa


B = diag {B1, B2, . . . , BN}
C = diag {C1, C2 . . . CN}
F = diag {F1, F2, . . . , FN}
K = diag {K1, K2, . . . , KN}
Ki = [KPi KIi]

Aii =

[
Ãi 0
C̃i 0

]
, Ai j =

[
Ãi j 0

01×(2ni+2) 0

]
, Bi =

[
B̃i

0

]
Ci =

[
C̃i 0

01×(2ni+2) 1

]
, Fi =

[
− 1

Mi

0(2ni+2)×1

]

Ãi =

 A11i A12i 02×ni

0ni×2 A22i A23i

A31i 0ni×ni A33i

 , Ãi j =

 0 0 01×2ni

−2πTi j 0 01×2ni

02ni×1 02ni×1 02ni×2ni


A11i =

[
− Di

Mi
− 1

Mi

2π
∑N

j=1, j,i Ti j 0

]
, A12i =

[ 1
Mi
· · · 1

Mi

0 · · · 0

]
A22i = −A23i = −diag

{
1

Tt1i
, · · ·, 1

Ttnii

}

A31i = −
[ 1

R1iTt1i
· · · 1

RniiTtni i

0 · · · 0

]T
, B̃i =

 02×1
0ni×1
B3i


A33i = −diag

{
1

Tg1i
, · · ·, 1

Tgnii

}
, B3i=

[
α1i

Tg1i
, · · ·, αnii

Tgnii

]T
,

C̃i =
[
βi, 1, 01×2ni

]
, βi =

ni∑
j=1

1
R ji
+ Di.

Note that considering the multi-area LFC scheme, the tie-line
power exchange between each control area satisfies the follow-
ing equation:

N∑
i=1

Ptie−i,e = 0 (4)

Thus, based on (4), state Ptie−i,e of (3) can be represented by
other state variables so as to reduce the order of system (3) by

one, i.e., the order of x(t) is m = 2
N∑

i=1
ni + 3N − 1.

2.2. A Novel CTODE Model

As can be seen from Figure 1, the ith area obtains remote
measurement signals ∆ fi(t) and ∆Ptie−i,e(t) such that the control
centre can formulates control signal ui to generators. The trans-
mission of these three signals requires communication channels
where time delay τ(t) is induced. Therefore, the delayed states
form ui(t− τ(t)).

Then, the inputs of the governors are affected by the delayed
states such that the states of governors can be called delay-
related states, i.e.,

∆Ṗvi(t)= fi (ui(t−τ(t)),∆fi(t),∆Pvi(t)) , i = 1, 2, . . . ,N (5)

where function fi(·) is a proper function, and ∆Pvi(t) =[
Pv1i(t), Pv2i(t), . . . , Pvnii(t)

]
.

The inputs of local turbines are only subjected to the outputs
of the local governors. Thus, the states employed for the tur-
bines are free to time delays and delayed states, whose formula
can be expressed as

∆Ṗmi(t)=gi (∆Pmi(t),∆Pvi(t)) , i = 1, 2, . . . ,N (6)

3



where function gi(·) is an appropriate function, and ∆Pmi(t) =[
Pm1i(t), Pm2i(t), . . . , Pmnii(t)

]
.

Thus, the system state vector x ∈ Rm can be decomposed into
three parts. By re-ranking the states in x, original model (3) can
be rewritten as the following TODEs:

ẋ1(t) = χ (x1(t), x2(t), x3(t), ω(t)) (7a)
ẋ2(t) = f (x1(t), x2(t), x3(t)) (7b)
ẋ3(t) = g (x1(t), x2(t), x3(t), x1(t − τ(t))) (7c)

where χ(·) is a proper function, x1 ∈ Rq1 is the delayed vector
x1(t) =

[
∆ f1(t),∆Ptie−1,e(t),

∫
ACE1(t), . . . ,∆ fN(t),∆Ptie−N,e(t),∫

ACEN(t)
]T

, x2 ∈ Rq2 denotes the delay-free vector x2(t) =
[∆Pm1(t), . . . ,∆PmN(t)], and x3 ∈ Rq3 represents the delay-
related vector x3(t) = [∆Pv1(t), . . . ,∆PvN(t)].

Equation (7c) can describe the dynamics of the delayed LFC
loop, but it is subject to both the dynamic manifolds of equa-
tions (7a) and (7b). Therefore, by regarding ODEs (7a) and
(7b) as the constraints of TODE (7c), equation (7) is called the
CTODE model, which is illustrated in Figure 2.

Figure 2: Demonstration of the CTODE model.

It is convenient for us to obtain
[
xT

1 (t), xT
2 (t), xT

3 (t)
]T
= Ex(t)

via an elementary row transformation matrix E, and
ẋ1(t) = A11x1(t) + A12x2(t) + A13x3(t) + Ftω(t)
ẋ2(t) = A21x1(t) + A22x2(t) + A23x3(t)
ẋ3(t) = A31x1(t) + A32x2(t) + A33x3(t) + BtKCt x1(t−τ(t))

(8)

with

EAE−1=

A11 A12 A13
A21 A22 A23
A31 A32 A33

, EB=

 0
0
Bt

,CE−1=

C
T
t

0
0


T

, EF=

Ft

0
0


To achieve (8) conveniently, transformation matrix E can be

selected as the combination of unit vectors. For the multi-area
LFC scheme (N ≥ 3), matrix E is shown in below.

E = [ENa, ENb, ENc]T (9)
ENa =

[
E1, E2, E2n1+3, E2n1+4, E2n1+5, E2n1+2n2+6, . . . ,

Em−2(nN+nN−1)−4, Em−2(nN+nN−1)−3, Em−2nN−2, Em−2nN−1, Em
]

ENb =
[
E3, . . . , En1+2, E2n1+6, . . . , E2n1+n2+5, . . . , Em−2nN ,

. . . , Em−2(nN+nN−1)−2, . . . , Em−2nN−nN−1−3, Em−nN−1
]

ENc =
[
En1+3, . . . , E2n1+2, E2n1+n2+6, . . . , E2n1+2n2+5, . . . , Em−nN ,

. . . , Em−2nN−nN−1−2, . . . , Em−2nN−3, Em−1
]

Ek =
[
01×(k−1), 1, 01×(m−k)

]T , k = 1, 2, . . . ,m.

In model (8), the states regarding remote signals are includ-
ed in delayed vector x1. The local states are decomposed into

delay-free vector x2 and delay-related vector x3 since x2 is no
longer subjected to x1(t− τ(t)) while x3 is related to x1(t− τ(t)),
The TODE in (8) contains the controllers to be designed. The
development of the CTODE model fully concerns the physical
meaning of each individual state and its participation into the
delayed LFC schemes. Its realization avoids the exploration of
the sparse feature of coefficient matrices of the original model
together with their non-zero elements required by the recon-
structed methods in [17] and [18]. Therefore, the proposed
CTODE model is effective when the controller remains to be
designed for the LFC system. It shortens the research gap that
the reconstructed models [17, 18] become ineffective with un-
known controller gains and coefficient matrices.

Note that the proposed model (8) equivalently transform-
s the original model (3) without losing any system informa-
tion. Thus, based on the equivalent model, it is expected to
design controllers with the almost unreduced dynamic perfor-
mance, which is superior to the reduced-order models [20]-
[28]. The CTODE model contains the time delay in the delayed
part x1 ∈ Rq1 . When the Lyapunov functional is constructed to
establish a delay-dependent criterion, its delay-related integral
terms employ x1 ∈ Rq1 instead of x ∈ Rm. Due to q1 ≪ m,
the dimension of the derived criterion can be highly reduced by
using the CTODE model. Most importantly, in (8), q1 remains
unchanged with respect to the scale of the concerned system,
which prompts the derived criterion to design controllers in
large-scale power systems efficiently. Whereas, the reconstruct-
ed model presented in [19] contains the delayed part, whose or-
der is increased with the expansion of power systems, limiting
its application to a real-world power system.

2.3. Objective

This paper aims to propose an effective method such that the
robust LFC scheme in the large power system with time delay
can be designed efficiently. A new CTODE model is presented,
based on which a new BRL is established for the H∞ perfor-
mance analysis. Meanwhile, it can guarantee the stability of
the closed-loop system undergoing disturbance and any time
delays smaller than the preset upper bounds. A robust method
is presented and assures:

1) Under the zero initial state condition, for any nonzero
ω(t) ∈ L2[0,∞) and a prescribed γ > 0, inequality
∥y(t)∥2 ≤ γ∥ω(t)∥2 holds.

2) System (8) is asymptotically stable considering ω(t) = 0.
Here, a robust performance index (RPI) is defined as γmin =

min {∥y∥2/∥ω∥2} to minimize the effect of disturbance ω(t) on
output y(t).

3. Delay-Dependent Robust Method

Based on the CTODE model, a new BRL is given to guaran-
tee that the multi-area delayed LFC scheme is asymptotically
stable with a dynamic performance H∞ index. This condition
can guide the design of the desired robust controller.
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3.1. H∞ Performance Analysis

Based on the CTODE model, a newly presented Lyapunov
functional is shown in below.

V(t) = ξT(t)Pξ(t) +
∫ t

t−τ(t)
xT

1 (s)Q1x1(s)ds+
∫ t

t−h
xT

1 (s)Q2x1(s)ds

+ h
∫ 0

−h

∫ t

t+θ
ẋT

1 (s)Rẋ1(s)dsdθ (10)

where ξT(t) =
[
xT

1 (t), xT
2 (t), xT

3 (t),
∫ t

t−h xT
1 (s)ds

]
, and P ∈

R(m+q1)×(m+q1), Q1,Q2,R ∈ Rq1×q1 are matrices to be determined.
Then, the following BRL can be developed, which shows the

relationship between the time delay and the H∞ performance
index.

Theorem 1. For the delay upper bound h, the delay variation
upper bound µ, the H∞ performance index γ, and the controller
gain K, system (8) is asymptotically stable and sup

ω,0
∥y∥2/∥ω∥2 <

γ for any delays satisfying 0 ≤ τ(t) ≤ h and τ̇(t) ≤ µ, if there
exist matrices P > 0,Q1 > 0,Q2 > 0,R > 0, such that the
following LMI holds

Π1 + Π2 < 0 (11)

where

Π1 = ET
a PEb+ ET

b PEa+ eT
1 (Q1+ Q2)e1− (1− µ)eT

2 Q1e2

−eT
3 Q2e3 + h2eT

s1Res1 − ET
c diag {R, 3R} Ec

Π2 =
[
eT

1 eT
5 eT

6

]
CT

t Ct

[
eT

1 eT
5 eT

6

]T − γ2eT
7 e7

Ea =
[
eT

s1 eT
s2 eT

s3 (e1−e3)T
]T

Eb =
[
eT

1 eT
5 eT

6 heT
4

]T
Ec =

[
(e1−e3)T (e1+e3−2e4)T

]T
es1 = A11e1 + A12e5 + A13e6 + Fte7

es2 = A21e1 + A22e5 + A23e6

es3 = A31e1 + A32e5 + A33e6 + BtKCte2

el =
[
0q1×(l−1)q1 , Iq1×q1 , 0q1×(4−l)q1 , 0q1×q2 , 0q1×q3 , 0q1×mω

]
l = 1, 2, 3, 4

e5 =
[
0q2×4q1 , Iq2×q2 , 0q2×q3 , 0q2×mω

]
e6 =

[
0q3×4q1 , 0q3×q2 , Iq3×q3 , 0q3×mω

]
e7 =

[
0mω×4q1 , 0mω×q2 , 0mω×q3 , Imω×mω

]
The proof of Theorem 1 can be found in Appendix II.
Theorem 1 is established based on (8), where the time-

varying delay is considered. It can be used to deal with the
constant delay by setting µ = 0 and to address the random delay
by setting Q1 = 0. Moreover, the investigation of the asymp-
totical stability concerns the system’s internal stability, and it is
unnecessary to consider the external disturbance ω(t). There-
fore, Theorem 1 can be turned into the asymptotical stability
criterion for system (8) with ω(t) = 0.

As shown in (10), Q1,Q2- and R-dependent terms are con-
structed based on delayed state x1 to deal with the information

of time delay, and the P-dependent augmented term also con-
tains x1, i.e., the order of x1 changes the scale of Lyapunov ma-
trices P,Q1,Q2 and R, and meanwhile, the decision variables
introduced into the LMI of Theorem 1 is affected. Moreover,
the order of LMI (11) is (4q1 + q2 + q3 + mω). Therefore, de-
lay state x1 ∈ Rq1 obviously influences the two key factors that
reflect the computation complexity of LMI (11), including the
number of decision variables and the maximum order. Many
delayed states included in x1 lead to the high-dimensional of the
LMIs with a large number of decision variables. In this paper,
the number of delayed states in x1 is no longer increased with
the scale of power systems. It plays a key role in simplifying
LMI (11) to improve its calculation efficiency in the large-scale
power system.

3.2. Summary of Presented Method

The method proposed in this paper can be summarized in the
following steps:

Step1. The state-space model of the multi-area LFC system
equipped with the PI-type controller is shown in Sec-
tion 2.1. Based on this model, a new CTODE model
is constructed in Section 2.2.

Step2. Stability analysis. The presented method can be em-
ployed to calculate the delay margins of the three-
area LFC scheme with no external disturbance. The
YALMIP toolbox and binary search algorithm are
used.

Step3. Controller design. Based on the proposed method,
the controllers are determined efficiently under a pre-
set delay upper bound. The robust dynamics of con-
trollers are optimized by minimizing the H∞ index.

Step4. Robust performance analysis. For the LFC systems
equipped with designed controllers, the RPI is calcu-
lated with respect to different time delays.

Step5. Eigenvalue analysis. The Chebyshev discretization
method [12] is deployed to investigate the eigenvalues
of the system models with obtained controllers.

Step6. Simulation verification. Simulation studies are carried
out to verify the effectiveness of the proposed method.

4. Case Studies

Case studies are based on the three-are LFC system and
NE39 systems. The scale of the power system is expanded by
increasing the number of NE39 system. The information of
system parameters for the three-area LFC scheme is shown in
Appendix I. Firstly, the proposed method is verified to have en-
hanced computational efficiency when compared with the pre-
vious methods. To achieve fair comparisons, the same calcu-
lation environments are used, including a Win 10 PC equipped
with an Intel i7 CPU, a 16GB RAM, and a 64-bit operation
system. The SDPT3 solver contained in the YALMIP toolbox
of MATLAB 2018b is employed to check the feasibility of L-
MI (11). The required procedures have the same presets. Then,
the delay margins are calculated for the three-area LFC system.
The BRL established on the CTODE model is verified with a
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little conservatism, and it is therefore of practical value to be
used in control design. Next, the robust controller design is car-
ried out on the novel CTODE model, and for comparison, the
controllers based on the original model are presented. Lastly,
by implementing robust performance analysis, system eigen-
value analysis, and simulation verification, the effectiveness of
the proposed method is validated.

4.1. Verification of Computational Efficiency Improvement

This part verifies the enhanced calculation efficiency of The-
orem 1 (The.1) established on the novel CTODE model by com-
paring with the delay-dependent criteria based on the recon-
structed model [18] (The.re) and the original model (The.or).
Numerical verifications are based on three-area LFC schemes
with 3,10,20,40,60,80, and 100 generators, i.e., the total num-
ber of generators (n =

∑3
i=1 ni) in the three-area LFC scheme

is given. Three computational performance indices are consid-
ered, including the maximum order of the Theorem 1 (mT ), the
number of decision variables (nT ), and the CPU time in second-
s for solver SDPT3 to resolve related problems (t). For The.1,
The.re, and The.or, their maximum order is expressed with mT1,
mT2, and mT3, respectively; the number of their decision vari-
ables are denoted by nT1, nT2, and nT3, respectively, and the
required CPU time is t1, t2, and t3, respectively. The following
formulas are given to demonstrate these notations:

mT1 = 3q1 + m + 3 (12)
mT2 = 3q̃1 + m + 3 (13)
mT3 = 3q̄1 + m + 3 (14)

nT1 =
(m + q1)(m + q1 + 1)

2
+

3q1(q1 + 1)
2

(15)

nT2 =
(m + q̃1)(m + q̃1 + 1)

2
+

3q̃1(q̃1 + 1)
2

(16)

nT3 =
(m + q̄1)(m + q̄1 + 1)

2
+

3q̄1(q̄1 + 1)
2

(17)

where m represents the order of system model, and q1, q̃1, and
q̄1 denote the number of delayed states required in the CTODE
model, reconstructed model, and original model, respectively.

All results are listed in Table 2, where “-” shows that the cur-
rent calculation environments are unavailable for obtaining the
feasible results during limited time range. As can be seen from
Table 2, based on the novel CTODE model, q1 is kept as a con-
stant regardless of the increased scale of the power system. By
contrast, considering the original model, q̄1 is always equal to
the order of the system model (m), and therefore, it is increased
rapidly as more generators are included in each area. Although
there is a decrease in q̃1 for the reconstructed model, the value
of q̃1 still increases as the system order becomes higher.

In order to develop the BRL with less conservatism, we have
to make use of the delay information contained in the system
model. An appropriate Lyapunov functional is constructed,
whose delayed terms deploy the delayed states. From equa-
tions (12)-(14), the maximum order of derived criteria linearly
increases with respect to the number of delayed states. Most-
ly, the sharp rise in the delayed states lets the criteria have lots

Table 2: Comparisons for computational performance of the theorems based on
different models

Methods
n 3 10 20 40 60 80 100
m 14 28 48 88 128 168 208

The.1
q1 8 8 8 8 8 8 8

mT1 41 55 75 115 155 195 235
nT1 361 774 1,704 4,764 9,424 15,684 23,544

t1 (s) 0.6 2 7 31 156 311 934

The.re [18]
q̃1 11 18 28 48 68 88 108

mT2 50 85 135 235 335 435 535
nT2 523 1,594 4,144 12,844 26,344 44,644 67,744

t2 (s) 1.7 12 38 516 − − −

The.or
q̄1 14 28 48 88 128 168 208

mT3 59 115 195 355 515 675 835
nT3 721 2,814 8,184 27,324 57,664 99,204 151,944

t3 (s) 5.9 22 268 − − − −

of decision variables due to the square growth as shown in e-
quations (15)-(17). From Table 2, the proposed method based
on the CTODE is available even though 100 generators are e-
quipped. In contrast, the reconstructed model is not available
for the power system with over 40 generators. As for the origi-
nal model, its application is limited to the system with no more
than 20 generators installed.

4.2. Validation on Three-area LFC Scheme

1) Stability Analysis: When considering external disturbance
ω(t) = 0, we can extend Theorem 1 to the asymptotical stability
criterion. Here, we present some results on delay margins for
the three-area LFC scheme with each area containing a gener-
ator at first. Thus, we have N = 3 and n1 = 1, n2 = 1, n3 = 1.
The following transformation matrix ET1 is used to obtain the
CTODE model:

ET1 = [E1, E2, E5, E6, E7, E10, E11, E14, E3, E8, E12, E4, E9, E13]

Ek =
[
01×(k−1), 1, 01×(14−k)

]T , k = 1, 2, . . . , 14.

The same random delay is assumed in each area. As random
delays are considered, we set the weighting matrix Q1 = 0 in
Theorem 1 to obtain the delay margins when various controller
gains are given.

The results based on the proposed CTODE model (hctode), re-
constructed model [18] (hre), and the original model (hor), are
shown in Table 3. Moreover, Table 4 is listed to clearly show the
degree of conservatism introduced by using the CTODE model
or reconstructed model. In this table, two relative ratios δ1 and
δ2 are defined for the CTODE model and reconstructed model,
respectively. They are calculated with respect to different con-
trollers. The grey area represents the increased conservatism.

From this table, the degree of decreased accuracy becomes
more obvious as the value of KP increases. Comparing with
the reconstructed model, the increase of conservatism is faster
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Table 3: Delay margins of three-area LFC calculated by different approaches with respect to various controller gains

KP (hctode) KP (hre) KP (hor)

KI 0 0.05 0.1 0.15 0.2 0.25 0.3 0 0.05 0.1 0.15 0.2 0.25 0.3 0 0.05 0.1 0.15 0.2 0.25 0.3

0.05 30.8 31.2 30.1 28.9 27.6 26.3 24.9 30.8 31.4 30.7 29.5 28.2 26.9 25.5 30.8 31.4 31.1 30.0 28.7 27.3 25.9
0.10 15.1 15.6 15.5 14.9 14.2 13.6 12.9 15.1 15.6 15.9 15.4 14.8 14.1 13.4 15.1 15.6 16.0 15.7 15.1 14.4 13.7
0.15 9.8 10.2 10.4 10.2 9.8 9.3 8.8 9.8 10.2 10.4 10.6 10.2 9.8 9.3 9.8 10.2 10.4 10.7 10.5 10.1 9.6
0.20 7.2 7.5 7.7 7.8 7.5 7.2 6.8 7.2 7.5 7.7 7.9 7.9 7.6 7.2 7.2 7.5 7.7 7.9 8.0 7.8 7.5
0.25 5.6 5.8 6.0 6.2 6.2 5.9 5.6 5.6 5.8 6.0 6.2 6.3 6.2 6.0 5.6 5.8 6.0 6.2 6.3 6.3 6.1
0.30 4.6 4.7 4.9 5.0 5.1 5.0 4.8 4.6 4.7 4.9 5.0 5.1 5.2 5.1 4.6 4.7 4.9 5.0 5.1 5.2 5.2

Table 4: Comparisons of conservatism introduced by using CTODE model or
reconstructed model

KP ( δ1(%) = hor−hctode
hor

)

KI 0 0.05 0.1 0.15 0.2 0.25 0.3

0.05 0.0% 0.8% 3.3% 3.6% 3.7% 3.7% 3.8%
0.10 0.0% 0.0% 3.3% 5.4% 5.8% 6.1% 6.3%
0.15 0.0% 0.0% 0.0% 4.9% 6.8% 7.4% 7.7%
0.20 0.0% 0.0% 0.0% 0.8% 6.2% 7.6% 8.3%
0.25 0.0% 0.0% 0.0% 0.0% 2.2% 6.9% 8.2%
0.30 0.0% 0.0% 0.0% 0.0% 0.0% 3.5% 7.3%

KP (δ2(%) = hor−hre
hor

)

KI 0 0.05 0.1 0.15 0.2 0.25 0.3

0.05 0.0% 0.0% 1.3% 1.5% 1.6% 1.6% 1.6%
0.10 0.0% 0.0% 0.4% 1.7% 2.1% 2.3% 2.5%
0.15 0.0% 0.0% 0.0% 0.9% 2.2% 2.6% 2.9%
0.20 0.0% 0.0% 0.0% 0.0% 1.7% 2.6% 3.0%
0.25 0.0% 0.0% 0.0% 0.0% 0.0% 2.1% 2.9%
0.30 0.0% 0.0% 0.0% 0.0% 0.0% 0.1% 2.4%

based on the CTODE model. Thus, the grey area for the C-
TODE model based criterion is more extensive in comparison
with the condition established with the reconstructed model.
Whereas, the conservatism introduced by the presented method
is less than 9%, which is acceptable due to the significant im-
provements on the computation efficiency as shown in Sec-
tion 4.1. Therefore, it can be expected that the proposed method
can be used to design controllers in large power systems while
guaranteeing their dynamic performances.

2) Controller Design: Assume the random delays are intro-
duced into the three-area LFC scheme. The upper bounds are
equal to 2s, i.e., hgiven = 2s. In this case, set Q1 = 0 in The-
orem 1 where the relationship is shown between γ and the PI
gains. To improve the robustness of designed controllers a-
gainst time delays, load disturbance, and parameter variations,
we need to solve the following optimization problem:
Minimize γmin = ϱ(hgiven,K)
Subject to

K = diag {[KP1,KI1] , [KP2,KI2] , [KP3,KI3]}
KPmin ≤ KPi ≤ KPmax

KImin ≤ KIi ≤ KImax, i = 1, 2, 3.

Various kinds of optimization algorithms can be used to ad-
dress the above problem. Based on the results in [29], the PSO
algorithm is utilized for numerical optimization in this paper.

Figure 3 shows the simplified flowchart of the H∞ based PI
gains tuning.

For the step of initialisation, the following parameters should
be presented:

• Set position bounds Xmin = −1 and Xmax = 1, velocity
bounds Vmin = −0.3 and Vmax = 0.3, inertia weight bounds
wmin = −0.3 and wmin = 0.3, acceleration constants c1 =

c2 = 2, population size Np = 15, maximal iteration time
νmax = 35, and initial iteration time ν = 0.

• Obtain random position X0 ∈ [Xmin, Xmin] (i.e. Np sets
of gains K = diag {[KP1,KI1] , [KP2,KI2] , [KP3,KI3]} and
velocity V0 ∈ [Vmin,Vmax].

• Set the search interval [γstart, γend] and compute the fitness.

• Find the best position for each particle, pBest, and
the best position within all particles, gBest ( i.e. set
ϱ(hgiven, pBest j) = ϱ(hgiven, X0, j), j = 1, 2, . . . ,Np and
pBest = X0, and set gBest = X0, j, j = 1, 2, . . . ,Np such
that ϱ(hgiven, gBest) = min ϱ(hgiven, X0, j), j = 1, 2, . . . ,Np.

For the step of updating the velocities and the positions, the
following conditions are applied:

w(ν) = wmax − (wmax − wmin)/(νmaxν) (18)

Vν+1 =


Vmin, Vν+1 < Vmin
w(ν)Vν + c1 · rand · (pBest − Xν)
+c2 · rand · (gBest−Xν) , Vν+1 ∈ [Vmin,Vmax]
Vmax, Vν+1 > Vmax

(19)

Xν+1 =


Xmin, Xν+1 < Xmin
Xν + Vν+1, Xν+1 ∈ [Xmin, Xmax]
Xmax, Xν+1 > Xmax

(20)

where Xν and Xν+1 are positions in the νth and (ν+1)th iterations,
respectively; Vν and Vν+1 are the velocities in the νth and (ν +
1)th iterations, respectively; w(ν) is the inertia weight in the νth

iteration, and rand is a randomly generated between 0 and 1.
Therefore, controller K1 is listed in Table 5, where controller

K2 for the original model is displayed for comparison. As
can be seen from Figure 3, when the controller is optimized
through minimizing γ, meanwhile, the feasibility of LMI (11)
is checked. If LMI (11) keeps unfeasible with one given con-
troller gain ( particle ), i.e., γend = γe0, we will move to the next
particle, and the current particle will be removed until we find a
feasible particle. Thus, for a given delay upper bound, the final
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obtainment of K1 and K2 enables the feasibility of LMI (11).
From Table 5, controllers K1 and K2 are obtained under similar
RPI γmin. Therefore, controller K1 is expected to perform as
well as controller K2.

Figure 3: Simplified flowchart for the PSO-based controller gain tuning.

3) Robust Performance Analysis: The minimal H∞ index is
obtained when the closed-loop systems are equipped with con-
trollers K1 or K2 and different time delays are induced in the

Table 5: Controllers obtained for three-area LFC and NE39 system using C-
TODE model and original model

CTODE model Original model

Area K1 K3 K2 K4
(γmin = 4.18) (γmin = 7.51) (γmin = 4.11) (γmin = 7.74)

1 -[0.16 0.29] -[0.46 0.20] -[0.24 0.30] -[0.45 0.20]
2 -[0.19 0.28] -[0.27 0.22] -[0.20 0.27] -[0.16 0.25]
3 -[0.19 0.28] -[0.20 0.22] -[0.23 0.25] -[0.04 0.15]
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Figure 4: Minimal RPI γmin with respect to various upper bounds h under con-
trollers K1 and K2.

communication networks. The results are depicted in Figure 4.
Based on this figure, the RPI γmin is increased with the in-
creased preset of time delays no matter which controller is em-
ployed for the LFC system. Controller K1 performances simi-
larly to controller K2 due to the same preset of time delay realiz-
ing almost identical γmin. Moreover, controllers K1 and K2 have
the same robustness against the time delays as both of them are
designed considering hgiven = 2s, but they can stabilize the LFC
scheme with a time delay equal to 5 s. The effectiveness of the
proposed method in guaranteeing the robust performance of the
obtained controller is verified.

4) System Eigenvalue Analysis: In this part, the Chebyshev
discretization method [31] is utilized to calculate the eigenval-
ues of the system models equipped with controllers K1 or K2. It
is reported that selecting 10 Chebyshev points is enough for an-
alyzing [32]. Through the eigenvalue analysis, we aim to show
that the controllers designed based on the CTODE model and
original model have highly similar robust performance against
time delays. Moreover, as the delay upper bound increases, the
LFC systems equipped with these two different controllers have
almost same eigenvalues loci, which demonstrates the effective-
ness of the proposed controller K1 in dynamic behaviors.

Firstly, set the upper bound of time delay as 5 s, the eigenval-
ues calculated for the three-area LFC scheme are shown in Fig-
ure 5(i). As we can see, even though controllers K1 and K2 are
designed under hgiven = 2s, they totally enable the LFC schemes
to be stable due to all system eigenvalues lying on the left side.
Also, the locations of eigenvalues obtained from the LFC sys-
tem modeled with controller K1 are closed to that of eigenval-
ues developed for the model with controller K2, respectively.
It is verified that controllers K1 and K2 have similar robustness
against time delays.

Secondly, the case that delay margins increase from 500 m-
s to 5 s with the step of 500 ms is taken into account. Fig-
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Figure 5: (i) Eigenvalues of three-area LFC scheme equipped with K1 or K2. (ii) Eigenvalues loci of three-area LFC scheme equipped with K1 as delay increases.
(iii) Eigenvalues loci of three-area LFC scheme equipped with K2 as delay increases.

ure 5(ii) and 5(iii) display the eigenvalues’ location variations
of the LFC systems controlled by K1 or K2, respectively. With
the increase of time delays, there exist apparent right shifts for
the locations of eigenvalue, and their similar tendencies can be
observed from these two figures. Therefore, these numerical re-
sults show that dynamic performance of controllers K1 and K2
behaves similarly in terms of robustness against different time
delays.

5) Simulation Verification: For simulation, the generation
rate constraints (GRC) and governor dead band (GDB) are two
typical nonlinearities in the actual power system, which should
be taken into account [30]. GDB is defined as the total mag-
nitude of a sustained speed change, within which there is no
resulting change in valve position. It is depicted in the left-
hand block of Figure 6. GRC is caused by the limitation of
thermal and mechanical movements. The right-hand block of
Figure 6 describes the GRC, where Vv and Vl are the maximum
and minimum limits that restrict the rate of valve (gate) closing
(opening) speeds, respectively. Here, the GRC is set as ±0.1
pu/min, and the range of GDB is given as 0.036 HZ [6].

Figure 6: Structures of GRC and GDB in the LFC scheme.

The closed-loop systems equipped with controllers K1 and
K2 are tested in the presence of step or random changes of
load disturbances and time delays, respectively. It is verified
that based on the proposed CTODE model, the dynamic per-
formance of K1 is not reduced in comparison with K2 obtained
with the original model. Moreover, by taking the step distur-
bances and step (random) time delays into account, the dynamic
behaviors of controller [C1] presented in [4] are also compared
with those of controllers K1 and K2, including frequency de-
viation, tie-line power flow, etc. Hence, we can show that the
method proposed can be used to design better controllers than
the existing method does.

Considering the following scenarios , the random load fluc-
tuations (∆Pd1,∆Pd2,∆Pd3 ∈ [−0.02, 0.02] pu) and time delays
(τ(t) ∈ [0, 10] s) that are assumed to be applied to the three-area
LFC system, are given in Figure 7 (a) and Figure 7 (b), respec-
tively. The ACE and control signals of the LFC are updated
every 2 s. The maximum upper bound of the random delay is
equivalent to the five sampling steps delay in the controller loop
(bigger than the preset delay upper bound τgiven = 2s). It aims
to show the robustness of the designed controller against time
delays.

0 10 20 30 40 50 60 70 80 90 100

 (a) t (s)

-0.02

0

0.02

d
 (

p
u

)

 

 

 

0

5

10

 (
s)

0 10 20 30 40 50 60 70 80 90 100

 (b) t (s)

 P

Figure 7: (a) random load change. (b) random time delay

For scenario 1, the step fluctuations are applied to the three-
area LFC systems, i.e., ∆Pd1 = 0.1 pu, ∆Pd2 = 0.08 pu,∆Pd3 =

0.05 pu. Firstly, the constant time delays are set as 4 s, and
the responses of areas 1 are given in Figure 8. Here, as the re-
sponses of areas 1, 2 and, 3 are similar, only the responses of
area 1 are recorded. Secondly, the random delay in Figure 7
(b) is assumed in each area. Figure 9 reveals the responses of
the first area. It is concluded that the dynamic performances
of controller K1 obtained from the proposed method are almost
unreduced compared with those of K2 in terms of the robust-
ness against external disturbance and time delays. In addition,
both K1 and K2 enable the LFC system to have smaller frequen-
cy derivation and tie-line power changes than C1 does, which
shows the improved performance of the proposed method in
this paper.

For scenario 2, both the random load fluctuations and time
delays shown in Figure 7 are assumed to be applied to three ar-
eas. Three types of system responses are recorded in Figure 10.
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Figure 8: Comparisons of responses for area 1 in three-area LFC scheme with
constant delays and step loads

As can be seen, the performances of these two controllers are
almost identical and both of them maintain the stability of the
delayed LFC schemes effectively.

For scenario 3, the closed-loop system is tested under dif-
ferent parameter variations (PV), PV ∈ [−30%, 30%] since the
modeled dynamical systems, in practice, may experience sud-
den variations in their parameters or structures due to the failure
of components, environmental disturbances, different operating
conditions, etc. This simulation aims to check whether the two
controllers obtained based on normal parameters have similar
robustness against parameter variations.

The integral of the time multiplied absolute value of the error
(ITAE), and the figure of demerit (FD) are defined as

IT AE =
∫ 100

0
t (|ACE1| + |ACE2| + |ACE3|) dt (21)

FD =
3∑

i=1

[
(OS i×10)2+(FUi×4)2+(T si×0.3)2

]
(22)

where OS i, FUi and T si represent the overshoot, first under-
shoot, and settling time of the frequency deviation in area i,
respectively. Therefore, considering the cases i.e., ha = 4s, hb ∈
[0s, 10s], the results are shown in Table 6.

From Table 6, we can find even though the degree of PV is
up to ±30%, both controllers K1 and K2 are capable of elimi-
nating the frequency deviations when different cases of time de-
lays are taken into account. Their robustness against PV is thus
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Figure 9: Comparisons of responses for area 1 in three-area LFC scheme with
random delays and step loads
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Figure 11: (i) Eigenvalues of NE39 system equipped with K3 or K4. (ii) Eigenvalues loci of NE39 system equipped with K3 as delay increases. (iii) Eigenvalues
loci of NE39 system equipped with K4 as delay increases.

Table 6: Comparisons of performance indices including ITAE and FD

ITAE (ha) FD (ha) ITAE (hb) FD (hb)

PV (%) K1 K2 K1 K2 K1 K2 K1 K2

-30 40 31 116 103 65 48 243 170
-20 46 35 123 110 55 36 128 98
-10 55 41 132 119 57 36 130 60
0 67 50 196 128 66 44 179 86
10 83 63 258 209 79 55 216 148
20 105 81 329 230 93 68 221 187
30 138 107 463 355 111 85 372 196

demonstrated. Moreover, the ITAE and the FD obtained from
the LFC scheme equipped with K1 are larger than that from the
system controlled by K2. That is, based on the original mod-
el, controller K2 can address the PV better in comparison with
controller K1 developed from the proposed model. Whereas,
in Section 4.1, we have verified that the cost of computing K1
is significantly reduced. The little sacrifice of dynamic perfor-
mance to computation efficiency is allowable and acceptable.

4.3. Validation on NE39 System
1) Controller Design: The 10-unit NE39 system is divided

into three areas, i.e., for area 1 and 3, each area contains 3 units,
and for area 2, 4 units are included. Hence, we have N = 3
and n1 = 3, n2 = 3, n3 = 4. The transformation matrix ET2
employed for obtaining the CTODE model is given in below.

ET2 = [E3a, E3b, E3c]T

E3a = [E1, E2, E9, E10, E11, E18, E19, E28]
E3b = [E3, . . . , E5, E12, . . . , E14, E20, . . . , E23]
E3c = [E6, . . . , E8, E15, . . . , E17, . . . , E24, . . . , E27]

El =
[
01×(l−1), 1, 01×(28−l)

]T , l = 1, 2, . . . , 28.

The typical parameters for turbines, governors, and droop char-
acteristic are Tg = 0.08s, Tt = 0.40s, and R = 0.05, respective-
ly. For the numerical test, the actual values for Tg , Tt, and R
are randomly generated in the range of [1± 10%] of the typical
values given above.

This case study investigates the controller design considering
random delays. Provided that the upper bounds of the random
delays are given as 2s, i.e., hgiven = 2 in Theorem 1 while setting
weight matrix Q1 = 0. Thus, Theorem 1 shows the relationship
between γ and the PI gains. To minimize the influence of time
delays, load disturbances, and parameter variations on the sys-
tem frequency, the controller gains are optimized by the PSO
algorithm again. The results of controllers with respect to the
RPI are shown in Table 5, where K3 and K4 are designed based
on the CTODE model and original model, respectively. As we
can see, the corresponding RPI for K3 is 7.51, which approxi-
mates the value of RPI for K4. Thus, the dynamic performances
of K3 and K4 are expected to be similar.

2) System Eigenvalue Analysis: Similarly, the Chebyshev
discretization method is to analyze the eigenvalues of the NE39
system equipped with controllers K3 or K4. When the upper
bound of time delay is set to 4 s for analyzing the NE 39 system,
its eigenvalues are described as shown in Figure 11(i). From
Figure 11(i), both controllers K3 and K4 enable the NE 39 sys-
tem to be stable, although they are designed by considering the
time delays equal to 2 s. Additionally, the eigenvalues for two
NE 39 systems equipped with different controllers are located
closely. Hence, comparing with K4 based on the original mod-
el, the robustness against time delays of K3 using the CTODE
model is verified to be almost unchanged theoretically.

Then, assume the upper bounds of random delay increase
from 900 ms to 4.5 s by the step of 400 ms. The eigenvalues
loci are characterized in Figure 11(ii) and 11(iii), where Figure
11(ii) describes the NE 39 system controlled by K3, and Figure
11(iii) shows the NE 39 system with controller K4. Due to the
increased time delays, the eigenvalues loci in both Figure 11(ii)
and 11(iii), tend to move toward the right side but never go
through the imaginary axis. Moreover, the similar eigenvalues
loci can be observed from Figure 11(ii) and 11(iii). Thus, as
time delays are increased, the similar dynamic performance of
controllers K3 and K4 is validated.

3) Simulation Verification: The NE39 system is employed to
further verify the similar dynamic characteristics of controllers
K3 and K4 that are obtained based on the CTODE model and
the original model, respectively. Thus, the availability of the
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proposed CTODE model for designing controllers in the actual
power system, can be verified. For simulations, the generator
parameters for 10 unit NE39 system refer to [35]. Two scenar-
ios are provided.

For scenario 4, the time delays are given as constants equal to
4 s in simulation. The step fluctuations are assumed to the NE39
system, i.e., ∆Pd1 =0.1 pu, ∆Pd2 = 0.08 pu, and ∆Pd3 =0.05 pu.
The system responses are recorded in Figure 12. It is clear that
after the step loads are given, the variations of ACE1 and ∆ f1
controlled by K3 or K4 are approaching each other.
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Figure 12: Comparisons of responses for area 1 in the 10-unit NE39 system
with constant delays and step loads controlled by different controllers

For scenario 5, the random delays and loads are applied
to the NE39 system, for which we have τ(t) ∈ [0, 10] s and
∆Pdi ∈ [−0.02, 0.02] pu, i = 1, 2, 3. For simulation, these ran-
dom delays and loads are described in Figure 7 similarly. From
Figure 13, it can be found that the dynamic tendencies of ACE1
suppressed by K3 or K4, are almost identical. Same observa-
tions can be obtained for the variations of states ∆Ptie−1,e and
∆PC1. Therefore, the method proposed in this paper, is verified
to be effective in designing controllers for the real-world system
while guaranteeing their robust dynamic performances.

5. Conclusion

This paper has investigated an effective method to improve
the efficiency of tuning the robust controller in the large load
frequency control (LFC) scheme considering time delay. A
novel constraint time-delayed ordinary differential equation (C-
TODE) model has been proposed, for which the way of each
state participating into the LFC model has been observed care-
fully. Compared with the original model, the CTODE model
is an equivalent form, including a delayed part, a delay-free
part, and a delay-related part. Since the remote signals influ-
enced by communication delays are contained in the delayed
part, its order is small and keeps unchanged with the increased
scale of the system. Then, based on the CTODE model, a new
Lyapunov functional has been constructed by introducing the
delayed part to deal with the time delays. Thus, based on the
H∞ performance analysis, a new bounded real lemma (BRL)
has been developed with enhanced efficiency.
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Figure 13: Comparisons of responses for area 1 in the 10-unit NE39 system
with random delays and loads controlled by different controllers

Case studies have been carried out on the three-area LFC
schemes and 39 bus New England systems. The obtained cri-
terion has been shown with significantly improved calculation
efficiency in large power systems. It has been verified that the
obtained criterion is applicable for the delay-dependent stabil-
ity analysis of large-scale power systems with the cost of little
computation accuracy. Most importantly, this criterion has been
validated for guiding the design of robust controllers in large
power systems efficiently without sacrificing the dynamic per-
formances of the designed controllers. The comparisons have
been made between the controllers designed with the CTODE
model and the original model in terms of robustness against
time delays, load variations, and parameter uncertainties.

In the smart grid, the plug-in electric vehicles (PEVs) can
provide the additional primary frequency control by adding the
PEVs control loop into the traditional power system. The charg-
ing/discharging power of PEVs depends on the vehicle-to-grid
schemes, and the frequency deviation is the input signal. The
transmission delays of the remote signal occur. Thus, the pro-
posed method is applicable for investigating the frequency reg-
ulation in multi-area power systems with PEVs. Moreover, as
wide-area damping control systems (WADCs) employ a few re-
mote information as inputs by using the transmission channels,
the presented method can be used to study the delay-dependent
stability analysis and controller design for the WADCs efficient-
ly.

In addition, this paper investigates the LFC problem based
on the linearised model around one operation point, which is
valid for the LFC of the traditional power system. For this
system, the real power is delivered by a synchronous genera-
tor and controlled by the mechanical power output of a steam
turbine, hydro-turbine etc., to match the time-varying load de-
mand. For a future power system with high-penetration level
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of intermittent renewable energy generation, increased flexible
load, and operation in an electricity market environment, its op-
erating point tends to vary more frequently and not around one
nominal operation point as the conventional power system. Un-
der those new cases, the frequency control of the future power
system demands to consider all those nonlinear dynamics with
a nonlinear power system model, including the generation rate
constraints and the governor dead band, etc. Thus, the frequen-
cy stability analysis and control should be carried out based on
the nonlinear power systems model, which will be our future
work.

Appendix I

The following table lists the parameters of the three-area LFC
scheme.

Table 7: Parameters of three-area LFC system with three generators

Tt Tg R D β M Ti j

Area1 0.3 0.1 0.05 1 21 10 T12=0.1968, T13=0.2148
Area2 0.4 0.17 0.05 1.5 21.5 12 T21=0.1968, T23=0.1830
Area3 0.35 0.2 0.05 1.8 21.8 12 T31=0.2148, T32=0.1830

Appendix II

The detailed proof of Theorem 1 is presented in this part.

The Wirtinger-based inequality is recalled in the following
lemma to bound the derivative of the Lyapunov functional.

Lemma 1. [33, 34] For a given matrix Z > 0, the following
inequality holds for all continuously differentiable functions x
in [a, b] −→ Rm:

(b − a)
∫ b

a
ẋT (s)Zẋ(s)ds ≥ Ω̃T

1 ZΩ̃1 + 3Ω̃T
2 ZΩ̃2 (23)

where Ω̃1 = x(b) − x(a) and Ω̃2 = x(b) + x(a) − 2
b−a

∫ b
a x(s)ds

Proof : Calculating the derivative of (10) along system (8)
yields

V̇(t) = 2ξT(t)Pξ̇(t) + xT
1 (t)(Q1 + Q2)x1(t)

− (1−τ̇(t))xT
1 (t−τ(t))Q1x1(t−τ(t))−xT

1 (t−h)Q2x1(t−h)

+ h2 ẋT
1 (t)Rẋ1(t) − h

∫ t

t−h
ẋT

1 (s)Rẋ1(s)ds

where ξ̇T(t)=
[
ẋT

1(t), ẋT
2(t), ẋT

3(t), xT
1(t) − xT

1(t − h)
]
.

V̇(t) can be rewritten in below.

V̇(t) = ςT (t)
(
ET

a PEb + ET
b PEa + eT

1 (Q1 + Q2)e1

− (1 − τ̇(t))eT
2 Q1e2 − eT

3 Q2e3 + h2eT
s1Res1

)
ς(t)

− h
∫ t

t−h
ẋT

1 (s)Rẋ1(s)ds (24)

with ςT (t)=
[
xT

1 (t), xT
1 (t−τ(t)) , xT

1 (t−h) , 1
h

∫ t
t−hxT

1 (s)ds, xT
2 (t),

xT
3 (t), ωT (t)

]
, and other matrices are defined in (11).

Thus, by using inequality (23) to estimate the integral term
in (24), we have

−h
∫ t

t−h
ẋT

1 (s)Rẋ1(s)ds≤−
[
ΩT

1 Ω
T
2

]
diag {R, 3R}

[
ΩT

1 Ω
T
2

]T
≤−ςT (t)ET

c diag {R, 3R} Ecς(t) (25)

whereΩ1 = x(t)−x(t−h) andΩ2 = x(t)+x(t−h)− 2
h

∫ t
t−h x(s)ds,

and Ec is shown as (11).
When the time-varying delay satisfies 0 ≤ τ(t) ≤ h and τ̇(t) ≤

µ, we obtain the following inequality by combining the results
in (24) and (25):

V̇(t) ≤ ςT (t)Π1ς(t) (26)

where Π1 is defined in (11).
Meanwhile, using Π2 given in (11), we have ςT (t)Π2ς(t) −

yT (t)y(t) + γ2ωT (t)ω(t) = 0.
It is obvious that

V̇(t) ≤ ςT (t)(Π1 + Π2)ς(t) − yT (t)y(t) + γ2ωT (t)ω(t) (27)

Therefore, one can see if inequality (11) holds, then

V̇(t) ≤ −yT (t)y(t) + γ2ωT (t)ω(t) (28)

Under the initial condition that V(0) = 0, the integration of both
sides in (28) from 0 to +∞ leads to

V(+∞) ≤
∫ +∞

0

[
−yT (t)y(t) + γ2ωT (t)ω(t)

]
dt (29)

Hence, ∫ +∞
0

yT (t)y(t)dt ≤
∫ +∞

0
γ2ωT (t)ω(t)dt (30)

and ∥y(t)∥ ≤ γ∥ω(t)∥ exists for any nonzero ω(t) ∈ L2[0,+∞).
Moreover, when considering the condition that ω(t) = 0, based
on inequality (28), we obtain V̇(t) ≤ −ε∥x(t)∥2 for a sufficient
small scalar ε > 0 and x(t) , 0. As a result, the asymptotical
stability of system (8) is guaranteed.
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