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SPECTRAL AND ERGODIC PROPERTIES OF

COMPLETELY POSITIVE MAPS AND

DECOHERENCE

FRANCESCO FIDALEO, FEDERICO OTTOMANO, AND STEFANO ROSSI

Abstract. In an attempt to propose more general conditions for
decoherence to occur, we study spectral and ergodic properties
of unital, completely positive maps on not necessarily unital C∗-
algebras, with a particular focus on gapped maps for which the
transient portion of the arising dynamical system can be sepa-
rated from the persistent one. After some general results, we first
devote our attention to the abelian case by investigating the unital
∗-endomorphisms of, in general non-unital, C∗-algebras, and their
spectral structure. The finite dimensional case is also investigated
in detail, and examples are provided of unital completely positive
maps for which the persistent part of the associated dynamical sys-
tem is equipped with the new product making it a C

∗-algebra, and
the map under consideration restricts to a unital ∗-automorphism
for this new C

∗-structure, thus generating a conservative dynamics
on that persistent part.
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1. Introduction

Quantum decoherence induced by the environment is a rather sug-
gestive way to give a dynamical explanation to the collapse of the wave
function caused by a measurement process. Roughly speaking, for a
dynamical system it simply means the possibility to separate the persis-
tent part that is assumed to be a C∗-subalgebra of the original system
on which the dynamics restricts to a conservative (or Hamiltonian) one,
from the transient dynamics which disappears after the repeated action
of the dynamics.
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Without even attempting an exhaustive explanation of the physics
involved, we rather limit ourselves to recalling how quantum decoher-
ence is usually framed in a purely mathematical context. In the defini-
tion introduced by Blanchard and Olkiewicz (see [1, 11, 12] for details),
the time evolution is axiomatised in the following way. The dynamics
is encoded by a quantum Markov semigroup acting on a von Neumann
algebra M acting on the (separable) Hilbert space H, which is often
B(H), the algebra of all bounded linear operators acting on H. More
explicitly, one has a family {Tt ∶ t ≥ 0} of normal completely positive
unital maps onM satisfying the semigroup property, that is T0 = I and
Tt+s = Tt ○ Ts, for any t, s ≥ 0. The occurence of the decoherence then
corresponds to having a decomposition of M into a direct sum of the
formM= N(T )⊕Mo, where N(T ) is by definition the subalgebra

{x ∈M ∣ Tt(x∗x) = Tt(x∗)Tt(x), Tt(xx∗) = Tt(x)Tt(x∗) t ≥ 0}
often referred to as the multiplicative domain of {Tt ∶ t ≥ 0}, and
Mo ∶= {x ∈M ∣ limt→∞ ∥Ttx∥ = 0}.
In [2], various necessary and sufficient conditions for decoherence to

occur are given whenM = B(H), for a finite dimensional Hilbert space
H. Some relevant cases when H is a separable infinite dimensional
Hilbert space are also investigated, for the reader is referred to [8] and
the references cited therein.
One of the conditions for the decoherence is that the equality N(T ) =

Vo holds where Vo, which represents the persistent part under the evo-
lution generated by the semigroup, is by definition the linear span of
the set {x ∈ B(H) ∣ Lx = iλx,λ ∈ R}, with L being the generator of
the semigroup. As shown in [2] (e.g. Section 5, Example 5.3), the
inclusion N(T ) ⊂ Vo may in general be strict, and Vo may even fail to
be a subalgebra, in which case decoherence does not occur according
to the usual definition. On the other hand, in such an example Vo

corresponds to the subspace of the invariant vectors. In addition, it is
possible to define a new product in a natural way (e.g. [10]) such that
T ⌈Vo

generates on Vo, equipped with this new C∗-product, a (trivial)
conservative dynamics. Therefore, we feel it is interesting to point out
that one can have cases where Vo is not a subalgebra, but can neverthe-
less be endowed with a new product that makes it into a C∗-algebra,
see Section 6 for simple but nontrivial examples.
This raises the natural problem to decide under what conditions it is

possible to redefine a product on Vo which makes it into a C∗-algebra
and which is compatible with the semigroup in the sense that the semi-
group itself now acts through ∗-automorphisms on Vo with respect to
the new product. The question can of course be asked for a single
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completely positive unital map without loosing anything concerning
the conceptual aspects.
We address the question of the decoherence in a easier, and possibly

more general form as follows. We start with a unital completely positive
map Φ on a C∗-algebra A, and are seeking for a decomposition of
A into a topological direct sum of the form A∞⊕Ao where A∞ is
not necessarily a C∗-algebra, and limn→∞ ∥Φn(a)∥ = 0 for any a ∈ Ao.
Notice that the last is a strong ergodic property allowing the separation
between transient and persistent part.
Example 5.2 tells us that weaker conditions than the topological

direct sum might be used to separate the persistent part from the
transient one. Such conditions are still not well understood.
Concerning some relevant ergodic properties associated to the pe-

ripheral spectrum, the reader is referred to [9] and the reference cited
therein. Very recent developments of ergodic theory in the quantum
setting, instead, can be found in [4, 5].
Intuitively, the component A∞ representing the persistent part, is

associated with the peripheral spectrum of Φ, σph(Φ) ∶= σ(Φ)⋂T,
whereas Ao, the transient part, is associated with the remaining part
of the spectrum and does disappear after the repeated action of the
dynamics.
It is then natural to see if A∞ can be endowed with a new product

that turns it into a C∗-algebra. In addition, it would also be desirable
that the restriction of Φ to A∞ should be a ∗-automorphism. Note
that, at least in the finite dimensional case, when this is the case the
isometry condition ∥Φ(a)∥ = ∥a∥, a ∈ A∞ becomes a necessary condition
for a splitting as above to exist, see Remark 5.7.
In its full generality, though, this problem is much more complicated

than it appears (e.g. Example 5.2), and it is beyond the scope of the
present work. Here, we limit ourselves to discussing the problem for
gapped unital completely positive maps, providing some elementary
cases for which the question is settled in the positive.
Among those, there is the case arising from finite dimensional dy-

namical systems satisfying all requirements. Indeed, in Section 5 we
point out that, in all finite dimensional cases which are of course
gapped, the persistent part, that is the direct sum of the eigenspaces of
Φ corresponding to the peripheral eigenvalues, can always be equipped
with a new product that turns it into a C∗-algebra, in much the same
spirit as the Choi-Effros result for injective operator systems in [6]. In
the general case, which at present is out of the reach of our analysis,
it might be possible that one can only recover a Jordan algebra struc-
ture, for the Jordan structure of the selfadjoint part of a C∗-algebra
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is actually all that matters for the description of the observables of a
given quantum system, see e.g. [7].
Since the approach we start developing in this paper is mainly based

on spectral theory, the first thing to do is to study the spectral proper-
ties of completely positive maps, the last being however a formidable
task in the full generality. Section 3 is indeed devoted to some ba-
sic properties about the spectrum of bounded maps acting on Banach
which are an interest in itself.
Carrying out this programme, however, requires taking a step back

to ∗-endomorphisms of C∗-algebras, whose general spectral properties
have not been addressed systematically, as far as we know, apart from
the commutative case, which is completely known in the unital case as
an application of a general result due to Sheffold in [13], see also [16].
For such a purpose, at the end of Section 2 we introduce a suitable
generalisation of unitality for ∗-endomorphisms between possibly non
unital C∗-algebras which has a self-containing interest. In Section 4, we
first describe how unital ∗-endomorphisms of abelian, not necessarily
unital, C∗-algebras, can be described in terms of proper maps acting
on the (locally compact) spectrum. This result enables us to show
that the spectrum of a ∗-endomorphism is still of the type allowed by
Sheffold’s result on condition that the ∗-endomorphism is unital in our
sense.
The paper ends with a section collecting some simple but illustrative

examples for which the decoherence, according the approach followed
in the present paper, occurs.

2. Notations and preliminaries

We shortly recall some notions useful in the sequel, starting from the
definition T ∶= {λ ∈ C ∣ ∣λ∣ = 1} = {eıθ ∣ θ ∈ [0,2π)} of the unit circle of
the complex plane. The closed unit disk is defined as D ∶= {λ ∈ C ∣ ∣λ∣ ≤
1}. Obviously, BD = T.
For the normed space X , always complex, by B(X) we denote the

Banach algebra of all linear bounded operators acting on it. Without
any further mention, we deal with complete normed spaces X always
different from {0} if it is not otherwise specified, and with linear oper-
ators.
If T ∈ B(X), we denote by σ(T ) ⊂ C the spectrum of T , which is a

non empty compact subset of the complex numbers. The complement
P(T ) ∶= σ(T )c is the resolvent set, and

P(T ) ∋ λ↦ RT (λ) ∶= (λI − T )−1 ∈ B(X)
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the resolvent. The spectral radius spr(T ) is defined by maxλ∈σ(T ) ∣λ∣ =
limn∥T n∥1/n, and satisfies spr(T ) = limn ∥T n∥1/n, see e.g. [15]. One has
0 ≤ spr(T ) ≤ ∥T ∥. If T ∈ B(H) is a normal operator acting on the
Hilbert space H, then spr(T ) = ∥T ∥, but there are important classes of
operators for which spr(T ) < ∥T ∥ already in the finite dimensional case.
Indeed, if T is a (generalised) nilpotent operator, 0 = spr(T ) < ∥T ∥. By
σph(T ) we denote the peripheral spectrum of T , that is

σph(T ) ∶= {λ ∈ σ(T ) ∶ ∣λ∣ = spr(T )} .
If σph(T ) is separated by the remaining part of the spectrum (i.e.

dist (σph(T ), σ(T ) ∖ σph(T )) > 0), we say that T has a mass gap or it
is gapped, where the last terminology is inherited from physics. Notice
that if X is finite dimensional, then each linear operator T ∶ X → X is
gapped.
The case of interest in this paper is when spr(T ) ≤ 1. In such a

situation, which is tacitly assumed henceforth, we continue to say that
T is gapped whenever spr(T ) < 1.
For the convenience of the reader, we also recall the definition of the

approximate point spectrum, useful in the sequel.

Definition 2.1. The approximate point spectrum of T ∈ B(X) is the
set σap(T ) of those λ ∈ C for which there exists a sequence (xn)n∈N ⊂ X
with ∥xn∥ = 1, such that limn ∥(T − λI)xn∥ = 0.
In the sequel, the Banach space X will often be a C∗-algebra A,

unital with identity 1I ≡ I ∶= 1IA, but also the non unital case is treated
in some detail. The maps Φ ∈ B(A) we deal with in the sequel are
mainly unital completely positive linear maps where, for non unital C∗-
algebras and ∗-endomorphisms, we prove that a reasonable definition
can be provided by using approximate unities.
We recall that, for maps Φ ∈ B(A) positive means Φ(a∗a) ≥ 0 for any

a ∈ A, whereas Φ is completely positive if the map

Φn ∶= Φ⊗ idn ∶Mn(A)→Mn(A)
is positive for every n ≥ 1. Recall that Φn is simply defined by Φ acting
on the matrix a ∈Mn(A) as

Φn(a)ij = Φ(aij) , i, j = 1, . . . , n .

Notice that, for completely positive unital maps acting on unital
C∗-algebras, ∥Φ∥ = ∥Φ(I)∥ = 1, and thus spr(Φ) = ∥Φ∥ = 1. Similar
results might be true for general completely positive maps between,
in general non unital, C∗-algebras. The ∗-homomorphisms between
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C∗-algebras, and in particular ∗-automorphisms, are all examples of
completely positive maps.
An operator system is a subspace S of a C∗-algebra A which is stable

under taking adjoints, that is S∗ ⊂ S (and therefore S∗ = S), but is not
necessarily norm closed. It is also supposed that 1IA ∈ S , provided A is
unital.1

We now extend the notion of unital ∗-endomorphism for, possibly
non unital, C∗-algebras.

Proposition 2.2. Let A be a C∗-algebra with an approximate unity(uι)ι∈I ⊂ A, and Φ ∶ A→ A be a ∗-endomorphism.
Suppose that (Φ(uι))ι∈I is also an approximate unity for A. Then

(Φ(vν))ν∈N is an approximate unity for A for each approximate unity(vν)ν∈N of A.

Proof. It is enough to show that Φ(vν)a → a for each a ∈ A, the limit
of the product aΦ(vν)→ a being similar.
Since (Φ(uι))ι∈I is supposed to be an approximate unity, for fixed

ε > 0 there exist ιo ∈ I such that ∥Φ(uιo)a − a∥ < ε/2. Then we have

∥Φ(vα)a − a∥ ≤∥Φ(vα)a −Φ(vα)Φ(uιo)a∥ + ∥Φ(vαuιo)a −Φ(uιo)a∥
+∥Φ(uιo)a − a∥ ≤ ε + ∥a∥∥vαuιo − uιo∥→ ε .

The proof now follows as ε > 0 is arbitrary. �

The previous result justifies the following

Definition 2.3. Let Φ be a ∗-endomorphism of the C∗-algebra A. It is
said to be unital if (Φ(uι))ι∈I is an approximate unity for A for some

(and hence for all) approximate unity (uι)ι∈I of A.

Suppose that Φ is a unital positive map acting on the unital C∗-
algebra A. The pair (A,Φ) provides a (discrete) C∗-dynamical system
in a natural way.2 It is said to be Hamiltonian or conservative if Φ is
a ∗-automorphism of A, and dissipative otherwise.
Given a strongly continuous (Co for short) one-parameter semigroup{T (t) ∶ t ≥ 0} of completely positive maps, for each δ > 0 (which can

be chosen to be 1 without harming generality) we obtain a discrete
C∗-dynamical system (A,ΦA,δ) where ΦA,δ ∶= T (δ). Thanks to the
Hille-Yoshida Theorem (e.g. [15]), the semigroup has a generator, that

1In alternative, one might suppose that S contains some approximate unity (uι)ι
of A.

2For the non unital C
∗-algebras, the same holds true if Φ is a unital ∗-

endomorphism. Dynamical systems for which the completely positive map Φ is
not unital could be also considered.
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is T (t) = e−tA, where A is a closed densely defined operator acting on
A with

σ(A) ⊂ {λ ∈ C ∣Re(λ) ≥ 0} .
Since ΦA,δ = e−δA, its peripheral spectrum corresponds to

σ(A)⋂{λ ∈ C ∣Re(λ) = 0} ,
and the gapped case occurs precisely when

dist (σ(A)⋂{λ ∈ C ∣Re(λ) > 0},{λ ∈ C ∣Re(λ) = 0}) > 0 .
In brief, σ(ΦA,δ) ⊂ D and A is gapped if and only if the ΦA,δ are gapped.
The above considerations about the semigroups clearly explain why

σ(Φ) ⊂ T corresponds to the Hamiltonian case.

We end with the following well-known notion of classical ergodic the-
ory. Indeed, let X be a locally compact, possibly non compact, Haus-
dorff space, and τ ∶ X →X a proper map. The unital ∗-endomorphism
Φ ∶ Co(X) → Co(X) defined by Φ(f) ∶= f ○ τ , f ∈ Co(X), is named the
Koopman operator associated to τ , see Section 4 for details.

3. Some spectral properties of bounded linear maps

In the present section we collect some fundamental spectral proper-
ties of bounded linear maps, perhaps known to the experts, which will
be useful in the sequel.

Let T ∈ B(X) with spr(T ) ≤ 1 be a gapped operator. Then there is

a Jordan curve γ ∈ P(T ) surronding the part of the spectrum inside
o

D,
corresponding to the whole spectrum if spr(T ) < 1. Therefore, we can
define a continuous projection Q ∈ B(X), which does not depend on
the chosen curve satisfying the conditions required above, as

(3.1) Q ∶= 1

2πı ∳γ RT (λ)dλ , P ∶= I −Q.

We get that X = PX ⊕QX is the topological inner direct sum of PX
and QX . Obviously, if spr(T ) < 1 then Q = I and thus P = 0. Con-
versely, if spr(T ) = 1 and σ(T ) = σph(T ), then Q = 0 and thus P = I.

Proposition 3.1. Let T ∈ B(X) be a gapped operator with spr(T ) ≤ 1.
Then limn→+∞ T nQ = 0 in norm.

Proof. We start by showing the following identity

(3.2) T nQ =
1

2πı ∳γ λ
nRT (λ)dλ ,
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which holds for any natural number n. We will argue by induction on
n. As the Jordan curve γ, we can choose the circle centred at 0 of
radius r, for some r < 1.
We recall the following well-known identity

TRT (λ) = λRT (λ) − I ,
holding on P(T ) by holomorphic functional calculus. If n = 0, we just
have (3.1). Suppose that (3.2) holds true for some integer n. We get

T n+1Q =T (T nQ) = 1

2πı ∳γ λ
nTRT (λ)dλ

=
1

2πı ∳γ (λn+1RT (λ) − λnI)dλ
=

1

2πı ∳γ λ
n+1RT (λ)dλ ,

where the last equality follows by Cauchy’s formula. The conclusion
can now be easily achieved, for we have the estimate

∥T nQ∥ ≤ 1

2π ∫γ ∥λnRT (λ)∥dλ ≤ ∣r∣n+1max
∣λ∣=r
∥RT (λ)∥ÐÐÐ→

n→+∞
0 .

�

For gapped operators T ∈ B(X), as soon as we have selected the
elements x ∈ X corresponding to the ”spectral subspace” associated to

σ(T )⋂ o

D (cf. Proposition 3.1), it is very natural to address the same
problem for non-gapped operators. In order to avoid trivial cases, we
first analyse the situation for which T is gapped and spr(T ) = 1. For
the spectrum, we have

σ(T ) = σph(T )⋃ (σ(T )⋂ o

D ) ,
and in addition σph(T ) ≠ ∅. Therefore, for TP ∶= TP , σ(TP ) = σph(T )
and TP is invertible. Taking into account that, if x = Px then (TP )−nx =
T −nx (where T −n is defined via its own domain), we easily get for
x = Px,

RT (λ)x = − +∞∑
n=0

λnT −(n+1)x ,

and the power-series converges at least for λ < 1. Therefore, we con-
clude that

x ∈ Ran(P )⇒ limn∥T −nx∥1/n ≤ 1 .
By passing to the general situation of T ∈ B(X), with the unique

additional condition that 0 ∈ P(T ), we obtain in analogy to the above
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considerations,

(3.3) RT (λ)x = − +∞∑
n=0

λnT −(n+1)x ,

and the series in (3.3) converges at least in the disk {λ ∈ C ∣ ∣λ∣ <
dist(0, σ(T ))}.
For r ≥ dist(0, σ(T )), consider the circle Cr ∶= {λ ∈ C ∣ ∣λ∣ = r}

together with

XT,r ∶= {x ∈ X ∣ limn∥T −nx∥1/n ≤ 1/r} .
It is easy to show that XT,r ⊂ X is a closed linear subspace. Indeed,

it is closed by multiplication by the scalars. In addition, x, y ∈ XT,r,
RT (λ)(x+y) = RT (λ)x+RT (λ)y and the series describing RT (λ)(x+y)
converges at least

∣λ∣ < min{ 1

limn∥T −nx∥1/n ,
1

limn∥T −ny∥1/n} .
Therefore,

1

limn∥T −n(x + y)∥1/n ≥min{ 1

limn∥T −nx∥1/n ,
1

limn∥T −ny∥1/n} ,
which leads to

limn∥T −n(x + y)∥1/n ≤ max{limn∥T −nx∥1/n, limn∥T −ny∥1/n} ≤ 1/r .
Suppose that (xk)k∈N ⊂ XT,r, and xk → x. By exchanging the symbols
of the sum and the limit, we see that RT (x) converges at least for ∣λ∣ <
infn {1/limn∥T −n(x+y)∥1/n} which, as before, leads to limn∥T −nx∥1/n ≤
1/r. Therefore, x ∈ XT,r.
Now we consider the case of interest, that is a not necessarily gapped

T ∈ B(X), such that spr(T ) = 1 and 0 ∈ P(T ). The above considerations
suggest that the closed subspace XT,1 might characterise the ”spectral
subspace” associated to σph(T ). Certainly, 0 ∈ XT,1, but it is still
unclear under what conditions, which should be as minimal as possible,XT,1 does describe the spectral subspace associated with σph(T ) ≠ ∅.
Another possible characterisation of the spectral subspace we are

searching for the cases of interests in the present paper, that is when
Φ ∈ B(A) is a unital completely positive map acting on the C∗-algebra
A, is ∥Φ(x)∥ = ∥x∥, see Remark 5.7.

We now review the main properties of the approximate point spec-
trum.

Proposition 3.2. If T ∈ B(X), then:
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(i) σap(T ) is a non empty closed subset of σ(T ),
(ii) Bσ(T ) ⊂ σap(T ).

Proof. (i) We start by noticing that σap(T ) ≠ ∅ easily follows by (ii). If
now λ ∉ σ(T ), then T − λI admits a bounded inverse by the Bounded
Inverse Theorem. In particular,

∥(T − λI)x∥ ≥ ∥x∥
∥(T − λI)−1∥ .

This means that T − λI is bounded from below, and hence σap(T ) ⊂
σ(T ). Fix now λo ∈ σap(T )c. We have as above, ∥(T − λoI)x∥ ≥∥x∥/∥(T − λoI)−1∥. Consider now the open ball B centered in λo of
radius ∥(T − λIo)−1∥−1 > 0, and fix λ ∈ B. We get

∥Tx − λx∥ = ∥Tx − (λ − λo)x − λox∥
≥ ∥Tx − λox∥ − ∣λ − λo∣∥x∥
≥ c∥x∥ ,

with c ∶= ∥(T − λIo)−1∥−1 − ∣λ − λo∣ > 0. Thus σap(T ) has an open
complement and hence is closed.
(ii) Let λ ∈ Bσ(T ) and ε > 0. Since σ(T ) and C∖σ(T ) have the same

boundary, there is µ ∉ σ(T ) such that ∣λ − µ∣ < ε
2
. We have

2

ε
≤

1

dist(µ,σ(T )) ≤ ∥(T − µI)−1∥ ,
since it is a well-known fact that ∥RT (λ)∥ → ∞ as dist(µ,σ(T )) → 0.
Therefore, there is a x ∈ X such that ∥x∥ = 1 and 1/ε ≤ ∥(T − µI)−1x∥.
Let y = 1

∥(T−µI)−1x∥(T − µI)−1x, then ∥y∥ = 1 and ∥(T − λI)y − (T −
µI)y∥ < ε/2. It follows that

∥(T − λI)y∥ ≤ ∥(T − λI)y − (T − µI)y∥ + ∥(T − µI)y∥
<
ε

2
+

∥x∥
∥(T − µI)−1∥ <

3ε

2
,

and hence it results λ ∈ σap(T ). �

We are now in a position to prove a useful result concerning an
isometry T ∈ B(X), which is known to the experts but seems to be
difficult to find in the literature. The final part of the proof that we
provide has actually been taken from [17]. All we do is add some few
details on the missing initial part.

Theorem 3.3. Let X be a Banach space and T ∈ B(X) an isometry.
Then, either of the two conditions holds true:

(i) if T is surjective, then σ(T ) ⊂ T;
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(ii) if T is not surjective, then σ(T ) = D.
Proof. We begin to handle the first case. First observe that the spec-
trum of T is contained in D as ∥T ∥ = 1. Now, if there were λ ∈ σ(T )
with ∣λ∣ < 1, there would exist µ ∈ σ(T −1) with ∣µ∣ > 1 given that
σ(T −1) = 1

σ(T ) . This would imply that the spectral radius of T −1 should

be strictly greater than 1, which is impossible because T −1 is still an
isometry.

For the second case, if σ(T ) ⊊ D, then it would exist λ ∈
o

D ⋂ Bσ(T ).
By Proposition (3.2), λ ∈ σap(T ), and thus there exists a sequence(xi)i ⊂ X such that ∥xi∥ = 1 for all i, and ∥Txi − λxi∥ → 0 as i → ∞.
Since T is an isometry, ∥xi∥ = 1 for all i, and ∣λ∣ < 1,
∥Txi − λxi∥ ≥ ∥Txi∥ − ∣λ∣∥xi∥ = ∥xi∥ − ∣λ∣∥xi∥ = 1 − ∣λ∣ > 0 , i ∈ N ,

which is a contradiction. �

For an isometry V acting on the Hilbert spaceH, the same conclusion
can be reached by a simple application of Wold’s decomposition, which
states that

H ≅ Ho⊕
ι∈I

ℓ2(N) , V ≅ Uo⊕
ι∈I

S ,

for some index-set I. Here, S is the forward shift acting on ℓ2(N), and
Uo is a unitary operator (i.e. UoU∗o = 1IHo

= U∗o Uo) acting on the Hilbert
space Ho. The trivial case corresponds to Ho = {0} and I = ∅. The
nontrivial unitary case corresponds to Ho ≠ {0} and I = ∅, in which
case σ(V ) ⊂ T. The non-unitary case corresponds to ιo ∈ I ≠ ∅, in
which case D = σ(S) ⊂ σ(V ) ⊂ D.
Since injective ∗-homomorphisms between C∗-algebras are automat-

ically isometric, the following result is a straightforward application of
Theorem 3.3.
A C∗-algebra is simple if it contains no closed two-sided ideals apart

from 0 and itself. Since for a ∗-endomorphism Φ, Ker(Φ) is a closed
two-sided ideal, we deduce that a (non null) ∗-endomorphism of a sim-
ple C∗-algebra is always injective and thus an isometry, see e.g. [14].

Corollary 3.4. If Φ is an injective ∗-endomorphism of a C∗-algebra A,
then σ(Φ) is either contained in T, which happens when Φ is surjective,
equivalently when Φ is an automorphism of A, or σ(Φ) = D.
Therefore, if A is simple and Φ is a nontrivial ∗-endomorphism, we

have:

(i) σ(Φ) = D ⇐⇒ Ran(Φ) ≠ A,
(ii) σ(Φ) ⊂ T ⇐⇒ Ran(Φ) = A.
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Remark 3.5. If a ∗-endomorphism Φ of a C∗-algebra A is not surjec-
tive, then 0 ∈ σ(Φ). If in addition it is injective, it is an isometry and
thus σ(Φ) = D. If Φ is not unital, then Φ is not surjective, and thus
σ(Φ) = D whenever it is injective.

Proof. By Corollary 3.4, we only have to show that if Φ is not unital
(cf. Definition 2.3) then it cannot be surjective. Indeed, if (uι)ι∈I ∈ A
is any approximate unity, then (Φ(uι))ι∈I is no longer an approximate

unity. Then there exists some b ∈ A such that either (Φ(uι)b)ι∈I or

(bΦ(uι))ι∈I does not converge to b. We only deal with the former case,
the latter being completely analogous.
Indeed, suppose that Φ is surjective, and thus there exists a ∈ A such

that Φ(a) = b. We get

b =Φ(a) = Φ( lim
ι
(uιa)) = lim

ι
Φ(uιa)

= lim
ι
(Φ(uι)Φ(a)) = lim

ι
(Φ(uι)b) ,

which is a contradiction. �

The problem of determining what the spectrum of an endomorphism
of a C∗-algebra looks like is a very interesting one which, to our knowl-
edge, is far from being settled in its full generality. However, there are
two classes of C∗-algebras for which the problem can be given a com-
plete answer: unital ∗-endomorphisms of abelian C∗-algebras, and not
necessarily unital ∗-endomorphisms of finite dimensional C∗-algebras.
We are going to tackle the latter, deferring the former case to the next
section.

Proposition 3.6. Let A be a finite dimensional C∗-algebra, and Φ a,
not necessarily unital, ∗-endomorphism. Then σ(Φ) ⊂ {0}⋃T.
Proof. Suppose that λ ∈ σ(Φ) with 0 < ∣λ∣ < 1, and thus Φ(b) = λb for
some b ≠ 0. With µ = ∣λ∣2, we have that an ∶= (b∗b)n is a non null
eigenvector of Φ corresponding to the eigenvalue µn, n = 1,2 . . . . Since∣σ(Φ)∣ < +∞, the set {µn ∣ n = 1,2 . . . } is finite, which is possible only
if ∣λ∣ ∈ {0,1}. �

4. Commutative case

The present section is devoted to ∗-endomorphisms Φ ∶ A → A of
abelian, not necessarily unital, C∗-algebras A. If Φ is not unital, some
properties concerning σ(Φ) are covered by Remark 3.5. Therefore,
from now on we restrict the analysis to the unital case.
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For the abelian C∗-algebra A, if X ∶= σ(A), X is a locally compact
Hausdorff space and A ∼ Co(X), with the convention that if X is
already compact, then X∞ =X ⋃∅ and Co(X) = C(X).3
Theorem 4.1. Let Φ be a unital ∗-endomorphism of the abelian C∗-
algebra A ∼ Co(σ(A)). Then there exists a uniquely determined proper
map τ ∶ σ(A)→ σ(A) such that Φ is the Koopman operator of τ :

Φ(f) = f ○ τ , f ∈ Co(σ(A)) .
Proof. We start by noticing that the proper map defining Φ is uniquely
determined because Co(X) separates the points of X = σ(A). We also
note that, if X is already compact, then τ ∶= Φt⌈X , the restriction of
the transpose of Φ to the set of characters, does the job.
Suppose that X is not compact, and consider the unital C∗-algebra

A1I ∶= A + λ1I obtained from A after adjoining a unity. Obviously, A1I =

C(X∞). Let Φ1I the natural extension of Φ to A1I given by Φ1I(f +λ1I) ∶=
Φ(f)+λ, which is a unital ∗-endomorphism by construction. As before,
we put τ1I ∶= (Φ1I)t⌈X∞, which is a continuous map of X∞ realising Φ1I:
Φ1I(f) = f ○ τ1I, for every f ∈ C(X∞).
If ϕ ∈ X is a character, the corresponding character ϕ1I ∈ X∞ is

defined as before by ϕ1I(f +λ1I) ∶= ϕ(f)+λ, and the remaining character
ϕ∞ in X∞ corresponding to the point at infinity is defined by ϕ∞(f +
λ1I) ∶= λ.
To end the proof, we have to show that τ1I(X) ⊂X and τ1I(ϕ∞) = ϕ∞,

and therefore this imply that τ ∶= τ1I⌈X will be the proper self-map of X
we are searching for. To this aim, we consider ω = ϕ1I for some ϕ ∈ X .
Then

τ1I(ω)(f + λ1I) = ϕ(Φ(f)) + λ , f ∈ Co(X) , λ ∈ C .

Consider any approximate unity (uι)ι∈I of A, and suppose that ϕ○Φ =
0. Then ϕ(Φ(uι)) = 0 for each ι ∈ I. Since Φ is unital, (Φ(uι))ι∈I is
also an approximate unity of A, and therefore

ϕ(f) = lim
ι
ϕ(fΦ(uι)) = lim

ι
ϕ(f)ϕ(Φ(uι)) = ϕ(f) lim

ι
ϕ(Φ(uι)) = 0 ,

which leads to a contradiction. The proof now follows because, τ1I(ϕ∞) =
ϕ∞ by straightforward computation. �

In the above theorem, the hypothesis of unitality cannot be dropped.
Indeed, the following simple example explains what can happen in non
unital cases.

3With σ(A) we denote the Gel’fand spectrum of the abelian C
∗-algebra A, see

e.g. [14], Section I.3.
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Example 4.1. Consider the real line R, together with the function
τ(x) ∶= ln ∣x∣, for x ∈ R∖{0}. It does not extend to a continuous function
on the whole real line since limx→0 τ(x) = −∞. However, it extends to
a continuous function τ̃ from the one-point compactification R∞ of R
to itself, by defining τ̃(0) ∶=∞ and τ̃(∞) ∶=∞.
Notice that, if f ∈ Co(R), then f ○ τ̃ is still continuous on R and

vanishes at infinity. Indeed, if we denote by f̃ the continuous extension
of f to R∞, that is f̃(∞) = 0, we have f̃ ○τ̃(0) = 0 and limx→∞ f(τ(x)) =
limx→∞ f(ln ∣x∣) = 0. In other words, the map Co(R) ∋ f → f ○ τ̃ ∈ Co(R)
defines a ∗-endomorphism of Co(R) that does not come from any map
from R to itself.
This is not in contradiction with Theorem 4.1 because this endomor-

phism fails to be unital. In fact, since uι(0) = 0 for any ι ∈ I, for the
approximate unit (uι)ι∈I of Co(R), no approximate unit can be sent to
an approximate unit.

The following result will come in useful in the sequel.4

Proposition 4.2. Let Φ ∶ A → A be a unital ∗-endomorphism of an
abelian C∗-algebra A, together with its natural extension Φ1I ∶ A1I → A1I.
Then σ(Φ) = σ(Φ1I).
Proof. We restrict the situation to the nontrivial situation of non-unital
algebras. We also note that 1 ∉ P(Φ1I) because Φ1I is unital by construc-
tion.
Suppose first that λ ∈ P(Φ1I), and therefore λ ≠ 1. Take f ∈ Co(X),

which corresponds a unique g + µ1I, g ∈ Co(X), i.e. λ(g + µ1I) −Φ1I(g +
µ1I) = f , from which we arrive at the equality f = λg + λµ −Φ(g) − µ.
By evaluating it at ∞ we then get 0 = (λ − 1)µ. Therefore, µ = 0 and
so λ ∈ P(Φ).
Suppose now that 1 ≠ λ ∈ P(Φ). It is easy to show that

RΦ1I
(λ)(f + µ) ∶= RΦ(λ)(f) + µ

λ − 1

is well defined and provides the resolvent RΦ1I
(λ).

It remains to check what happens for λ = 1. If 1 is a cluster point of
σ(Φ1I), thanks to the above part it is also a cluster point of σ(Φ) and
thus 1 ∈ σ(Φ). Suppose that 1 is instead an isolated point of σ(Φ1I).
Therefore, there exist nontrivial projections P,Q ∈ B(A1I) given by

Q ∶=
1

2πı ∳γ RΦ1I
(λ)dλ , P ∶= I −Q,

4It is expected that this result could be true for unital ∗-endomorphisms of not
necessarily abelian C

∗-algebras.
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where γ is a sufficiently small circle surronding 1.
We then deduce that A1I is the topological direct sum PA1I⊕QA1I,

and the summand QA1I contains 1I. The case QA1I = C1I cannot occur
because, otherwise, the point at infinity ∞ would be an isolated point
of σ(A1I), contradicting that A were not unital. Therefore, QA1I must
contain a fixed-point f ∈ A1I for Φ which is not a constant function. But
then f − f(∞)1I ∈ A is a non-trivial fixed point of Φ, and thus 1 ∈ σ(Φ)
as well. �

Notice that 1 is always in the approximate point spectrum of both
spectra. In one case it is in the peripheral spectrum, whereas in the
other case it may be or not an eigenvalue.

We are now in a position to prove the main result of the present
section concerning the spectrum of unital ∗-endomorphisms of, possibly
non unital, abelian C∗-algebras. In fact, our result is an extension to
non-unital C∗-algebras of a consequence of a theorem by E. Scheffold
(same statement) concerning the spectrum of a positive linear operator
acting on a Banach lattice, see [13, 16, 18].

Theorem 4.3. Let Φ ∶ A → A be a unital ∗-endomorphism of the
abelian C∗-algebra A, and τ the corresponding Koopman operator. Then,

either σ(Φ) = D or
o

D ∖{0} ⊂ P(Φ). In particular, the following hold
true:

(i) if τ(σ(A)) ≠ σ(A), then 0 ∈ σ(Φ);
(i) if for each n ∈ N, τn+1(σ(A)) ≠ τn(σ(A)), then σ(Φ) = D;

(iii) if instead there exists no ∈ N such that τno+1(σ(A)) = τno(σ(A)),
either σ(Φ) = D or σ(Φ) ⊂ T⋃{0}.

Proof. The proof follows by collecting Proposition 4.2, Theorem 2.7
in [13], and Theorem 4.1. Indeed, first one notes that σ(Φ) coincides
with that σ(Φ1I), where Φ1I is the unital extension of Φ to A1I. Then
one applies Sheffold’s theorem to recover the structure of σ(Φ), and
the connections between the properties of σ(Φ) = σ(Φ1I) and those of
the Koopman map of Φ1I. Finally, one notes that the properties of
τ and τ1I characterising the spectral properties are the same because
τ1I(σ(A)) ⊂ σ(A), and τ1I(∞) = ∞ where ∞ ≡ ϕ∞ is the character at
infinity. �

5. Gapped completely positive maps and the decoherence

The aim of the present section is to manage the problem of the
decoherence by investigating in detail the spectral, and therefore the
ergodic properties, of the completely positive map under consideration.
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More precisely, we start with a discrete C∗-dynamical system (A,Φ),
where A is a unital C∗-algebra and Φ a unital completely positive
map Φ. Therefore, from now on we tacitly assume the unitality of
the involved algebras and maps. In such a situation, σ(Φ) ⊂ D and
spr(Φ) = ∥Φ∥.
The idea will be that of separating the ”observables” associated to

the peripheral part of the spectrum which are wandering and therefore
constitute the part of the C∗-algebra which is persistent relative to
the dynamics generated by Φ. The remaining part is associated to
the portion of the spectrum inside the unit disk which, hopefully, can
represent the transient part. By Proposition 3.1, the last property is
certainly true whenever Φ is gapped.
The first step is to investigate the structure of the elements associated

to the peripheral part of the spectrum. For such a purpose, we start
with the following

Proposition 5.1. For the C∗-dynamical system (A,Φ), with Φ gapped
and P given in (3.1), PA is a norm closed operator system.

Proof. We first note that PA ⊂ A is closed in norm since by definition
it is the range of P , which is a continuous projection. In addition, PA

contains the identity 1I ∶= 1IA of A because P1I = 1I.
All is left to do is verify that PA is selfadjoint, that is PA = (PA)∗.

This is a straightforward consequence of the fact that both Q and P

given in (3.1), are ∗-preserving maps.
Since Q + P = I, where I ≡ 1IB(A), it is enough to verify that Q

preserves the involution of A, which is seen as follows. If x ∈ A and γr
is the circle of radius 0 < r < 1 leaving outside only σph(Φ), then
(Qx)∗ =( 1

2πı ∳γ RΦ(λ)xdλ)
∗

= ( r

2π ∫
2π

0
eıθRΦ(reıθ)xdθ)

∗

=
r

2π ∫
2π

0
(eıθRΦ(reıθ)x)∗dθ = r

2π ∫
2π

0
e−ıθRΦ(re−ıθ)x∗dθ ,

where we have used (RΦ(λ)x)∗ = RΦ(λ̄)x∗, which easily follows from
Φ being a real map. Now,

(Qx)∗ = r

2π ∫
2π

0
e−ıθRΦ(re−ıθ)x∗dθ = − r

2π ∫
−2π

0
eıθRΦ(reıθ)x∗dθ

=
r

2π ∫
0

−2π
eıθRΦ(reıθ)x∗dθ = r

2π ∫
2π

0
eıθRΦ(reıθ)x∗dθ

=
1

2πı ∳γ RΦ(λ)x∗dλ = Qx∗ ,

which ends the proof. �
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Remark 5.2. Since P commutes with Φ, the operator system S ∶= PA

is clearly invariant under Φ, that is Φ(S) ⊂ S and thus Φ(S) = S
because Φ⌈S is invertible.

The problem we are going to discuss deals with the possibility to
define a new product ○ that makes S into a C∗-algebra in such a way
that the restriction of Φ to S is a ∗-isomorphism with respect to the
new product. We start with an easy yet motivating example when this
can be certainly done.

Example 5.1. Let Φ be a, not necessarily unital, ∗-endomorphism of
the C∗-algebra A such that σ(Φ) ⊂ {0}⋃T.5 In this case, Φ cannot be
injective, for otherwise it would be isometric and its spectrum should be
the whole disk. But then Q projects onto Ker(Φ), which is a nontrivial
two-sided ideal. Therefore, it follows that P = I − Q projects onto
Ran(Φ) because, for every x ∈ A one has

P (Φ(x)) = Φ(x) −Q(Φ(x)) = Φ(x) −Φ(Qx) = Φ(x).
But then PA = Ran(Φ) ∼ A/Ker(Φ).
In other terms, S = PA is already a C∗-algebra (with Φ(1IA) = 1IPA)

without the product being changed. Moreover, since the restriction of
Φ to S is injective, Φ acts on S as a ∗-automorphism.

Example 5.2. The extreme opposite is when the ∗-endomorphism
Φ ∶ A → A, supposed to be unital for simplicity, is injective but not
surjective.6 In such a situation, σ(Φ) = D. However, putting B ∶=
⋂n∈NΦn(A), we easily recover that Φ⌈B is a ∗-automorphism possibly
trivial in the case B = CI. Since Φ is not gapped, it is expected that
B does not have a topological complement in A.

The following result (cf. [10], Theorem 2.1) deals with the general sit-
uation of a completely positive map on a finite dimensional C∗-algebra.

Proposition 5.3. Let Φ ∶ A→ A be a completely positive unital map of
the finite dimensional C∗-algebra A. Then there exists a subsequence(nj)j ⊂ N such that P = limj Φnj .
Therefore P is a completely positive projection, and thus PA is a

C∗-algebra when it is equipped with the product

(5.1) a ○ b ∶= P (ab) , a, b ∈ PA .

Proof. Since σ(Φ), and therefore σph(Φ), is finite, there exists a nonzero
natural number m such that λm = 1, λ ∈ σph(Φ). We then argue that,

5By Proposition 3.6, this is certainly true when A is finite dimensional.
6Such a situation can occur only if A is infinite dimensional.
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on the one hand Φm⌈PA= P , and on the other hand (cf. Proposition
3.1) limj Φmj⌈QA= 0.
Therefore, P is a completely positive projection and (5.1) does define

a C∗-product by mimicking the proof of Theorem 3.1 in [6]. �

The above result suggests a new way to manage the question of
the decoherence, including more general situations at least for gapped
completely positive maps Φ. The first step is indeed to define a new
product that changes an operator system to a fully-fledged C∗-algebra,
which can always be done in the finite dimensional case, as we proved
in Proposition 5.3.
We summarise the situation in the following

Remark 5.4. Let (A,Φ) be a C∗-dynamical system with Φ gapped. If

(i) the projection P given in (3.1) is completely positive, and thus
So ∶= PA equipped with the map (5.1) which is indeed a C∗-
product, is a unital C∗-algebra,

(ii) Φ⌈So is a ∗-automorphism w.r.t. the product (5.1),

then (So,Φ⌈So) is a Hamiltonian C∗-dynamical system.

At this stage, it is very natural to address the following question.

Conjecture 5.5. Let Φ ∶ A → A be a unital completely positive map
acting on the unital C∗-algebra A such that σ(Φ) ⊂ T. Then Φ is a
∗-automorphism.

Remark 5.6. An immediate consequence of the above conjecture would
be the following: for the unital completely positive map Φ ∶ A→ A, with
A finite dimensional and So equipped with the product (5.1), (So,Φ⌈So)
provides a Hamiltonian C∗-dynamical system.

Proof. It is enough to note that So equipped with the product ○ is a
C∗-algebra and Φ⌈So is a unital completely positive map with σ(Φ⌈So) ⊂
T. �

For gapped unital completely positive maps Φ ∶ A → A for which
(5.1) defines a product on S , we denote by So the C∗-algebra made of
S endowed with the product ○ in (5.1).

Remark 5.7. Let (A,Φ) be a C∗-dynamical system with A finite di-
mensional. If the restriction Φ⌈So endowed with the C∗-product (5.1)
provides a Hamiltonian C∗-dynamical system, then Φ is isometric on
S equipped with the original norm.

Proof. The assertion easily follows by the structure of So given in [6],
Theorem 7.1. Indeed, by using the notations of such a paper, for the
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involved matrices we have

X =
⎛⎜⎝
A 0 0
0 A B

0 C D

⎞⎟⎠ , Φ(X) = ⎛⎜⎝
AΦ 0 0
0 AΦ BΦ

0 CΦ DΦ

⎞⎟⎠ .
Taking into account that, for the generic element X as above, the

new norm is ∥(A B

C D
)∥, ∥X∥ = ∥(A B

C D
)∥, and Φ is supposed to be

isometric w.r.t. this new norm, we get

∥X∥ = ∥(A B

C D
)∥ = ∥(AΦ BΦ

CΦ DΦ
)∥ = ∥Φ(X)∥ .

�

Example 5.3. We would like to revisit Example 2 in [2], where it is ex-
plained what can happen for the variables associated to the peripheral
spectrum.
For any fixed unital linearly independent vectors u, v ∈ Cn, a linear

operator L is defined on Mn(C) by
L(A) ∶= [⟨Au,u⟩⟨ ⋅ , v⟩ − 1

2
(⟨ ⋅ ,A∗v⟩ + ⟨ ⋅ , v⟩A)]v ,

which is the generator of a Markov semigroup. It was proven that the
peripheral spectrum of L (i.e. those eigenvectors with null real part)
is made only by 0, with eigenspace denoted by Vo.
The case n = 3 provides an interesting example. Choosing v ∶= e1 and

u ∶= e2, where (e1, e2, e3) is the canonical basis of C3, one finds that Vo

is the operator system made up of all matrices of the form

x = (ω(A) 0
0 A

) = ⎛⎜⎝
α 0 0
0 α β

0 γ δ

⎞⎟⎠ , α, β, γ, δ ∈ C ,

where A ∈M2(C) and ω(A) ∶= A11.
However, although Vo fails to be closed under the product, as ex-

plained in [6], Section 7 or by direct inspection, it can nonetheless

be endowed with the new product given for x = (ω(A) 0
0 A

) and y =

(ω(B) 0
0 B

),
x ○ y = (ω(AB) 0

0 AB
) ,

such that (Vo,○) ∼M2(C) as a C∗-algebra.
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Summarising, in Remark 5.4, (i) is satisfied. We also note that (ii)
is trivially satisfied because Vo = KerL.

6. Examples

We start by discussing a simple yet nontrivial class of commutative
finite dimensional examples based on Markov chains, where all the
properties outlined in Remark 5.4 hold true.

Example 6.1. On C3 thought of as a commutative C∗-algebra A,
where the product is performed component-wise and with unity 1I ∶=(1,1,1), we consider the class of positive maps associated with the
stochastic 3 × 3 matrix T given by

T =

⎡⎢⎢⎢⎢⎢⎣
a b 1 − (a + b)
0 0 1
0 1 0

⎤⎥⎥⎥⎥⎥⎦
,

where 0 ≤ a < 1 and 0 ≤ b ≤ 1, a + b ≤ 1. The spectrum of T is easily
seen to be σ(T ) = {a,−1,1}. In addition, if we set Aλ ∶= Ker(λI − T ),
λ ∈ C, after routine computations one finds:

- A1 = C

⎡⎢⎢⎢⎢⎢⎣
1
1
1

⎤⎥⎥⎥⎥⎥⎦
, A−1 = C

⎡⎢⎢⎢⎢⎢⎣
a+2b−1
1+a

1
−1

⎤⎥⎥⎥⎥⎥⎦
, Aa = C

⎡⎢⎢⎢⎢⎢⎣
1
0
0

⎤⎥⎥⎥⎥⎥⎦
;

- 1I ∶=

⎡⎢⎢⎢⎢⎢⎣
1
1
1

⎤⎥⎥⎥⎥⎥⎦
, v ∶=

⎡⎢⎢⎢⎢⎢⎣
a+2b−1
1+a

1
−1

⎤⎥⎥⎥⎥⎥⎦
, w ∶=

⎡⎢⎢⎢⎢⎢⎣
1
0
0

⎤⎥⎥⎥⎥⎥⎦
;

- v2 = 1I + ((a+2b−1
1+a )2 − 1)w;

- The space A1⊕A−1 = span

⎧⎪⎪⎪⎨⎪⎪⎪⎩
⎡⎢⎢⎢⎢⎢⎣
1
1
1

⎤⎥⎥⎥⎥⎥⎦
,

⎡⎢⎢⎢⎢⎢⎣
a+2b−1
1+a

1
−1

⎤⎥⎥⎥⎥⎥⎦
⎫⎪⎪⎪⎬⎪⎪⎪⎭
is not closed with

respect to the algebra product on C3. For one has

(t11I + t2v)(t31I + t4v) = t1t31I + (t1t4 + t2t3)v + t2t4v2
=(t1t3 + t2t4)1I + (t1t4 + t2t3)v + t2t4 ((a + 2b − 1

1 + a
)2 − 1)w

∉A1⊕A−1 .

Even so, the direct sum A1⊕A−1 is a C∗-algebra w.r.t the new prod-
uct ○. Let P ∶ C3 → C3 be the projection given by

P (t11I + t2v + t3w) ∶= t11I + t2v, t1, t2, t3 ∈ C .

The restriction of T to P (C3) = A1⊕A−1 is actually a ∗-isomorphism
with respect to ○, that is T (x ○ y) = (Tx) ○ (Ty) for any x, y ∈ P (C3).
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Indeed, if x = x11I+x2v and y = y11I+y2v, we have x○y = P (xy) = (x1y1+

x2y2)1I+ (x1y2 +x2y1)v, hence T (x○ y) = (x1y1 +x2y2)1I− (x1y2 +x2y1)v
as Tv = −v. On the other hand, Tx ○ Ty = (x11I − x2v) ○ (y11I − y2v) =(x1y1 + x2y2) − (x1y2 + x2y1), and the claimed equality is thus seen to
hold.

A second class of working examples is provided by matrices of the
form

T =

⎡⎢⎢⎢⎢⎢⎣
0 0 1
0 1 − a a

1 0 0

⎤⎥⎥⎥⎥⎥⎦
where a is a parameter with 0 < a < 1. The spectrum of T is given by
σ(T ) = {1,−1,1 − a}. The corresponding eigenspaces are now

A1 = C

⎡⎢⎢⎢⎢⎢⎣
1
1
1

⎤⎥⎥⎥⎥⎥⎦
, A−1 = C

⎡⎢⎢⎢⎢⎢⎣
1
a

2−a

−1

⎤⎥⎥⎥⎥⎥⎦
, A1−a = C

⎡⎢⎢⎢⎢⎢⎣
0
1
0

⎤⎥⎥⎥⎥⎥⎦
.

As before, let us set

1I ∶=

⎡⎢⎢⎢⎢⎢⎣
1
1
1

⎤⎥⎥⎥⎥⎥⎦
, v ∶=

⎡⎢⎢⎢⎢⎢⎣
1
a

2−a

−1

⎤⎥⎥⎥⎥⎥⎦
, w ∶=

⎡⎢⎢⎢⎢⎢⎣
0
1
0

⎤⎥⎥⎥⎥⎥⎦
,

Now (t11I + t2v)(t31I + t4v) = (t1t3 + t2t4)1I + (t1t4 + t2t3)v + t2t4[a2/(2 −
a)2 − 1]w =∉ A1⊕A−1.
Once again, in the direct sum A1⊕A−1 it is still possible to define

the new product ○, and verify that the map T restricts to A1⊕A−1 as
a ∗-isomorphism w.r.t. the above product. We leave to the reader all
remaining calculations.

At this stage, it is natural to address the question, whose answer is
probably affirmative, whether any Markov chain provides a Hamilton-
ian dynamical system when restricted to its persistent portion, after
changing there the product.

We next move on to provide working non commutative finite dimen-
sional examples as well.

Example 6.2. Now in light of a well-known result in [3], the most
general completely positive map on a matrix algebra Mn(C) assumes
the form

Φ(A) = k

∑
i=1

V ∗i AVi , A ∈Mn(C) ,
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where k is any positive natural number, and Vi an element of Mn(C)
for any i = 1,2, . . . , n. Note that Φ is unital if and only if ∑k

i=1 V
∗
i Vi = I.

For such a purpose, we consider an elementary example for n = k = 2
by looking at the completely positive map Φ that corresponds to taking

V1 = ( 0 1
0 0

) and V2 = V
∗
1 = ( 0 0

1 0
) . Accordingly, one finds

Φ(( a b

c d
)) = ( d 0

0 a
)

Eigenvalues and eigenspaces of Φ are found at once.
The spectrum σ(Φ) is the set {0,1,−1}, and the corresponding eigenspaces

are Ao ∶= Ker(Φ) = span{V1, V2}, A1 ∶= Ker(I − Φ) = CI, and A−1 ∶=

Ker(I +Φ) = CA, where A is the matrix ( 1 0
0 −1

).
Now the direct sum A1⊕A−1 is already a ∗-subalgebra since A2 =

1. Moreover, the restriction of Φ to A1⊕A−1 preserves the product.
Indeed, for any t, t′, s, s′ ∈ C we have:

Φ ((tI + sA)(t′I + s′A)) = Φ(tt′I + ts′A + t′sA + ss′I) =
(tt′ + ss′)I − (t′s + ts′)A = (t1 − sA)(t′I − s′A) =
Φ(tI + sA)Φ(t′I + s′A) .

Notice that, for such a simple example, Conjecture 5.5 holds true.
In addition, one might also object that it is too elementary in that
A1⊕A−1 is already a ∗-subalgebra and the restriction of Φ to it al-
ready preserves the product. However, it is not too difficult to conceive
slightly more sophisticated examples where the product does need to
be changed.

Example 6.3. By using the conditional expectation E from Mn(C)
onto the diagonal subalgebra Cn, that is the subalgebra of all diagonal
matrices, given by

E(A)ij = δi,jAij , A = (Aij)ni,j=1 ∈Mn(C) ,
any positive map T on Cn can be extended to a completely positive
map Φ on Mn(C) as Φ ∶= T ○E. In addition, the spectrum of Φ is the
same as the spectrum of T up to 0, as shown below.

Lemma 6.1. With the notations set above, σ(Φ) = σ(T )⋃{0}.
Proof. Since Φ is not injective, 0 belongs to σ(Φ), and in addition the
inclusion σ(T ) ∪ {0} ⊂ σ(Φ) is obvious because the restriction of Φ to
Cn is T . Therefore, all we have to do is prove that if λ ≠ 0 sits in σ(Φ),
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then λ also sits in σ(T ). Let A ∈Mn(C) such that Φ(A) = λA, that is
T (E(A)) = λA. From A = 1

λ
T (E(A)), we see that A must be in Cn.

But then, A = E(A), which means λ ∈ σ(T ) because
T (A) = T (E(A)) = Φ(A) = λA .

�

As an immediate result of the above lemma, whenever one is given a
positive map T on Cn with the properties in Remark 5.4, then its exten-
sion Φ = T ○E to Mn(C) still have the same properties. In particular,
this applies to the commutative examples we discussed at the beginning
of the present section, thus providing instances of completely positive
maps on a full matrix algebra such that the conditions in Remark 5.4
are fulfilled in a nontrivial way.
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