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Abstract

In frequency regulation of power grids, conveying observations to controllers and obtaining control outputs depend greatly
on communication and computation resources. Particularly for modern power system with an open communication
network, the costs of communication and computation should not be ignored. This paper investigates an event-triggered
based load frequency control for time-delayed power system with an open communication network. Based on the lifting
technique in the sampled-data control theory, a new control scheme, using both a large sampling period and a maximized
threshold parameter, is introduced to further lessen communication and computation costs while preserving a desired
H∞ robust performance. The delay-dependent stability criterion of the proposed control scheme is less conservative,
which takes fully the time delay, the sampling period, and the threshold parameter of event-triggered communication
scheme into account. The proposed criterion is unified and can be transformed to the stability conditions of the existing
research by setting different values of time delay, sampling and threshold parameter. Additionally, the usage of a large
and aperiodic sampling period complies with the aperiodic updating characteristic of 2-4s in control signals in load
frequency control scheme. Case studies based on a one-area power system, a two-area power system and an IEEE 39-bus
benchmark test system are carried out. The simulation tests demonstrate that the proposed control scheme further
reduces the communication and computation costs and ensures the load frequency control system stable operation with
a preset H∞ robust performance.

Keywords: Power system, Load frequency control, Event-triggered, Sampling period, Time delay, Communication and
computation costs

1. Introduction

Load frequency control (LFC) plays an important role
in frequency regulation of power system [1]. The main
function of LFC is to remain the balance between load
consumption and power generation in the power system,
so as to maintain the frequency and the tie-line power in
the system at a predetermined value [2]. LFC schemes
in traditional power systems use the dedicated communi-
cation channels to detect and transmit measurement and
control signals [3]. The high penetration of intermittent
renewable energies, such as wind energy and solar energy,
promote the increased use of demand-side response, where
open communication networks are preferred than the ded-
icated ones. The demand-side response usually has huge
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number of small capacity units and operates in a market
environment to increase the flexibility of whole power sys-
tem [4]. Moreover, the development of a smart grid and an
effective power system market highly needs an open com-
munication infrastructure to support the increasing decen-
tralized property of control services such as LFC, as stated
in [5]. The open communication infrastructure will also al-
low a bilateral contract for the provision of load following
and third party LFC [6]. As reported in [7], the open
communication network has been widely used in LFC of
modern power systems.

Modern power systems are evolving towards a new gen-
eration of smart grid, where the increasing deployment of
phase measurements units (PMUs) and smart meters leads
to a substantial increase of measurements/control signals
in the open communication network [8]. With the large-
scale deployment of these information technology infras-
tructures, the tremendous data exchange would rapidly
make the network load imbalanced and exhaust the net-
work resources [9]. The power network operators have to
face the communication bottlenecks, leading to unreliable
operations of power system [10]. Moreover, as reported in



[11], the communication between generation units also has
bandwidth constraints in practical LFC. Therefore, it is
desirable to design an effective LFC scheme that can stay
the balance between load and generation while consuming
less communication and computation resources.

An event-triggered (ET) communication scheme per-
forms well in reducing the communication network burden
in the smart grids, as stated in [12] and [14]. For instance,
In the economic dispatch, an ET communication-based
distributed optimization was proposed to reduce informa-
tion exchange requirements [10]. Liu et al. [15] developed
an ET particle filter to relieve the communication bur-
den in the distributed generation system, while Yang et
al. introduced a dynamic event-triggered robust secondary
frequency control for islanded AC microgrid to provide a
good balance between dynamic performance and commu-
nication burden [13]. On the other hand, under the same
bandwidth, using less bandwidth will help the communi-
cation system provide more communication channels to
transmit measurement/control signals for the control sys-
tem at the same time, which can improve the redundancy
and reliability of the LFC system. This facilitates the ap-
plication of the ET communication schemes into the LFC
systems, and much attention has been paid to the event-
trigged-based LFC (ETLFC) scheme [17].

On the other hand, time delays are unavoidable during
signal processing and transmission, and can degrade the
control performance of the system and may threaten the
stability of the system [18]. As to the open communication
networks, such delays are uncertain due to factors such
as communication protocol, network loading, and routing
over different types of communication lines [20]. For ex-
ample, Peng et al. [21] suggested that time delays vary
within [0.15, 2] seconds in LFC systems when an open com-
munication network is used, while Andersen et al. found
about 3 seconds during the field tests when a multi-layer
communication network is used for frequency control [22].
Additionally, the packet losses caused by the cyber-attacks
or communication failures can be converted to an equiv-
alent time-varying delay [3]. If some cyber-attacks or the
communication failures exist, the time delays will be larg-
er. As pointed out in [23], time delay dependent stability
analysis of the LFC is still useful for the extreme case of
cyber-attacks or even the communication faults from the
communication networks even if the dedicated communi-
cation channels are employed. Therefore, the time-delay
stability analysis of LFC scheme has been paid much at-
tention.

Peng et al. [21] investigated LFC of power systems with
probabilistic interval time delays, while a new method was
put forward for the closed-loop stability analysis of PI-type
LFC scheme with interval time-varying delay [24]. Addi-
tionally, from the perspective of reducing computation-
al complexity of the time-delay stability condition, Jin et
al. proposed the structure-exploiting technique-based and
the model reconstruction technique-based stability anal-
ysis conditions for the large-scale LFC system [19]. The

stability conditions for LFC system of these references are
all based on the continuous control environment. Howev-
er, the practical LFC system is a sampled-data control sys-
tem, where the control signal update period is usually 2-4s,
as stated in [25] and [20]. These references all ignore the
practical sampling characteristics of load frequency control
system. As pointed out in [34], the existence of sampling
period will affect the accuracy of time-delay stability anal-
ysis. Therefore, considering the sampling characteristic,
the load frequency control schemes with fast frequency re-
sponse dynamic performance and robust performance are
designed respectively in Refs. [36] and [37]. In addition,
Ref. [20] further explored the time-delay stability of load
frequency control system. In consideration of sampling
characteristics and to reduce communication burden, the
method of increasing sampling period was proposed in [36]
and [37]. Moreover, to further save communication and
computation resources, the ET communication scheme is
widely used in LFC systems, as mentioned in the above.
When using the ETLFC schemes, the triggered signals are
selected by the ET condition, and may not withstand the
same upper bound of the time delay that the signals can
withstand in the LFC without the ET scheme. It can
be predictable that the control performance of the LFC
system will be degraded if the effective and important sig-
nals triggered by ET condition are subject to these delays.
Therefore, it is desirable to explore the delay-dependent
ETLFC.

Recently, the delay-dependent ETLFC system have been
widely studied. In 2016, Wen et al. [16] firstly presented
the H∞ ETLFC scheme for power systems with the com-
munication delay to reduce the transmission amount of
measurement/control signals while preserving the desired
H∞ robustness performance. Whereafter, many scholars
have done a lot of work to improve the ETLFC scheme.
Their research endeavors can be summarized as three as-
pects. The one is to reduce the conservatism of the delay-
dependent stability condition of the ETLFC system. In
[26], the Wirtinger-type integral inequality was used to es-
timate the derivative of the Lyapunov functional instead
of the usage of the free-weight-matrix technique in [16].
As an improvement, an exponential and discrete Lyapunov
functional considering the sampling characteristics was con-
structed in [27] compared with the continuous Lyapunov
functionals chosen by [16] and [26]. The second is to im-
prove the control performance of the ETLFC scheme. Sev-
eral effective control methods have been introduced into
LFC scheme, including the slide mode control [28], the
multi-agent-based optimal control [29], the model-based
control [30], the model predictive control [31], the L2 ro-
bust control [17] and the adaptive dynamic programming
[8]. The last is to further reduce the communication bur-
den. The adaptive ETLFC schemes have been develope-
d in [26] and [27], where the threshold parameter can
be adaptively adjusted to save more limited network re-
sources. Additionally, a switched-based ETLFC scheme
was presented in [17], where the amount of sent mea-
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surement is reduced by switching between periodic sam-
pling and continuous ET. In addition to the above re-
search, some resilient ETLFC schemes under cyber-attacks
were proposed to lighten the burden of network bandwidth
while preserving a requiredH∞ robust performance in [32].

However, there are some gaps in the above research.
First of all, most scholars do not deeply explore the stabil-
ity of the system considering time delay, sampling period
and threshold parameters. Only few scholars in [16], [26]
and [27] proposed some theorems to determine the stabil-
ity of an ETLFC system considering the sum of sampling
period and time delay. Second, these stability theorems
are relatively conservative, which will affect the effective-
ness of controller design and reducing communication and
computation costs. The conservatism is due to two aspect-
s. The one is that the way of taking the sum of time delay
and sampling period ignores the sawtooth-like characteris-
tic of the sampling period [33]. Fridman et al. [34] pointed
out that the delay-dependent stability of a sampled-data
system can be significantly affected by sampling period.
Another one is that the choose of the Lyapunov function-
al. Zeng et al. [35] stated that a two-side looped function-
al can effectively reduce the conservatism of the stability
condition for a sampled-data system in comparison with
the usage of the one-side looped functional in the above
research. Lastly, as stated in [25], a practical LFC is a
sampled-data system, where the power commands sent to
generation units are updated 2–4 s. In the existing re-
search, the sampling period is regarded as a small value
(less than one second), and it does not match the normal
value in the practical LFC system. Therefore, it is nec-
essary to explore the delay-dependent stability of ETLFC
system considering a large and aperiodic sampling period.
In response to the large sampling of control signals, the
sampling period of measurements should also be increased.
It can be expected that the communication burden can be
further reduced through both the usage of large sampling
period and the maximized threshold parameter in the ET
scheme. These gaps motivate our research.

Based on the above discussions, this paper investigates
the delay-dependent stability of the ETLFC scheme of
power system. The ETLFC model of power system e-
quipped with PI-type controller is built firstly. Then, an
improved delay-dependent stability condition is proposed
for the ETLFC scheme based on a lifting technique and a
two-side looped Lyapunov functional. Next, the methods
of reducing communication and computation costs are in-
troduced. Finally, the effectiveness of the proposed meth-
ods is verified by case studies based on a one-area pow-
er system, a two-area power system and an IEEE 39-bus
benchmark test system. In summary, the main contribu-
tions are as follows.

1) Different from the methods based on only the ET scheme
in [26, 27, 32] or only the large sampling period in
[36, 37], a new method, using both a large sampling
period and a maximal threshold parameter, is present-

ed to save more communication and computation re-
sources under a given PI controller and a preset H∞
robust performance index.

2) A new delay-dependent stability criterion for ETLFC
is proposed, and it is less conservative in comparison
with the existing conditions in [16, 26, 27]. The cri-
terion, which considers uncertain time delay, aperiodic
sampling period and threshold parameter separately,
is taken in a continuous-time model but derived by a
discrete-time two-side looped Lyapunov functional.

3) The proposed stability criterion is unified and can be
converted into the stability conditions of the delay-
dependent LFC scheme in [38, 2, 39], the sampled-data-
based LFC scheme in [36] and the sampled-data-based
delay-dependent LFC scheme in [20, 37].

4) To comply with the aperiodic characteristic of 2–4s in
control signal updating of the LFC scheme, the pro-
posed stability condition ensures the stable operation
of the ETLFC system under a large and aperiodic sam-
pling period.

The remainder of this paper is organized as follows.
Section 2 presents the ETLFC model of power system.
Section 3 proposes the delay-dependent stability analysis
method for the ETLFC scheme. In Section 4, a method
of saving communication and computation costs is intro-
duced. Section 5 is the case studies to validate the effec-
tiveness of the proposed scheme. Conclusions are present-
ed in Section 6.

2. Modeling ETLFC scheme for power system

In this section, a dynamic model of ETLFC of power
system is introduced. This model considers the sampling
characteristic and time delay in an open communication
network.

2.1. The LFC model of power system

A multi-area power system comprises N subareas that
are interconnected by tie-lines. For every subarea i, the
similar linearized model is presented in Fig. 1, which in-
cludes the governor, the turbine, the rotating mass and
load, the tie-line power and the communication channel,
where ∆Pci, ∆Pvi, ∆Pmi, ∆Pdi, ∆fi and ∆Ptie−i denote
the deviation of the controller output, the valve position,
the generator mechanical output, the load, the frequency
and the tie-line power exchange of the ith area of the power
system, respectively; βi, Ri, Mi, Di, Tchi and Tgi are the
frequency bias factor, the speed drop, moments of inertia
of the generator, damping coefficient of the generator, time
constant of the turbine and time constant of the governor
of the ith area of the power system, respectively; Tij is the
tie-line synchronizing coefficient between area i and area
j, and vi =

∑N
j=1,j 6=i Tij∆fj ; ACEi represents the area

control error (ACE) of the ith area and is the linear combi-
nation of ∆fi and ∆Ptie−i, i.e., ACEi = βi∆fi + ∆Ptie−i.

For the multi-area power system, the decentralized con-
trol strategy is applied. The interactions between different
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Figure 1: ETLFC structure of ith area of a multi-area power system.

areas, vi, are treated as disturbances for every area. This
means that every control area is independent and has it-
s own LFC center to maintain the balance of generation
and load. Assume that the generator in every subarea is
equipped with non-reheat turbine. Then, recall the LFC
model in [36] and define x̃i = [∆fi,∆Ptie−i,∆Pmi,∆Pvi]

T ,
ỹi = ACEi, and ω̃i = [∆Pdi, vi]

T . One can obtain the fol-
lowing LFC model of ith area of the power system{

˙̃xi(t)=Ãix̃i(t)+B̃iũi(t)+F̃iωi(t)

ỹi(t)=C̃ix̃i(t)
(1)

where

Ãi =


−Di
Mi

− 1
Mi

1
Mi

0

2π
∑N
j=1,j 6=i Tij 0 0 0

0 0 − 1
Tchi

1
Tchi

− 1
RiTgi

0 0 − 1
Tgi


B̃i =

[
0 0 0 1

Tgi

]T
, C̃i = [ βi 1 0 0 ]

F̃i =

[
− 1
Mi

0 0 0
0 −2π 0 0

]T
.

Choose the following PI-type controller

ũi(t) = −KPiACEi(t)−KIi

∫
ACEi(t) (2)

where KPi and KIi are the proportional gains and integral
gains, respectively.

In the ET LFC scheme, the common supervisory con-
trol and data acquisition system (SCADA) is employed
to receive and dispatch the measurement/control signal-
s, where the remote terminal units (RTUs) are used for
acquisition of the measurements (∆fi and ∆Ptie−i). The
transmission instants sk (k = 1, 2, 3, · · · ) of RTUs are syn-
chronized among the sensors in different areas of power
systems. These measurements are sent out at a time in-
terval Tk. The sequence of {sk} is strictly increasing and
goes to infinity as k goes. There exist two positive scalars
h1 < h2 such that the difference between two successive
sampling instants Tk = sk+1 − sk satisfies

∀k ≥ 0, 0 < h1 ≤ Tk ≤ h2. (3)

Then, through the ACE filtering and signal processing
in the control center, the control signal of the power com-
mands are sent to generation units by a time interval Tc
usually within [2, 4]s. To simplify the modeling, assume
that: Tk is equal to Tc. The delays, including network-

induced delays and fault-induced delays, are combined as
one single delay τi(t), which is uncertain and time-varying
with lower bound τm and upper bound τM and satisfies

0 ≤ τm ≤ τi(t) ≤ τM , |τ̇i(t)| ≤ µ < 1. (4)

where µ is the upper bound of the derivative of time delay.
Especially, if τ̇i(t) = 0, then τi(t) is constant and τm = τM .
Additionally, assume that the multiple delays τi(t) with
i = 1, 2, ..., N are all equal and considered as a single delay
τ(t).

As shown in Fig. 1, ACEi(t) cannot be directly used
due to the sampling of measurements, the ET scheme, and
the time delay in the open communication network. Then,
the attainable ACEi(t) at the LFC center can be written
as follows:

ACEi(t) = ACEi(sk), t ∈ [sk+τ(sk), sk+1+τ(sk+1)) (5)

Denoting tk = sk + τ(sk) as the updating instants of the
control input ui(t), for t ∈ [tk, tk+1), the PI controller can
be rewritten as

ũi(t) = ũi(sk) = −KPiACEi(sk)−KIi

∫
ACEi(sk). (6)

Define xi(t)=[x̃Ti (t)
∫
ỹTi (t)]T and yi(t)=[ỹTi (t)

∫
ỹTi (t)]T .

Then the closed-loop LFC model of the ith area can be
rewritten as{

ẋi(t)=Aixi(t)−BiKiCixi(tk − τ(sk)) + Fiω(t)
yi(t)=Cixi(t), t ∈ [tk, tk+1)

(7)

where

Ai =

[
Ãi 0
C̃i 0

]
, Bi =

[
B̃i
0

]
, Ci =

[
C̃i 0
0 1

]
, Fi =

[
F̃i
0

]
,

Ki = [KPi KIi] .

2.2. The delay-dependent ETLFC model

Firstly, the ET communication scheme is revisited [26].
The ET condition is defined as

∂1(j)=yTei(sfd+j)$iyei(sfd+j)−δiyTi (sfd)$iyi(sfd)≤0 (8)

where yei(sfd+j) = yi(sfd+j) − yi(sfd) (j=1,2,...); fd(d =
0, 1, 2, . . .) are some integers; sfd represents the last event
time; δi is a threshold parameter; and $i is a positive de-
fine weighting matrix. The next event-time instant sf(d+1)

is determined by

sf(d+1)
= sfd + min

j∈N
{sfd+j − sfd |∂1(j) > 0} (9)

Combining with yi(t) = Cixi(t), (8) can be rewritten as
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∂2(j)=xTei(sfd+j)Ωixei(sfd+j)−δixTi (sfd)Ωixi(sfd)≤0 (10)

where xei(sfd+j) = xi(sfd+j)−xi(sfd) and Ωi = CTi $iCi.
Note that the threshold parameter δ needs to be positive.
The event-triggered condition ∂2(j) > 0 is always valid
when δ = 0. Under this case, the signal trigger mechanism
is the same as the time-triggered mode.

Based on the ET scheme, the PI control law can be
written as

ui(t)=ui(sfd)=−Kiyi(sfd)=−KiCixi(sfd), t ∈ Π (11)

where Π = [tfd , tf(d+1)
) with tfd = sfd + τ(sfd). Similar

to [26], the interval Π is divided into the following subsets
Πl,

Π =
⋃

Πl, Πl = [tfd+l, tfd+(l+1)) (12)

where l = 0, 1, . . . , f(d+1) − fd − 1, and

τ(sfd+l) =

{
τ(sfd), l = 0, 1, . . . , f(d+1) − fd − 2
τ(sf(d+1)

), l = f(d+1) − fd − 1
(13)

Define ς(t) = t − (tfd+l − τ(sfd+l)), t ∈ Πl. The control
law (11) can be rewritten as

ui(t)=KiCi(xei(sfd+l)− xi(t− ς(t))), t ∈ Πl (14)

Then, by replacing (6) with (14), the state space model
of delay-dependent ETLFC for a multi-area power system
can be formulated as{
ẋi(t)=Aixi(t)+BiKiCi(xei(sfd+l)−xi(t− ς(t)))+Fiωi(t)
yi(t)=Cixi(t), t ∈ Πl

(15)
The length of interval Πl, T̄fd+l = tfd+(l+1) − tfd+l,

satisfies

∀l ≥ 0, 0 < h̄1 ≤ T̄fd+l ≤ h̄2 < 2h2 (16)

where h̄1 = h1−min(τM−τm, µh1) and h̄2 = h2+min(τM−
τm, µh2). Note that |τ̇(t)| ≤ µ < 1 ensure that |τ(sfd+(l+1))−
τ(sfd+l)| < T̄fd+l and then the sequence of tfd+l’s is strict-
ly increasing. Especially, when the delay is constant, i.e.,
τm = τM and µ = 0, T̄fd+l ∈ [h1, h2], h̄1 = h1 and h̄2 = h2.
Moreover, if the delay is constant and the sampling is pe-
riodic, i.e., h1 = h2, then T̄fd+l = h1 = h2 = h̄1 = h̄2.

3. Stability Criterion of Delay-Dependent ETLFC
for power system

In this section, a novel stability criterion is proposed for
delay-dependent ETLFC scheme of power system. Thresh-
old parameter, uncertain time delay and aperiodic sam-
pling period are all considered to analyze the stability of
ETLFC of power system.

3.1. The delay-dependent stability criterion of ETLFC

Theorem 1: Consider system (15) with zero distur-
bance. For given Tk ∈ [h1, h2], τi ∈ [τm, τM ] with |τ̇i(t)| ≤
µ < 1, δi and Ki, system (15) is asymptotically stable if
there are positive definite symmetric matrices P , M , N ,

H, R1, R2 and Ωi, and any appropriately dimensioned ma-
trices Q1, Q2, X, Z, U1 and U2 such that, for j = 1, 2, the
following inequalities hold:

Ξ1 =

[
Θ1 + h̄jΘ2 h̄jU2

∗ −h̄jR2

]
< 0 (17)

Ξ2 =

[
Θ1 + h̄jΘ3 h̄jU1

∗ −h̄jR1

]
< 0 (18)

where
Θ1 =eT1 Me1 − eT2 Me2 + ET0 NE0 − eT3 Ne3 + τME

T
0 HE0

− 1

τM
ΠT

3

[
H 0
0 3H

]
Π3+Sym{ΠT

1 PΠ21+ΠT
71Q1Π72

+ ΠT
71Q2Π8 + ΠT

2 X(Π4 −Π6) + (Π4 −Π5)TXΠ2

− U1(Π4 −Π5) + U2(Π4 −Π6)}
+ δi(e5 − e9)TΩi(e5 − e9)− eT9 Ωie9

Θ2 =Sym

{[
Π2
0

]T
Q1Π72 +

[
Π4 −Π5

0

]T
Q1

[
Π2
Π2

]}
+ Sym

{[
Π2
0

]T
Q2Π8

}
+ ΠT

8 ZΠ8 + ΠT
2 R1Π2

Θ3 =Sym

{[
0

Π2

]T
Q1Π72 +

[
0

Π4 −Π6

]T
Q1

[
Π2
Π2

]}
+ Sym

{[
0

Π2

]T
Q2Π8

}
−ΠT

8 ZΠ8 + ΠT
2 R2Π2

E0 =Ae1 +BKC(e9 − e5), Π1 = [eT1 eT2 τMe
T
8 ]T

Π2 =[ET0 eT3 ]T , Π21 = [ΠT
2 (e1 − e2)T ]T

Π3 =[(e1 − e2)T (e1 + e2 − 2e8)T ]T

Π4 =[eT1 eT2 ]T , Π5 = [eT4 eT5 ]T , Π6 = [eT6 eT7 ]T

Π71 =[(Π5 −Π4)T (Π4 −Π6)T ]T

Π72 =[(Π4 −Π5)T (Π4 −Π6)T ]T , Π8 = [ΠT
5 ΠT

6 ]T

ei =[0r×(i−1)r Ir 0r×(9−i)r], i = 1, 2, · · · 9.
with h̄1 and h̄2 defined in (16), r the dimension of matrix
A in system (15) and denotingSym{A} = A + AT . The
proof can be found in Appendix.

Remark 1: The following techniques are involved to
reduce the conservatism in comparison with the existing
research in Refs. [16, 26, 27]: 1) In the construct of Lya-
punov functional, the terms of time delays are constructed
into V1(·), and the terms of the sampling period are con-
structed into V2(·), which consider the time delay and sam-
pling period, separately. 2) With respect to V2(·), a new
two-side looped-functional is introduced, where the func-
tional fully utilizes the information on both the intervals
from z(α) to z(0) and from z(α) to z(T̄ρ).

Remark 2: The stability condition presented is ap-
plicable to aperiodic sampling period, which is consisten-
t with the variable updating of control signals in LFC
scheme.

Remark 3: The essential difference of the stability
analysis for LFC with and without ET scheme lies in the
way that the measured signals are triggered. The sig-
nals are triggered based on an event in the ET scheme,
while the signals are triggered based on the sampling time
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Tk in LFC without ET scheme. Threshold parameters
δi , weight matrix Ωi and the relationship of inequality
(10) need to be taken into account in stability analysis for
ETLFC.

Remark 4: Theorem 1 considers the influence of time
delay, sampling period and threshold parameter on the
stability of the ETLFC scheme. By setting special values
for the three parameters, Theorem 1 can be developed in-
to the stability conditions of the existing research on LFC
scheme, including sampled-data-based delay-dependent (S-
DDD) LFC scheme in [37, 20], the sampled-data-based
(SD) LFC scheme in [36], and the delay-dependent (DD)
LFC scheme in [38, 18, 2]. The obtained corollaries are
shown as follows.

Corollary 1-1 (SDDD [20, 37]) : Theorem 1 with δ =
0.

Corollary 1-2 (SD [36]): Theorem 1 with δ = 0 and
τm = τM = 10−4s .

Corollary 1-3 (DD [2, 18, 38]): Theorem 1 with δ = 0
and h1 = h2 = 10−4s.

3.2. A time delay margin analysis method

To calculate the time delay margin, the inequality con-
straints of Theorem 1 can be transformed into the below
constrained optimization problem P1. Since problem P1
is non-convex, the margin cannot be calculated directly
via linear optimization solver. It can be developed by
using the binary search technique combined with solver
YALMIP in MATLAB. The detailed search procedure of
the delay margin can be find in [3]. Moreover, by set-
ting the minimum value h1 of the sampling period and
fixing the other parameters, we can obtain the margin of
the sampling period by applying the similar method intro-
duced above.

P1: max τM
s.t. P > 0, M > 0, N > 0, H > 0, Ri > 0, Ω > 0,

Ξi < 0, i = 1, 2 and j = 1, 2.
where given τm, µ, h1, h2 and δ and K.

4. Design of the H∞ ETLFC scheme to reduce
communication and computation costs

In this section, a new method is proposed to save the
communication and computation costs in the LFC under a
fixed PI controller while preserving a desired H∞ robust-
ness performance.

To design the ETLFC with H∞ robust performance,
we need to ensure that system (15) with ωi(t) = 0 is
asymptotically stable and under the zero initial state con-
dition, for any nonzero ωi(t) ∈ L2[0,∞] and a preset
γ > 0, the inequality ‖yzi(t)‖2 ≤ γ‖ωi(t)‖2 holds. As-
sume that yzi(t) = Czixi(t) = [ηi∆fi(t),εi

∫
ACEi(t)], and

ηi and εi with i = 1, . . . , N are constant weighting coef-
ficients. The fictitious outputs ηi∆fi(t) and εi

∫
ACEi(t)

are introduced to minimize the impacts of input distur-
bances on frequency and ACE (and tie-line power flow)
signals. Based on Theorem 1, one can obtain the follow-
ing theorem:

Theorem 2: Considering system (15) with nonzero
disturbance, for given Tk ∈ [h1, h2], τi ∈ [τm, τM ] with
|τ̇i| ≤ µ < 1, δi, Ki, ηi, and εi, system (15) is asymptot-
ically stable with an H∞ robustness index γ if there are
positive definite symmetric matrices P , M , N , H, R1, R2

and Ωi, and any appropriately dimensioned matrices Q1,
Q2, X, Z, U1 and U2 such that, for j = 1, 2, satisfy the
following conditions hold:

Ξ̂1 =

[
Θ̂1 + h̄jΘ2 h̄jU2

∗ −h̄jR2

]
< 0 (19)

Ξ̂2 =

[
Θ̂1 + h̄jΘ3 h̄jU1

∗ −h̄jR1

]
< 0 (20)

where Θ̂1 = Θ1 +eT1 C
T
z Cze1−γ2eT10e10, ei = [0r×(i−1)r Ir

0r×(9−i)r 0r×N ], i = 1, 2, · · · 9, e10 = [0N×9r IN ], and E0

in Θ1 is substituted with Ae1 +BKC(e9−e5)+Fe10. The
proof can be found in Appendix.

To complete the design of the proposed method, a large
periodic sampling period is first selected to comply with
the large and aperiodic updating characteristic of the con-
trol signals in LFC. Then, under this sampling period,
the threshold parameter is maximized based on Theorem
2 under a given controller Ki and a desired H∞ robust-
ness index γ. Finally, both the large sampling period and
the large threshold parameter are adopted to reduce the
unnecessary transmission of measurement/control signal-
s. Calculating the maximal threshold parameter can be
transformed into the following constrained optimization
problem P2. The maximum of threshold parameter can
be calculated by the binary search technique and the lin-
ear optimization solver YALMIP, like P1.

P2: max δi
s.t. P > 0, M > 0, N > 0, H > 0, Ri > 0, Ωi > 0,

Ξi < 0, i = 1, 2 and j = 1, 2.
where given τm, τM , µ, h1, h2, γ, ηi, εi and Ki.

Based on the above description, the detailed design
procedure of the proposed scheme can be summarised as
the following Algorithm 1.

Algorithm 1: Design H∞ ETLFC scheme with large sampling and
maximum threshold parameter
Step 1:Divide the power system into N control areas. Preset

system parameters Ai, Bi, Ci and Fi with i = 1, 2, ..., N .
Step 2:Determine the parameters of time delay τi and set the

appropriate controller gains Ki.
Step 3:Set the desired H∞ performance index γ, constant weight-

ing coefficients ηi and εi, and sampling period Tk.
Step 4:Find the maximal threshold parameter δi based on Theo-

rem 2 and P2.
Step 5: If no feasible solution δi, adjust the controller gains Ki

and H∞ performance index γ. Then repeat Step 4. If
exist the feasible solution, output Ki, γ and δi.

5. Case Studies

In this section, case studies are undertaken based on
a one-area LFC system, a two-area LFC system and an
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IEEE 39-bus benchmark test system to show the effec-
tiveness and advantages of the proposed approach. In the
two-area LFC system and the IEEE 39-bus test system,
the PI controller gains in each area are assumed to be e-
qual. To show the advantages of the proposed approach
on reducing communication and computation costs, the
following control schemes are compared in the simulation
tests.

1) The time-triggered (TT) control scheme with a large
sampling period in [36];

2) The event-triggered (ET) control scheme with a small
sampling period and a small threshold parameter in
[16];

3) The adaptive event-triggered (AET) control scheme with
a small sampling period and a small threshold param-
eter in [26];

4) The proposed control scheme with a large sampling pe-
riod and a maximal threshold parameter in this paper.

The amount of control signal update in LFC system is
considered as a indicator to evaluate the consumption of
communication and computing resources. In addition, we
compare the conservatism of the stability analysis condi-
tions of the proposed scheme with the existing stability
analysis conditions in [16] and [26]. Their delay margins
are calculated and used as an indicator to evaluate their
conservatism [20].

5.1. A one-area power system

The one-area LFC system is studied and its parameters
are shown in ’Area 1’ of Table 1.

Table 1: Parameters of the one-area and the two-area LFC system
Tch(s)Tg(s)R(Hz/pu)D(pu/Hz)M(pu·s)γ(pu/Hz) Tij(pu/rad)

Area 1 0.30 0.10 0.05 1.0 10 21.0 T12 = 0.1986
Area 2 0.40 0.17 0.05 1.5 12 21.5 T21 = 0.1986

5.1.1. Conservatism comparison to other stability condi-
tions of LFC system under fixed sampling

The margins of constant time delay obtained in this
paper are compared with the results developed in [16] and
[26] under a periodic sampling period. Under Tk = h1 =
h2 = 2s, their results are shown in Table 2 (the fixed
KI and δ and the different KP ) and Table 3 (the fixed KP

and the different KI and δ). The symbol ′−′ denotes cases
where asymptotic stability cannot be guaranteed.

Tables 2 and 3 clearly show that the method proposed
in this paper always provides a larger delay margin com-
pared to the results obtained in [26]. Nevertheless, the
results obtained in [16] are sometimes larger than the re-
sults in this paper. To verify the obtained results, time-
domain simulations of the studied system are undertak-
en. Under a step disturbance ∆Pd = 0.1 pu at t = 0s,
the frequency deviation of the one-area LFC system with
KP = 0.2, KI = 0.6, δ = 0, Tk = 2s and with KP = 0.05,
KI = δ = 0.1, Tk = 2s under different constant time de-
lays are shown in Figs. 2 and 3, respectively. Simulation
results indicate that the delay margins in the two cases

lie in the intervals [0.95, 1.27]s and [8.85, 13.8]s, respec-
tively. This proves that the LFC system can maintain the
stability at the obtained delay margins of 0.95s and 8.85s,
respectively. On the other hand, it can be found that
the delay margins of 1.75s and 22.12s obtained in [16] ex-
ceed the intervals [0.95, 1.27]s and [8.85, 13.8]s, and the
frequency deviation in Figs. 2 and 3 are both divergent.
This shows that the method proposed in [16] is incorrect.
The corresponding mathematical proof is provided in the
appendix.

In addition, under different parameter selection of the
threshold parameter, the time delay and the sampling pe-
riod, we compare the margins of time delay or sampling
period obtained in Corollaries 1-1, 1-2 and 1-3 with the re-
sults developed in the existing research of SDDD [20, 37],
SD [36] and DD [2], respectively. Their results are listed
in Table 4. It is not difficult to find that the results ob-
tained in this paper are not far from those obtained by the
existing research. This shows that the proposed method
is effective and unified.

Table 2: Margins of constant time delay of one-area LFC obtained
in this paper, [26] and [16] under δ = KI = 0.1 and different KP

KP 0 0.05 0.1 0.15 0.2 0.3
Th1. 8.42 8.85 9.03 8.75 8.05 5.39
[26] 7.83 5.53 2.56 1.06 0.23 -
[16] 39.51 21.12 8.11 4.24 2.78 1.61

Figure 2: Frequency deviation of the one-area LFC under Tk = 2s,
δ = 0, KP = 0.2, and KI = 0.6 and different constant time delays.

Figure 3: Frequency deviation of the one-area LFC under Tk = 2s,
δ = KI = 0.1 and KP = 0.05, and different constant time delays.

Table 4: Comparisons with the stability criteria of the one-area LFC
system in [20, 36, 37, 2], under δ = 0 and KP = 0.2

Margins of τM Margins of h2 Margins of τM
KI Cor.1-1 [20] [37] Cor.1-2 [36] Cor.1-3 [2]
0.05 31.43 31.87 28.17 30.61 30.85 33.90 32.76
0.1 14.71 15.30 13.52 15.57 15.63 16.61 16.80
0.2 6.49 6.77 5.89 8.10 8.20 8.08 8.14
0.4 2.36 2.45 1.97 4.59 4.57 3.76 3.78

5.1.2. Design of H∞ ETLFC scheme

Following the steps of Algorithm 1, the time delay and
the PI controller gains are set to τ = 2s and KP = KI =
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Table 3: Margins of constant time delay of one-area LFC obtained in this paper, [26] and [16] under KP = 0.2 and different δ and KI

δ = 0 δ = 0.01 δ = 0.05 δ = 0.1 δ = 0.3
Th1. [26] [16] Th1. [26] [16] Th1. [26] [16] Th1. [26] [16] Th1. [26] [16]

KI = 0.05 31.43 1.61 4.67 27.43 1.19 3.96 22.22 0.68 3.30 18.57 - 2.94 10.42 - 2.28
KI = 0.1 14.71 1.51 4.41 13.01 1.10 3.74 10.71 0.60 3.13 9.03 - 2.78 4.96 - 2.17
KI = 0.2 6.49 1.20 3.79 5.64 0.83 3.22 4.51 0.36 2.72 3.67 - 2.43 1.65 - 1.91
KI = 0.4 2.36 0.41 2.58 1.89 0.10 2.24 1.31 - 1.91 0.91 - 1.70 0.12 - 1.33
KI = 0.6 0.95 - 1.75 0.68 - 1.50 0.41 - 1.26 0.21 - 1.11 - - 0.81

0.1, respectively. The preset H∞ performance index is γ =
100, respectively. Then, setting the sampling period Tk =
4s and η = 1, ε = 0, the maximal threshold parameter
δ = 0.235 can be found based on Theorem 2 and P2.

Figure 4: Random changes of load of the one-area LFC system.

Figure 5: Communication and computation costs, frequency devia-
tion and control input of one-area power system.

5.1.3. Performance results and comparison with the other
methods

The studied system is tested under the TT [36], ET
[16], AET [26] control schemes and the proposed control
schemes when subjected to random changes of load. The
random changes of load are shown in the Fig. 4.

Within 500s, the communication and computation cost-
s, the frequency deviation, the control input and the H∞
performance are drawn in Figs. 5 (a), (b), (c) and (d), re-
spectively. It can be seen from Figs. 5 (a) and (c) that the
proposed control scheme effectively reduces the amoun-
t of control signal update compared with other methods.
This will greatly reduce the communication and compu-
tation consumption. Moving on to Fig. 5 (b), we can
see that the response of the frequency deviation of the
proposed control scheme is basically the same as that of
other methods. Also, from Fig. 5 (d), the H∞ perfor-
mance of the proposed control scheme is almost the same
as that of other methods and complies with the desired
H∞ performance requirement. These results indicate that
the proposed method can further reduce the communica-
tion and computation costs while meeting the desired H∞
performance and sacrificing a little dynamic performance
in frequency response.

5.2. A Two-area LFC system

In this section, the two-area LFC system is evaluated,
and its parameters are listed in Table 1. The generation
rate constraints for every generator are considered to be
±0.1 pu/min.

5.2.1. Conservatism comparison to other stability condi-
tions of LFC system under aperiodic sampling

Assume that τm = 10−4s, µ = 0.5, and Tk ∈ [2, 4]s.
The upper bounds of time-varying delay are developed
based on Theorem 1 under various PI controller gains and
threshold parameters, and are compared with the results
obtained by [26]. This comparison is summarized in Table
5 (the fixed KI and δ and the different KP ) and Table 6
(the fixed KP and the different KI and δ). The results of
area 1 is similar and omitted here due to space limitation.

Table 5: Upper bounds of time-varying delay of area 2 obtained in
this paper and [26] under δ = 0.1, and KI = 0.05 and different KP

KP 0 0.05 0.1 0.15 0.2 0.3
Th1. 14.89 15.23 13.89 12.15 7.55 0.45
[26] 14.55 5.93 1.23 - - -

From Tables 5 and 6, it can be seen that the results
obtained in this paper significantly improve the results of
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[26]. Then, time-domain simulations for the two-area LFC
system with uncertain time delays and aperiodic sampling
period are undertaken to verify the effectiveness of the ob-
tained results. For the sake of simulation and analysis,
the transmission interval of measurements is always as-
sumed as the worst value of 4s. Under a step disturbance
∆Pd1 = 0.1 pu and ∆Pd2 = 0.06 pu at t = 10s, the fre-
quency responses of area 2 with case 1 (KP = KI = 0.05,
δ = 0.1, Tk = 4s, τ1 ∈ [15, 15.37]s and τ2 ∈ [15, 15.23]s)
and with case 2 (KP = 0, KI = 0.2, δ = 0.1, Tk = 4s,
τ1 ∈ [0.9, 0.93]s and τ2 ∈ [0.8, 0.88]s) are shown in Figs.
6 (a) and (b), respectively. The upper bounds of the t-
wo cases in area 1 calculated by this paper are 15.37s and
0.93s, respectively. From Fig. 6, it can be observed that
the studied system can maintain stability under the ob-
tained upper bound of time delay, which demonstrates the
effectiveness of the proposed method.

Table 6: Upper bounds of time-varying delay of area 2 obtained in
this paper and [26] under KP = 0.1 and different δ and KI

δ = 0 δ = 0.01 δ = 0.1 δ = 0.3
Th1. [26] Th1. [26] Th1. [26] Th1. [26]

KI = 0.05 27.37 4.00 23.76 3.12 13.89 1.24 4.79 -
KI = 0.1 11.00 3.09 8.90 2.30 4.38 0.60 1.20 -
KI = 0.2 2.15 1.03 1.82 0.44 0.88 - - -
KI = 0.4 0.32 - 0.18 - - - - -

Figure 6: Frequency deviations of area 2 under cases 1 and 2.

5.2.2. Design of H∞ ETLFC scheme

Following the steps of Algorithm 1, the time delay and
the PI controller gains are assumed as τ1 = τ2 ∈ [0.15, 2]s
and KP = KI = 0.1, respectively. The preset H∞ perfor-
mance index is γ = 100, respectively. Then, setting the
sampling period Tk ∈ [2, 4]s and η = 1, ε = 0, the maximal
threshold parameters δ1 = 0.116 and δ2 = 0.139 in the two
areas can be found based on Theorem 2 and P2.

5.2.3. Performance results and comparison to the other
methods

To show the advantages of the proposed method, the
studied system is tested under the TT [36], ET [16], AET

[26] control schemes and the proposed control schemes
when subjected to random changes of load shown in Fig.
7 within 500s. The communication and computation costs
of the two areas, the frequency deviation of area 2, the
control input of area 2 and the H∞ performance of area 2
are drawn in Figs. 8 (a), (b), (c), and (d) respectively.

Figure 7: Random changes of load in two areas.

From Figs. 8 (a) and (c), it can be seen that the abil-
ity of the proposed scheme to reduce the communication
and computation costs is superior to other methods. In
addition, moving on to Fig. 8 (b), despite the significant
reduction in the costs, there is only a little change of the
dynamic performance in the frequency response compared
with other control schemes. Also, from Fig. 8 (d), the
H∞ performance is below the required value. Therefore,
these results validate that the proposed control scheme is
effective.

Figure 8: Communication and computation costs, frequency devia-
tion and control input of the two-area LFC system.
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Figure 9: Single-line diagram of IEEE 39-bus test system.

5.3. An IEEE 39-bus benchmark test system

To further demonstrate the effectiveness and applica-
bility of the proposed control system, we test it in a more
complex IEEE 39-bus benchmark test system. The single-
line diagram of the studied system is shown in Fig. 9. This
system consists of 10 generators, 19 loads, 34 transmission
lines, and 12 transformers. The generators are equipped
with excitation and power system stabilizer units. The
power system is divided into three control areas. Assume
that every generator in each area is responsible for the
secondary frequency regulation task. The simulation pa-
rameters for the generators, loads, lines and transformers
are given in [41]. The generation rate constraints for every
generator are considered to be ±0.1 pu/min.

5.3.1. Conservatism comparison to other stability condi-
tions of LFC system under fixed sampling

We compare the margins of constant time delay ob-
tained in this paper with the results developed in [26] un-
der fixed sampling period. The results of area 2 are listed
in Tables 7 and 8. The results of area 1 and area 3 are
similar and omitted here.

Table 7: Upper bounds of constant time delay of area 2 in the IEEE
39-bus test system obtained in this paper and [26] under δ = 0.01,
and KI = 0.05 and different KP

KP 0 0.05 0.1 0.15 0.2 0.3
Th1. 24.74 25.68 25.32 14.24 4.71 0.10
[26] 9.11 0.82 - - - -

Table 8: Upper bounds of constant time delay of area 2 in the IEEE
39-bus test system obtained in this paper and [26] under KP = 0
and different δ and KI

δ = 0 δ = 0.01 δ = 0.1 δ = 0.3
Th1. [26] Th1. [26] Th1. [26] Th1. [26]

KI = 0.05 27.29 12.04 24.74 9.11 20.50 5.59 17.57 2.90
KI = 0.1 13.12 3.75 11.09 2.90 8.76 1.08 7.21 -
KI = 0.2 4.79 - 3.63 - 2.46 - 1.60 -
KI = 0.4 0.77 - 0.55 - 0.19 - - -

From Tables 7 and 8, it is not difficult to see that the
results obtained in this paper is far lager than the results
of [26]. Then, time-domain simulations for the test system
with case 1 (KP = 0.15,KI = 0.05, δ1 = δ2 = δ3 = 0.1,
Tk = 4s, τ1 = 12.09s, τ2 = 14.24s and τ3 = 24.52s)
and case 2 (KP = 0, KI = 0.2, δ = 0.1, Tk = 4s,
τ1 = 1.05s, τ2 = 2.46s and τ3 = 2.42s) are undertaken
to verify the effectiveness of the obtained results. Under
a step disturbance of ∆Pd1 = 0.08 pu, ∆Pd2 = 0.06 pu
and ∆Pd3 = 0.1pu at t = 10s, the frequency respons-
es of area 2 with case 1 and case 2 are depicted in Fig.
10. Note that the delay margins in area 1 and area 3
for two cases are τ1 = 12.09s, τ3 = 24.52s (case 1) and
τ1 = 1.05s, τ3 = 2.42s (case 2). It can be seen in Fig. 10
that the frequency response curves of two cases are both
converged, which indicates that the obtained results are
accurate.

5.3.2. Design of H∞ ETLFC scheme

Following the steps of Algorithm 1, the time delay and
the PI controller gains are assumed as τ1 = τ2 = τ3 =
2s and KP = KI = 0.05, respectively. The preset H∞
performance index is γ = 100, respectively. Then, setting
the sampling period Tk = 4s and η = 1, ε = 0, the maximal
threshold parameters δ1 = 0.075, δ2 = 0.038 and δ3 =
0.108 in three areas can be calculated based on Theorem
2 and P2.

Figure 10: Frequency deviations of area 2 in the IEEE 39-bus test
system under cases 1 and 2.

5.3.3. Performance results and comparison to the other
methods

The system is tested under TT [36], ET [16], AET [26]
control schemes and the proposed control schemes when
subjected to random load disturbances within 500s. The
random changes in cumulative load of every area are shown
in Fig. 11. The communication and computation costs
of the three areas, the frequency deviation of area 1, the
control input of area 1 and the H∞ performance of area 1
are depicted in Figs. 12 (a), (b), (c) and (d), respectively.
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Figure 11: Random changes in cumulative load of three areas in the
IEEE 39-bus test system.

Figure 12: Random changes in cumulative load of every area in the
IEEE 39-bus test system.

From these figures, we can get the same conclusions
as the one-area LFC an the two-area LFC systems. The
LFC system under the proposed control scheme needs to
provide 120 times of control input signal update to regu-
late the frequency within 500s, while more than 380 times
will be provided under other control schemes. This greatly
reduces the amount of transmission of measurement and
control signals in the communication system, the calcula-
tion resources and the adjustment action of the generator
unit’s equipment. Furthermore, this reduction improve-
ment does not significantly degrade the frequency response
dynamic performance, as shown in the Fig. 12 (b). In ad-
dition, the studied system can be guaranteed to run sta-

bly under the specified H∞ performance index. The above
results prove the effectiveness and superiority of the pro-
posed scheme.

Remark 5: It can be seen from the Tables 3, 6, and 8
that with the increase of threshold parameter δ, the upper
bounds of time delay that the LFC system can withstand
decrease. In Table 6, this phenomenon is obvious. The up-
per bound of time delay is 27.37s for the LFC without ET
scheme and the threshold parameter δ = 0, while the up-
per bound is only 4.79s for the ETLFC and the threshold
parameter δ = 0.3. Therefore, the signals triggered by the
event-triggered condition can not withstand the same up-
per bound of the time delay that the signals can withstand
in the LFC without ET scheme. The necessity to explore
the time-delay stability issue for ETLFC is illustrated by
these results.

Remark 6: To achieve unified stability conditions,
more system characteristics, including time delay, sam-
pling and threshold parameter, are considered. This makes
the derivation of the stability condition of the system com-
plicated, and may cause the stability condition to be more
conservative or difficult to improve the stability condition.
Although the unified stability conditions are obtained in
Refs. [16, 26], they are more conservative. In this paper,
the lifting technique and the two-side looped Lyapunov
functional are used to greatly reduces the conservatism.
Similarly, on the basis of the research results in this paper,
the proposed stability condition can also be improved by
selecting suitable Lyapunov functional and estimating the
derivative of Lyapunov functional with less conservative
inequalities. For instance, the improved two-side looped
Lyapunov functional constructed in [42] and the improved
general free-matrix-based integral inequality proposed in
[43]. This is the future research direction of the paper.

6. Conclusion

This paper has explored the load frequency control for
time-delayed power system to save the communication and
computation costs. The control scheme of using both the
large sampling period and maximal threshold parameter
has been presented to address this concern under a giv-
en proportional-integral controller and a preset H∞ per-
formance index. The obtained numerical results have re-
vealed that the stability criterion of the proposed control
scheme is less conservative than other stability evaluation
conditions. The criterion can be transformed into the ex-
isting stability conditions by setting special values of time
delay, sampling period and threshold parameter. In addi-
tion, the simulation results based on the one-area and two-
area power systems and the IEEE 39-bus benchmark test
system have indicated that the proposed control scheme
consumed the least communication and computation cost-
s to ensure the stable operation of the power system than
other control schemes, while guaranteeing the preset H∞
robustness performance.
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Appendix

Proof of Theorem 1

To simplify the notation, ρ = fd + l is introduced. The
discrete-time model of system (15) with zero disturbance
is obtained by integrating the differential equation (15)
over the interval [tρ, tρ + α], for any α in [0, T̄ρ] with T̄ρ ∈
[h̄1, h̄2],

xi (tρ + α)=Ãi(α)xi (tρ)+Ãid(α)(xei(sρ)−xi(t−ς(t)))
Ãi(α) = eAiα, Ãid(α) =

∫ α
0
eAi(α−θ)dθBiKiCi

(21)
Then, for all integer ρ, define the function χρ : [0, T̄ρ] ×
[−τ(sρ), 0] −→ Rn such that for all α in [0, T̄ρ] and all ε
in [−τ(sρ), 0], χρ(α, ε) = xi(tρ + α + ε). Then, choose a
Lyapunov-Krasovskii functional as follows

V (χρ) = V1(χρ) + V2(α, χρ) (22)

where

V1(χρ) =ξ1
TPξ1 +

∫ 0

−τ(sρ)

χTρ (α, s)Mχρ(α, s)ds

+

∫ 0

−τ(sρ)

χ̇Tρ (α, s)Nχ̇ρ(α, s)ds

+

∫ 0

−τ(sρ)

∫ 0

λ

χ̇Tρ (α, s)Hχ̇ρ(α, s)dsdλ

V2(α, χρ) =Sym
(
ξT2 (Q1ξ3 +Q2ξ4)

)
+
(
T̄ρ − α

)
αξT4 Zξ4

+ Sym
((
zT (α)− zT (0)

)
X
(
z(α)− z

(
T̄ρ
)))

+
(
T̄ρ − α

) ∫ α

0

żT (s)R1ż(s)ds

− α
∫ T̄ρ

α

żT (s)R2ż(s)ds

with

z(α)=[χTρ (α, 0)χTρ (α,−τ(sρ))]
T , ξ1=[zT (α)

∫ 0

−τ(sρ)

χTρ (α, s)ds]T

ξ2=[
(
T̄ρ−α

) (
zT (α)−zT (0)

)
α
(
zT (α)−zT

(
T̄ρ
))

]T

ξ3=[zT (α)−zT (0) zT (α)−zT
(
T̄ρ
)
]T , ξ4 = [zT (0) zT

(
T̄ρ
)
]T

ϕ=[zT (α) χ̇Tρ (α,−τ(sρ)) z
T (0) zT (T̄ρ)

1

τM

∫ 0

−τ(sρ)

χTρ (α, s)ds xTe (sfd+j)]
T .

Note that V2(α, χρ) is a looped functional, and satisfies
V2(0, χρ) = V2(T̄ρ, χρ) = 0. Based on theorem 1 in [33],
to guarantee the stability of system (15), the objective is
here to ensure that the variation of V1(χρ) between two
successive sampling instant is strictly negative. There-
fore, the remainder of the proof ensures that V̇ (χρ) =
d
dα [V1 (χρ(α, ·)) + V2 (α, χρ(·, ·))] < 0. One can obtain:

V̇ (χρ) ≤ϕT (eT1 Me1−eT2 Me2+E
T
0 NE0−eT3 Ne3+τME

T
0 HE0

+Sym{ΠT
1 PΠ21 + ΠT

71Q1Π72 + ΠT
71Q2Π8

+ΠT
2 X(Π4 −Π6) + (Π4 −Π5)TXΠ2})ϕ

+(T̄ρ−α)ϕTΘ2ϕ+αϕTΘ3ϕ−
∫ 0

−τ(sρ)

χ̇Tρ (α, s)Hχ̇ρ(α, s)ds

−
∫ α

0

żT (s)R1ż(s)ds−
∫ T̄ρ

α

żT (s)R2ż(s)ds

The first integral term of V̇ (χρ) can be bounded by apply-
ing the Wirtinger-based integral inequality [40]:

−
∫ 0

−τ(sρ)

χ̇Tρ (α, s)Hχ̇ρ(α, s)ds≤−ϕT
(

1

τM
ΠT

3

[
H 0
0 3H

]
Π3

)
ϕ (23)

Then, any matrices U1 and U2 satisfy the following zero-
equations based on the free-weight-matrix technique

0 = 2ϕTU1

(
z(α)− z(0)−

∫ α

0

ż(s)ds

)
(24)

0 = 2ϕTU2

(
z(T̄ρ)− z(α)−

∫ T̄ρ

α

ż(s)ds

)
. (25)

Next, add zero-equations (24) and (25) and the ET condi-
tion (10) into the derivative. This yields

V̇ (χρ)≤
1

T̄ρ

∫ T̄ρ

α

[
ϕ
ż(s)

]T
Ξ1

[
ϕ
ż(s)

]
ds+

1

T̄ρ

∫ α

0

[
ϕ
ż(s)

]T
Ξ2

[
ϕ
ż(s)

]
ds

(26)
Considering the inner matrix at the right side of (26) is
linear and therefore convex, with respect to T̄ρ ∈ [h̄1, h̄2],
the right side of (26) is negative definite if Ξ1 < 0 and
Ξ2 < 0. This completes the proof.

Proof of theorem 2

Define ϕ̂ = [ϕTwTρ (α, 0)]T , where wρ(α, 0) = ωi(tρ+α).
Following the proof of theorem 1, one can obtain from (19)
and (20)

V̇ (χρ) ≤ −CTziχTρ (α, 0)χρ(α, 0)Czi + γ2wTρ (α, 0)wρ(α, 0)

Then, from α ∈ [0, T̄ρ] to t ∈ [tρ, tρ+1], it derives

V̇ (t) ≤ −yzi(t)T yzi(t) + γ2ωi(t)
Tωi(t)

Since V̇ (t) is continuous in t, the integration of both sides
from 0 to +∞ yields

V (+∞)−V (0) ≤
∫ +∞

0

[−yzi(t)T yzi(t) + γ2ωi(t)
Tωi(t)]dt.

Under the zero initial condition V (0) = 0, one can derive∫ +∞

0

yzi(t)
T yzi(t)dt ≤

∫ +∞

0

γ2ωi(t)
Tωi(t)dt.

that is, ‖yzi(t)‖≤γ‖ωi(t)‖ for any nonzero ωi(t)∈L2[0,+∞].
Then, with a condition that ωi(t) = 0, system (15) is
asymptotically stable based on the proof in Theorem 1,
from which we can confirm that system (15) is asymp-
totically stable with an H∞ performance index γ. This
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completes the proof.

Proof of incorrect theorem in [16]

The Lyapunov functional constructed in [16] are shown
as follows:

V (t) = xT (t)Px(t) +

∫ t

t−τM
x(s)Qx(s)ds

+

∫ t

t−τM

∫ t

η

ẋT (s)Rẋ(s)dsdη

+ (τ̄ − τ(t))[x(t)− x(t− τ(t))]TW[x(t)− x(t− τ(t))]

+ (τ̄ − τ(t))

∫ t

sk

ẋT (s)Zẋ(s)ds

where, the corresponding notations are defined in [16].
Then, we can find that the classical functional part is

V1(t) = xT (t)Px(t) +

∫ t

t−τM
x(s)Qx(s)ds

+

∫ t

t−τM

∫ t

η

ẋT (s)Rẋ(s)dsdη

The looped Lyapunov functional part is

V2(t) = (τ̄ − τ(t))[x(t)− x(t− τ(t))]TW[x(t)− x(t− τ(t))]

+ (τ̄ − τ(t))

∫ t

sk

ẋT (s)Zẋ(s)ds

Note that the classical part is continuous on t ∈ [0,+∞),
while the looped part is continuous on t ∈ [0,+∞) except
for the discontinuous instants sk = tk + τk, k = 0, 1, 2 · · · .
Based on the derivation in [44], to prove the stability of
the system, the selected looped Lyapunov functional V2(t)
needs to meet the following condition at the discontinuous
instants (or jump points):

lim
t→s−k

V2(t) ≥ V2

(
s+
k

)
(27)

Or the following improved conditions in [33],

V2(sk) = V2(sk+1). (28)

According to the careful derivation, one can obtain

lim
t→s−k

V2(t) = (τ̄ − (tk − tk−1 + τk))
[
x
(
s−k
)
− x (tk−1)

]T W

×
[
x
(
s−k
)
− x (tk−1)

]
≥ 0

V2

(
s+
k

)
=(τ̄ − τk)

[
x
(
s+
k

)
− x (tk)

]T W
[
x
(
s+
k

)
− x (tk)

]
≥0

Since the relationship between x(tk) and x(tk−1) cannot
be determined, limt→s−k

V2(t) and V2

(
s+
k

)
may not meet

the condition (27). On the other hand, through a similar

derivation, one can obtain

V2 (sk)=(τ̄ − τk)
{

[x (sk)− x (tk)]
T W [x (sk)− x (tk)]

}
≥0

V2 (sk+1) = (τ̄ − (tk+1 − tk + τk+1)) [x (sk+1)− x (tk)]
T W

× [x (sk+1)− x (tk)] ≥ 0

Since the relationship between x(sk) and x(sk+1) cannot
be determined, V2 (sk) and V2 (sk+1) may not meet the
condition (28). Therefore, the Lyapunov functional con-
structed in [16] is not correct and results in incorrect sta-
bility condition.
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