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#### Abstract

Novel wavelet-based input-output (excitation-response) relationships are developed referring to stochastically excited linear structural systems with singular parameter matrices. This is done by relying on the family of periodized generalized harmonic wavelets for expanding the excitation and response processes, and by resorting to the concept of Moore-Penrose matrix inverse for solving the resulting overdetermined linear system of algebraic equations to calculate the response wavelet coefficients. In this regard, system response statistics in the joint time-


[^0]frequency domain, such as the response evolutionary power spectrum matrix, can be determined in a straightforward manner based on the herein derived inputoutput relationships. The developed technique can be construed as a generalization of earlier efforts in the literature to account for singular parameter matrices in the governing equations of motion. The reliability of the technique is demonstrated by comparing the analytical results with pertinent Monte Carlo simulation data. This is done in conjunction with various diverse numerical examples pertaining to energy harvesters with coupled electromechanical equations, oscillators subject to non-white excitations modeled via auxiliary filter equations and structural systems modeled by a set of dependent coordinates.
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## 1. INTRODUCTION

Structural systems are often subjected to stochastic excitations exhibiting strong variations both in the time and the frequency domains [1]; thus, there is a need for developing efficient joint time-frequency analysis techniques for determining the time-varying frequency content of the system response. In this regard, various standard concepts and tools from random vibration theory have been generalized and extended over the past two decades based on wavelets; see [2, 3] for a broad perspective. These wavelet-based techniques have been widely employed for addressing diverse problems including, indicatively, system response analysis and statistics determination [4-6], system identification and damage detection [7-11], as well as evolutionary power spectrum (EPS) estimation [12-15].

Further, Spanos and co-workers employed the family of generalized harmonic wavelets (GHWs) for expanding the system excitation and response processes and for deriving an algebraic system of equations to be solved for the response process wavelet coefficients; and thus, for the response process EPS [16, 17]. Note that, compared to alternative wavelet families, a significant advantage of GHWs relates to the fact that they possess an additional coefficient that decou-
ples the wavelet resolution in the frequency domain from the central frequency of the wavelet [18]. This means that the resolution of the wavelet analysis can be enhanced in frequency regions of interest. Clearly, this attribute renders GHWs an indispensable tool particularly for structural dynamics applications, where the interest lies typically in resonance phenomena manifesting themselves over relatively small regions in the frequency domain. Further, the technique has been extended to address multi-degree-of-freedom (MDOF) nonlinear systems [19], as well as systems endowed with fractional derivative terms [20].

More recently, Spanos and co-workers developed a novel GHW-based inputoutput relationship for determining the response EPS of linear systems [21], which circumvented the assumption of "local stationarity" inherent in the early developments in $[16,17,19,20]$ and yielded a higher degree of accuracy in predicting the system response. This was done by relying on a periodized version of GHWs for addressing the non-orthogonality of the GHW basis on a finite time interval, and by deriving interaction coefficients in closed form referring to wavelets at different scales and translation levels. Further, the technique was extended in [22] to account for nonlinear systems and in [23] to address systems with fractional derivative terms.

In this paper, the technique developed in [21] is further extended to account for MDOF systems exhibiting singular parameter matrices. This is done in conjunction with the concept of Moore-Penrose (MP) generalized matrix inverse for solving the resulting overdetermined linear system of algebraic equations and for computing the response wavelet coefficients and response EPS matrix. In passing, note that the herein derived input-output relationships can be construed as an enhancement of the respective ones in [24]. In fact, the range of applicability and the accuracy degree of the results in [24] are limited by the relatively strong assumption of local stationarity, which is removed in this paper. The reliability of the herein developed technique is demonstrated by comparing the analytical results with pertinent Monte Carlo simulation (MCS) data. This is done in conjunction with various diverse numerical examples exhibiting singular parameter matrices in the governing equations of motion. These include energy harvesters with coupled electromechanical equations, oscillators subject to non-white excitations modeled via auxiliary filter equations, and structural systems modeled by a set of dependent coordinates.

## 2. Mathematical formulation

### 2.1. Preliminaries: Periodized generalized harmonic wavelets

In general, wavelet-based solutions of differential equations governing the response of diverse systems necessitate the determination of coefficients representing the interactions between wavelets (or derivatives/integrals of wavelets) at different scales and translation levels; see, for instance, [25-27] for some indicative references pertaining to calculation of such interaction coefficients. Specifically, in the field of engineering dynamics, Spanos and co-workers developed recently a periodized version of GHWs to address the non-orthogonality of the GHW basis on a finite interval [21]. In this regard, interaction coefficients were derived in closed form and were employed for obtaining an analytical relationship between wavelet coefficients of the system excitation and of the system response. In comparison to alternative earlier efforts towards deriving GHW-based inputoutput (excitation-response) relationships (e.g., [16, 17]), the approach in [21] circumvented the assumption of local stationarity and yielded a higher degree of accuracy in predicting the system response. The basic aspects of the periodized GHWs and the associated interaction coefficients are elucidated in the following for completeness. The interested reader is also directed to [21] for a more detailed presentation.

A periodized GHW is defined in the time domain as [21]

$$
\begin{equation*}
\psi_{\left(m_{i}, n_{i}\right), k}^{\mathrm{G}, \mathrm{per}}(t)=\frac{1}{n-m} \sum_{q=m_{i}}^{n_{i}} e^{\mathrm{i} \Delta \omega q\left(t-\frac{k T_{0}}{n-m}\right)} \tag{1}
\end{equation*}
$$

where $\left(m_{i}, n_{i}\right)$ denote the scale indices, $i$ is the subscript for the $i$-th scale, and $k=0,1, \ldots, N_{t}$, with $N_{t}=(n-m)-1$, denotes the translation index. A uniform constant bandwidth is chosen for all scales under consideration in the ensuing analysis, i.e., $n_{i}-m_{i}=n_{j}-m_{j}=n-m, i, j=1,2, \ldots, N_{\Omega}$, where $N_{\Omega}=N / 2(n-m)$. Further, $T_{0}=N \Delta t$ is the time duration of the discretized signal, where $N$ is the total number of sampling points and $\Delta \omega=2 \pi / T_{0}$.

The periodized GHW of a continuous function $f(t)$ defined in the interval [ $0, T_{0}$ ] is given by [21]
$W_{\left(m_{i}, n_{i}\right), k}^{f}=\frac{n-m}{T_{0}} \int_{0}^{T_{0}} f(t) \bar{\psi}_{\left(m_{i}, n_{i}\right), k}^{\mathrm{G}, \text { per }}(t) \mathrm{d} t=\frac{n-m}{T_{0}}\left\langle f(t), \bar{\psi}_{\left(m_{i}, n_{i}\right), k}^{\mathrm{G}, \mathrm{per}}(t)\right\rangle_{0}^{T_{0}}$,
where $\langle\cdot\rangle$ represents the inner product over the interval $\left[0, T_{0}\right]$ and the bar over
a symbol denotes complex conjugation. Moreover, based on the orthogonality properties of the periodized GHW over a finite time domain, a signal $f(t)$ can be reconstructed as

$$
\begin{equation*}
f(t)=\sum_{i} \sum_{k} W_{\left(m_{i}, n_{i}\right), k}^{f} \psi_{\left(m_{i}, n_{i}\right), k}^{\mathrm{G}, \text { per }}(t)+\sum_{i} \sum_{k} \bar{W}_{\left(m_{i}, n_{i}\right), k}^{f} \bar{\psi}_{\left(m_{i}, n_{i}\right), k}^{\mathrm{G}, \text { per }}(t) . \tag{3}
\end{equation*}
$$

If $f(t)$ is a real valued signal, Eq. (3) becomes

$$
\begin{equation*}
f(t)=2 \operatorname{Re}\left[\sum_{i} \sum_{k} W_{\left(m_{i}, n_{i}\right), k}^{f} \psi_{\left(m_{i}, n_{i}\right), k}^{\mathrm{G}, \mathrm{per}}\right], \tag{4}
\end{equation*}
$$

where $\operatorname{Re}[\cdot]$ denotes the real part of the signal.
Further, the periodized GHW interaction coefficients of the zero-, first- and second-order are given by

$$
C_{i, k, j, l}^{0}=\left\langle\psi_{\left(m_{i}, n_{i}\right), k}^{\mathrm{G}, \mathrm{per}}(t), \psi_{\left(m_{j}, n_{j}\right), l}^{\mathrm{G}, \mathrm{per}}(t)\right\rangle_{0}^{T_{0}}= \begin{cases}\frac{T_{0}}{n-m}, & i=j, k=l  \tag{5}\\ 0, & \text { otherwise }\end{cases}
$$

and

$$
\begin{align*}
C_{i, k, j, l}^{1} & =\left\langle\dot{\psi}_{\left(m_{i}, n_{i}\right), k}^{\mathrm{G}, \mathrm{ker}}(t), \psi_{\left(m_{j}, n_{j}\right), l}^{\mathrm{G}, \mathrm{per}}(t)\right\rangle_{0}^{T_{0}} \\
& = \begin{cases}\frac{\mathrm{i} \pi(n+m)}{n-m}, & i=j, k=l \\
\frac{2 \pi \mathrm{i}}{(n-m)^{2}} \sum_{q=m_{i}}^{n_{i}} q e^{\mathrm{i} 2 \pi q-\frac{l-k}{n-m}}, & i=j, k \neq l \\
0, & \text { otherwise }\end{cases} \tag{6}
\end{align*}
$$

$$
\begin{align*}
C_{i, k, j, l}^{2} & =\left\langle\ddot{\psi}_{\left(m_{i}, n_{i}\right), k}^{\mathrm{G}, \text { per }}(t), \psi_{\left(m_{j}, n_{j}\right), l}^{\mathrm{G}, \text { per }}(t)\right\rangle_{0}^{T_{0}} \\
& = \begin{cases}\frac{-\left(2\left(n^{3}-m^{3}\right)+3\left(n^{2}+m^{2}\right)+(n-m)\right)}{3\left((\pi \Delta \omega)^{-1}(n-m)^{2}\right.}, & i=j, k=l \\
\frac{-2 \pi \Delta \omega}{(n-m)^{2}} \sum_{q=m_{i}}^{n_{i}} q^{2} e^{\mathrm{i} 2 \pi q \frac{l-k}{n-m}}, & i=j, k \neq l \\
0, & \text { otherwise }\end{cases} \tag{7}
\end{align*}
$$

respectively.
Clearly, the importance of the closed form expressions in Eqs. (5)-(7) is paramount for deriving GHW-based input-output (excitation-response) relation-
ships pertaining to second-order (stochastic) differential equations governing the dynamics of diverse engineering systems [21, 23, 28]. In the following section, the stochastic response determination methodology and input-output relationships developed in [21] are generalized to account for singular parameter matrices in the system equations of motion.

### 2.2. GHW-based input-output (excitation-response) relationships for linear MDOF systems with singular parameter matrices

In this section, the GHW-based excitation-response relationships derived in [21] are generalized to account for MDOF systems exhibiting singular parameter matrices. Specifically, the linear system response EPS matrix is determined by relying on a GHW-based expansion of the response process, by considering the interaction coefficients of Eqs. (5)-(7), and by employing the MP generalized matrix inverse operation.

In this regard, the governing equations of motion of an $n_{0}$-DOF linear timevariant system are given by

$$
\begin{equation*}
\mathbf{M}_{\mathbf{x}}(t) \ddot{\mathbf{x}}(t)+\mathbf{C}_{\mathbf{x}}(t) \dot{\mathbf{x}}(t)+\mathbf{K}_{\mathbf{x}}(t) \mathbf{x}(t)=\mathbf{Q}_{\mathbf{x}}(t) \tag{8}
\end{equation*}
$$

where $\mathbf{x}$ is the $n_{0}$-dimensional response vector; $\mathbf{M}_{\mathbf{x}}(t), \mathbf{C}_{\mathbf{x}}(t)$ and $\mathbf{K}_{\mathbf{x}}(t)$ denote, respectively, the (possibly singular) time-varying mass, damping and stiffness $n_{0} \times n_{0}$ matrices; and $\mathbf{Q}_{\mathbf{x}}(t)$ represents the $n_{0}$-dimensional system excitation, which is modeled as a non-stationary zero-mean stochastic process. Next, consider the case that the system is subjected to $m_{0}$ linear constraints of the general form [29, 30]

$$
\begin{equation*}
\mathbf{A} \ddot{\mathbf{x}}(t)+\mathbf{E} \dot{\mathbf{x}}(t)+\mathbf{L x}(t)=\mathbf{F}(t) \tag{9}
\end{equation*}
$$

where $\mathbf{A}, \mathbf{E}$ and $\mathbf{L}$ are $m_{0} \times n_{0}$ coefficient matrices and $\mathbf{F}(t)$ is an $m_{0}$-dimensional vector. The combined system of Eqs. (8) and (9) is cast in the form

$$
\begin{equation*}
\tilde{\mathbf{M}}_{\mathbf{x}}(t) \ddot{\mathbf{x}}(t)+\tilde{\mathbf{C}}_{\mathbf{x}}(t) \dot{\mathbf{x}}(t)+\tilde{\mathbf{K}}_{\mathbf{x}}(t) \mathbf{x}(t)=\tilde{\mathbf{Q}}_{\mathbf{x}}(t) \tag{10}
\end{equation*}
$$

where $\tilde{\mathbf{M}}_{\mathbf{x}}(t), \tilde{\mathbf{C}}_{\mathbf{x}}(t), \tilde{\mathbf{K}}_{\mathbf{x}}(t)$ and $\tilde{\mathbf{Q}}_{\mathbf{x}}(t)$ denote, respectively, the $\left(n_{0}+m_{0}\right) \times n_{0}$ augmented mass, damping and stiffness time-varying matrices given by

$$
\tilde{\mathbf{M}}_{\mathbf{x}}(t)=\left[\begin{array}{c}
\mathbf{P M}_{\mathbf{x}}(t)  \tag{11}\\
\mathbf{A}
\end{array}\right], \quad \tilde{\mathbf{C}}_{\mathbf{x}}(t)=\left[\begin{array}{c}
\mathbf{P C}_{\mathbf{x}}(t) \\
\mathbf{E}
\end{array}\right], \quad \tilde{\mathbf{K}}_{\mathbf{x}}(t)=\left[\begin{array}{c}
\mathbf{P K}_{\mathbf{x}}(t) \\
\mathbf{L}
\end{array}\right]
$$

and

$$
\tilde{\mathbf{Q}}_{\mathbf{x}}(t)=\left[\begin{array}{c}
\mathbf{P Q}_{\mathbf{x}}(t)  \tag{12}\\
\mathbf{F}(t)
\end{array}\right]
$$

is the augmented excitation $\left(m_{0}+n_{0}\right)$-dimensional vector. In Eqs. (11) and (12), $\mathbf{P}$ is a $\left(n_{0}+m_{0}\right) \times n_{0}$ matrix interconnecting the constraints to the equations of motion. In fact, for the special case of utilizing a set of dependent/redundant coordinates, it has been shown (e.g., [31-34]) that $\mathbf{P}$ takes the form

$$
\begin{equation*}
\mathbf{P}=\mathbf{I}-\mathbf{A}^{+} \mathbf{A}, \tag{13}
\end{equation*}
$$

where " + " denotes the MP inverse of a matrix. The interested reader is also directed to $[35,36]$ for a broader perspective.

Further, considering the expansion of Eq. (4) for the excitation and the response processes, Eq. (10) is cast in the form

$$
\begin{align*}
& \tilde{\mathbf{M}}_{\mathbf{x}}(t) \sum_{i} \sum_{k}\left[\mathbf{W}_{\left(m_{i}, n_{i}\right), k}^{\mathbf{x}} \ddot{\psi}_{\left(m_{i}, n_{i}\right), k}^{\mathrm{G}, \text { per }}(t)+\overline{\mathbf{W}}_{\left(m_{i}, n_{i}\right), k}^{\mathbf{x}} \ddot{\bar{\psi}}_{\left(m_{i}, n_{i}\right), k}^{\mathrm{G}, \text { per }}(t)\right] \\
&+ \tilde{\mathbf{C}}_{\mathbf{x}}(t) \sum_{i} \sum_{k}\left[\mathbf{W}_{\left(m_{i}, n_{i}\right), k}^{\mathbf{x}} \dot{\psi}_{\left(m_{i}, n_{i}\right), k}^{\mathrm{G}, \mathrm{per}}(t)+\overline{\mathbf{W}}_{\left(m_{i}, n_{i}\right), k}^{\mathbf{x}} \dot{\bar{\psi}}_{\left(m_{i}, n_{i}\right), k}^{\mathrm{G}, \text { epr }}(t)\right]  \tag{14}\\
&+ \tilde{\mathbf{K}}_{\mathbf{x}}(t) \sum_{i} \sum_{k}\left[\mathbf{W}_{\left(m_{i}, n_{i}\right), k}^{\mathbf{x}} \psi_{\left(m_{i}, n_{i}\right), k}^{\mathrm{G}, \text { per }}(t)+\overline{\mathbf{W}}_{\left(m_{i}, n_{i}\right), k}^{\mathbf{x}} \bar{\psi}_{\left(m_{i}, n_{i}\right), k}^{\mathrm{G}, \text { per }}(t)\right]= \\
& \quad \sum_{i} \sum_{k}\left[\mathbf{W}_{\left(m_{i}, n_{i}\right), k}^{\tilde{\mathbf{Q}}_{\mathbf{x}}} \psi_{\left(m_{i}, n_{i}\right), k}^{\mathrm{G}, \text { epr }}(t)+\overline{\mathbf{W}}_{\left(m_{i}, n_{i}\right), k}^{\tilde{\mathbf{Q}}_{\mathbf{x}}} \bar{\psi}_{\left(m_{i}, n_{i}\right), k}^{\mathrm{G}, \mathrm{per}}(t)\right] .
\end{align*}
$$

Next, post-multiplying Eq. (14) by $\bar{\psi}_{\left(m_{j}, n_{j}\right), l}^{\mathrm{G}, \mathrm{per}}(t)$, integrating over $\left[0, T_{0}\right]$, taking into account the interaction coefficients in Eq. (5)-(7), and considering the timevariant matrices $\tilde{\mathbf{M}}_{\mathbf{x}}(t), \tilde{\mathbf{C}}_{\mathbf{x}}(t)$ and $\tilde{\mathbf{K}}_{\mathbf{x}}(t)$ as slowly varying, and thus, approximately constant over the compact support of the GHW (i.e., $\tilde{\mathbf{M}}_{\mathbf{x}}(t) \approx \tilde{\mathbf{M}}_{\mathbf{x}, k}$, $\tilde{\mathbf{C}}_{\mathbf{x}}(t) \approx \tilde{\mathbf{C}}_{\mathbf{x}, k}$ and $\left.\tilde{\mathbf{K}}_{\mathbf{x}}(t) \approx \tilde{\mathbf{K}}_{\mathbf{x}, k}\right)$, yields

$$
\begin{equation*}
\sum_{i} \sum_{k} \mathbf{B}_{i, k, j, l} \mathbf{W}_{\left(m_{i}, n_{i}\right), k}^{\mathbf{x}}=\frac{T_{0}}{n-m} \mathbf{W}_{\left(m_{j}, n_{j}\right), l}^{\tilde{\mathbf{Q}}_{\mathbf{x}}} \tag{15}
\end{equation*}
$$

where the $\left(n_{0}+m_{0}\right) \times n_{0}$ matrix $\mathbf{B}_{i, k, j, l}$ is given by

$$
\begin{equation*}
\mathbf{B}_{i, k, j, l}=C_{i, k, j, l}^{2} \tilde{\mathbf{M}}_{\mathbf{x}, k}+C_{i, k, j, l}^{1} \tilde{\mathbf{C}}_{\mathbf{x}, k}+C_{i, k, j, l}^{0} \tilde{\mathbf{K}}_{\mathbf{x}, k} \tag{16}
\end{equation*}
$$

Furthermore, noticing that the interaction coefficients defined in Eqs. (5)-(7) are equal to zero for $i \neq j$, and also denoting for simplicity $\mathbf{B}_{k, l}^{j}=\mathbf{B}_{i, k, j, l}$, Eq. (15) is cast, equivalently, in the form

$$
\left[\begin{array}{c}
\sum_{k} \mathbf{B}_{k, 1}^{j} \mathbf{W}_{\left(m_{j}, n_{j}\right), 1}^{\mathbf{x}}  \tag{17}\\
\sum_{k} \mathbf{B}_{k, 2}^{j} \mathbf{W}_{\left(m_{j}, n_{j}\right), 2}^{\mathrm{x}} \\
\vdots \\
\sum_{k} \mathbf{B}_{k, N_{t}}^{j} \mathbf{W}_{\left(m_{j}, n_{j}\right), k}^{\mathrm{x}}
\end{array}\right]=\frac{T_{0}}{n-m}\left[\begin{array}{c}
\mathbf{W}_{\left(m_{j}, n_{j}\right), 1}^{\tilde{\mathbf{Q}}_{\mathbf{x}}} \\
\mathbf{W}_{\left(m_{j}, n_{j}\right), 2}^{\tilde{\mathbf{x}}_{x}} \\
\vdots \\
\mathbf{W}_{\left(m_{j}, n_{j}\right), N_{t}}^{\tilde{\mathbf{Q}}_{\mathrm{x}}}
\end{array}\right],
$$

for $l=1, \ldots, N_{t}$, with $N_{t}=n-m$. Alternatively, Eq. (17) is written as

$$
\begin{equation*}
\mathbf{B}^{j} \mathbf{W}_{\mathbf{x}}^{j}=\frac{T_{0}}{n-m} \mathbf{W}_{\tilde{\mathbf{Q}}_{\mathbf{x}}}^{j} \tag{18}
\end{equation*}
$$

where the $\left(m_{0}+n_{0}\right) N_{t} \times\left(n_{0} N_{t}\right)$ matrix $\mathbf{B}^{j}$ is defined as

$$
\mathbf{B}^{j}=\left[\begin{array}{cccc}
\mathbf{B}_{1,1}^{j} & \mathbf{B}_{2,1}^{j} & \cdots & \mathbf{B}_{N_{t}, 1}^{j}  \tag{19}\\
\mathbf{B}_{1,2}^{j} & \mathbf{B}_{2,2}^{j} & \ddots & \mathbf{B}_{N_{t}, 2}^{j} \\
\vdots & \vdots & \vdots & \vdots \\
\mathbf{B}_{1, N_{t}}^{j} & \mathbf{B}_{2, N_{t}}^{j} & \cdots & \mathbf{B}_{N_{t}, N_{t}}^{j}
\end{array}\right]
$$

and the $\left(n_{0} N_{t}\right)$ - and $\left(m_{o}+n_{0}\right) N_{t}$-dimensional vectors $\mathbf{W}_{\mathbf{x}}^{j}$ and $\mathbf{W}_{\tilde{\mathbf{Q}}_{\mathbf{x}}}^{j}$ are given by

$$
\mathbf{W}_{\mathbf{x}}^{j}=\left[\begin{array}{c}
\mathbf{W}_{\left(m_{j}, n_{j}\right), 1}^{\mathbf{x}}  \tag{20}\\
\mathbf{W}_{\left(m_{j}, n_{j}\right), 2}^{\mathbf{x}} \\
\vdots \\
\mathbf{W}_{\left(m_{j}, n_{j}\right), N_{t}}^{\mathbf{x}}
\end{array}\right]
$$

and

$$
\mathbf{W}_{\tilde{\mathbf{Q}}_{\mathbf{x}}}^{j}=\left[\begin{array}{c}
\mathbf{W}_{\left(m_{j}, n_{j}\right), 1}^{\tilde{\mathbf{Q}}_{\mathbf{x}}}  \tag{21}\\
\mathbf{W}_{\left(m_{j}, n_{j}\right), 2}^{\tilde{\mathbf{Q}}_{\mathbf{x}}} \\
\vdots \\
\mathbf{W}_{\left(m_{j}, n_{j}\right), N_{t}}^{\tilde{\mathbf{Q}}_{\mathbf{x}}}
\end{array}\right],
$$

respectively.
Clearly, Eq. (18) represents a GHW-based input-output relationship connecting the wavelet coefficients of the excitation and of the response processes. In passing, note that a similar relationship was derived in [21] restricted, however, to the special case of matrix $\mathbf{B}^{j}$ being a square, invertible matrix. Herein, due to the modeling of the system governing equations and the definition of the parameter matrices in Eqs. (8)-(10), $\mathbf{B}^{j}$ can become a singular matrix (see also Eq. (16)). Thus, a special treatment is required for "inverting" $\mathbf{B}^{j}$ and solving for the response wavelet coefficient matrix $\mathbf{W}_{\mathbf{x}}^{j}$ to be used in the calculation of the response EPS matrix. In the following, this is done by resorting to the theory of generalized matrix inverses and to the MP matrix inverse operation; see also [33, 34, 37] for some recent indicative papers, and Appendix for more details.

Specifically, considering the MP generalized matrix inverse of $\mathbf{B}^{j}$, Eq. (17) yields (see Appendix)

$$
\begin{equation*}
\mathbf{W}_{\mathbf{x}}^{j}=\frac{T_{0}}{n-m}\left(\mathbf{B}^{j}\right)^{+} \mathbf{W}_{\tilde{\mathbf{Q}}_{\mathbf{x}}}^{j}+\left(\mathbf{I}_{n_{0} \times n_{0}}-\left(\mathbf{B}^{j}\right)^{+}\left(\mathbf{B}^{j}\right)\right) \mathbf{y}_{n_{0}} \tag{22}
\end{equation*}
$$

where $\mathbf{y}_{n_{0}}$ is an arbitrary $n_{0}$-dimensional vector. It is readily seen that Eq. (22) defines a family of solutions for the response wavelet coefficients. Nevertheless, for the special case of matrix $\mathbf{B}^{j}$ being full rank, i.e., $\operatorname{rank}\left(\mathbf{B}^{j}\right)=n_{0} N_{t}$, its MP matrix inverse is determined, uniquely, in the form $[38,39]$

$$
\begin{equation*}
\left(\mathbf{B}^{j}\right)^{+}=\left(\left(\overline{\mathbf{B}^{j}}\right)^{\mathrm{T}} \mathbf{B}^{j}\right)^{-1}\left(\overline{\mathbf{B}^{j}}\right)^{\mathrm{T}} \tag{23}
\end{equation*}
$$

Substituting Eq. (23) into the second term of the right hand-side of Eq. (22) yields

$$
\begin{equation*}
\left(\mathbf{I}_{n_{0} \times n_{0}}-\left(\mathbf{B}^{j}\right)^{+}\left(\mathbf{B}^{j}\right)\right) \mathbf{y}_{n_{0}}=\mathbf{0} \tag{24}
\end{equation*}
$$

and thus, Eq. (22) simplifies to

$$
\begin{equation*}
\mathbf{W}_{\mathbf{x}}^{j}=\frac{T_{0}}{n-m}\left(\mathbf{B}^{j}\right)^{+} \mathbf{W}_{\tilde{\mathbf{Q}}_{\mathbf{x}}}^{j} . \tag{25}
\end{equation*}
$$

Obviously, Eq. (25) can be construed as a generalization of the input-output relationship derived in [21] to account for systems with singular parameter matrices in a straightforward manner. Indeed, as shown in the numerical examples in section 3 , the herein developed technique can address diverse system modeling yielding singular matrices, including structural systems modeled by a set of dependent
coordinates, energy harvesters with coupled electromechanical equations, and oscillators subject to stochastic excitations modeled via additional auxiliary state equations.

Further, the problem of estimating the system response EPS based on the wavelet coefficients corresponding to an ensemble of realizations is addressed. In this regard, employing Eq. (25), multiplying both sides with their Hermitian transposes and taking expectation, yields

$$
\begin{equation*}
\mathbb{E}\left[\mathbf{W}_{\mathbf{x}}^{j}\left(\mathbf{W}_{\mathbf{x}}^{j}\right)^{\mathrm{T}}\right]=\left(\frac{T_{0}}{n-m}\right)^{2}\left(\mathbf{B}^{j}\right)^{+} \mathbb{E}\left[\mathbf{W}_{\tilde{\mathbf{Q}}_{\mathbf{x}}}^{j}\left(\mathbf{W}_{\tilde{\mathbf{Q}}_{\mathbf{x}}}^{j}\right)^{\mathrm{T}}\right]\left(\left(\mathbf{B}^{j}\right)^{+}\right)^{\mathrm{T}} \tag{26}
\end{equation*}
$$

It is readily seen that based on the formula

$$
\begin{equation*}
S_{x}\left(\omega_{j}, t_{k}\right)=\frac{T_{0}}{2 \pi(n-m)} \mathbb{E}\left[\left|W_{j, k}^{x}\right|^{2}\right] \tag{27}
\end{equation*}
$$

derived in $[13,16]$, the diagonal terms in Eq. (26) represent response EPS values corresponding to translation levels $k=1,2, \ldots, N_{t}$. Note that additional information (e.g., regarding the phase of the process) is available as well via the off-diagonal elements that provide a measure of the interaction between wavelet coefficients at different time intervals (for a specific scale $j$ ). It can be argued that the matrix $\mathbb{E}\left[\mathbf{W}_{\mathbf{x}}^{j}\left(\mathbf{W}_{\mathbf{x}}^{j}\right)^{\mathrm{T}}\right]$ in Eq. (26) can be construed as a form of "autocorrelation" matrix in the wavelet domain; see also [21] for a relevant discussion.

## 3. Diverse numerical examples

In this section, various diverse numerical examples are considered for demonstrating the reliability of the herein derived input-output relationship of Eq. (26), which can be construed as a generalization of the methodology developed in [21] to account for singular matrices. These examples pertain to energy harvesters with coupled electromechanical equations, oscillators subject to non-white excitations modeled via additional filter equations, and structural systems modeled by a set of dependent coordinates. It is remarked that the results obtained by the analytical technique require approximately $2-3 s$ of computation time for the considered examples. These are compared with MCS-based estimates ( 500 realizations) that require approximately $2-3 \mathrm{~min}$ of computation time on the same computer, i.e., a MacBook Pro 2018 laptop with a 2.9 GHz 6-Core Intel Core i9 processor and 16 GB RAM.

### 3.1. A class of electromechanical energy harvesting systems

A cantilever beam with piezoelectric patches attached near its clamped ends has been one of the most popular and widely studied electromechanical energy harvesters (e.g., [40-42]). Following the presentation and detailed discussion in [40], the dynamics of such a system can be approximated by the following general mathematical model of coupled electromechanical equations, expressed in a nondimensional form as

$$
\begin{align*}
\ddot{q}+2 \zeta \dot{q}+\frac{\mathrm{d} U(q)}{\mathrm{d} q}+\kappa^{2} v & =f(t)  \tag{28}\\
\dot{v}+\alpha v-\dot{q} & =0 \tag{29}
\end{align*}
$$

where $q$ denotes the response displacement and $v$ represents the induced voltage in capacitive harvesters or the induced current in inductive ones. Further, $\zeta$ is the damping, $\kappa$ is the coupling coefficient, $\alpha$ is defined as the ratio between the mechanical and electrical time constants of the harvester (see [40]), and $U(q)$ denotes the potential function. Its derivative $\frac{\mathrm{d} U(q)}{\mathrm{d} q}$ represents the restoring force, which is modeled in the ensuing analysis as linear, i.e., $\frac{\mathrm{d} U(q)}{\mathrm{d} q}=q$; see also [41, 42] for alternative nonlinear modeling.

In the following, the excitation $f(t)$ is modeled as a non-stationary stochastic process compatible with the EPS

$$
\begin{equation*}
S_{f}(\omega, t)=d(t)^{2} S_{0} \tag{30}
\end{equation*}
$$

where $S_{0}$ denotes the Gaussian white noise constant power spectrum value, and $d(t)$ represents a time-modulating function. Indicatively, Eq. (30) can describe approximately the relatively slow variations in time of the intensity of the white noise process, and in this regard, $d(t)$ is given by

$$
\begin{equation*}
d(t)=1+0.5 \cos \left(\omega_{0} t\right), \tag{31}
\end{equation*}
$$

where $\omega_{0}=0.25 \mathrm{rad} / \mathrm{s}$. Further, the parameter values considered herein are $\zeta=0.1, \kappa=3.25, \alpha=0.8$ and $S_{0}=0.05$.

Although there exist alternative solution treatments in the literature for addressing Eqs. (28) and (29), and for determining relevant response statistics (e.g., [41-43]), the herein developed methodology is employed next for determining the response EPS and for demonstrating that singular matrices can be treated in a straightforward and direct manner.

Specifically, similarly to [41, 42] where the stochastic response analysis of Eqs. (28) and (29) was performed based on a Wiener path integral solution treatment, Eq. (28) can be construed as the governing stochastic differential equation constrained by Eq. (29); see also [44]. In this regard, setting $\mathbf{x}^{\mathrm{T}}=\left[\begin{array}{ll}q & v\end{array}\right]$, and differentiating Eq. (29) once with respect to time, the parameter matrices of the constraint Eq. (9) become

$$
\mathbf{A}=\left[\begin{array}{ll}
-1 & 1
\end{array}\right], \mathbf{E}=\left[\begin{array}{ll}
0 & \alpha
\end{array}\right], \mathbf{L}=\left[\begin{array}{ll}
0 & 0 \tag{32}
\end{array}\right], F=0,
$$

whereas the matrix $\mathbf{P}$ of Eq. (13) takes the form

$$
\mathbf{P}=\left[\begin{array}{ll}
0.5 & 0.5  \tag{33}\\
0.5 & 0.5
\end{array}\right]
$$

Further, the parameter matrices in Eq. (11) become

$$
\tilde{\mathbf{M}}_{\mathbf{x}}=\left[\begin{array}{ll}
0.5 & 0  \tag{34}\\
0.5 & 0 \\
-1 & 1
\end{array}\right], \tilde{\mathbf{C}}_{\mathbf{x}}=\left[\begin{array}{cc}
-0.40 & 0.5 \\
-0.40 & 0.5 \\
0 & 0.8
\end{array}\right], \quad \tilde{\mathbf{K}}_{\mathbf{x}}=\left[\begin{array}{cc}
0.5 & 5.6812 \\
0.5 & 5.6813 \\
0 & 0
\end{array}\right]
$$

and Eq. (12) takes the form

$$
\tilde{\mathbf{Q}}_{\mathbf{x}}=\left[\begin{array}{c}
0.5  \tag{35}\\
0.5 \\
0
\end{array}\right] f(t)
$$

Therefore, the excitation EPS matrix corresponding to Eq. (35) becomes

$$
\mathbf{S}_{\tilde{\mathbf{Q}}_{\mathbf{x}}}^{j}=\frac{T_{0}}{2 \pi(n-m)}\left[\begin{array}{cccc}
\mathbf{S}_{\tilde{\mathbf{Q}}_{x},(1,1)}^{j} & 0 & \cdots & 0  \tag{36}\\
0 & \mathbf{S}_{\tilde{\mathbf{Q}}_{x}(2,2)}^{j} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \mathbf{S}_{\tilde{\mathbf{Q}}_{\times},\left(N_{t}, N_{t}\right)}^{j}
\end{array}\right]
$$

where

$$
\mathbf{S}_{\tilde{\mathbf{Q}}_{\mathbf{x}},(k, k)}^{j}=\left[\begin{array}{ccc}
0.25 d_{l}^{4} S_{f,(k, k)}^{j} & 0.25 d_{l}^{4} S_{f,(k, k)} & 0  \tag{37}\\
0.25 d_{l}^{4} S_{f,(k, k)} & 0.25 d_{l}^{4} S_{f,(k, k)} & 0 \\
0 & 0 & 0
\end{array}\right]
$$

for $0 \leq k \leq N_{t}$, and is utilized next for defining $\mathbb{E}\left[\mathbf{W}_{\tilde{\mathbf{Q}}_{\mathbf{x}}}^{j}\left(\mathbf{W}_{\tilde{\mathbf{Q}}_{\mathbf{x}}}^{j}\right)^{\mathrm{T}}\right]$ on the right hand-side of Eq. (26). Also, utilizing the parameter matrices in Eq. (34), the matrix $\mathbf{B}^{j}$ in Eq. (19) is formed for each wavelet band $j=1,2, \ldots, 256$ and each time instant to be used in Eq. (26). In fact, it is noted that $\mathbf{B}^{j}$ has full rank, and thus, Eqs. (25) and (26) can be applied yielding a unique solution for the interaction coefficients of the system response.

In Fig. 1(a), the response EPS for the voltage $v$ is plotted based on Eqs. (26) and (27), whereas in Fig. 1(b) the response EPS for $v$ is estimated based on MCS data. Specifically, first, 500 excitation time histories compatible with the EPS in Eq. (30) are generated by the spectral representation method [45] with a signal duration $T_{0}=20.46 \mathrm{~s}$, and a cut-off frequency equal to $\omega_{u}=50 \pi \mathrm{rad} / \mathrm{s}$. Second, the coupled system defined by Eqs. (28) and (29) is solved by resorting to a standard $4^{\text {th }}$ order Runge-Kutta numerical integration scheme, and the response voltage EPS is estimated by utilizing Eq. (27) and using a constant frequency band $n-m=4$. In Fig. 1(c), comparisons are provided between the MCS-based results and the estimates based on the herein developed methodology for two indicative time instants, i.e., $t=4 \mathrm{~s}$ and $t=10 \mathrm{~s}$. It is readily seen that the herein derived input-output relationship of Eq. (26), which accounts for singular matrices, exhibits a relatively high degree of accuracy in determining the system response EPS.

### 3.2. Non-white stochastic excitation modeling via auxiliary filter equations

In the field of stochastic engineering dynamics, a non-white excitation process is typically represented in the time domain as the output of a filter subject to white noise (e.g., [36, 46, 47]). In this regard, the state-variable vector is augmented to account for the additional filter equation associated with the non-white excitation. In many cases, the form of the filter equation leads to a system of governing equations with singular parameter matrices. For example, consider a single-DOF linear oscillator of the form

$$
\begin{equation*}
m \ddot{q}+c \dot{q}+k q=h(t) \tag{38}
\end{equation*}
$$

where $m, c, k$ are the mass, damping and stiffness parameters of the system and $h(t)$ denotes the excitation, given by

$$
\begin{equation*}
h(t)=g(t) y(t) \tag{39}
\end{equation*}
$$



Fig. 1: Response voltage EPS estimate pertaining to the energy harvesting system of Eqs. (28) and (29) subject to time-modulated Gaussian white noise excitation: (a) Analytical closed-form input-output relationship of Eq. (26), (b) MCS-based estimate (500 realizations), (c) Comparison for two indicative time-instants.

In Eq. (39), $g(t)$ denotes a modulating function of the form [16]

$$
\begin{equation*}
g(t)=\lambda\left(e^{-\alpha t}-e^{-\beta t}\right), \tag{40}
\end{equation*}
$$

where $\alpha, \beta$ and $\lambda$ are parameters controlling the shape of the modulating function. Further, the power spectrum of the stochastic process $y(t)$ is given by

$$
\begin{equation*}
S_{y}(\omega)=\frac{S_{0}}{c_{n}^{2} \omega^{2}+k_{n}^{2}} \tag{41}
\end{equation*}
$$

which is expressed in the time domain as the output of the first order linear filter

$$
\begin{equation*}
c_{n} \dot{y}+k_{n} y=w(t) . \tag{42}
\end{equation*}
$$

In Eq. (42), $w(t)$ is a Gaussian white noise stochastic process with $\mathbb{E}[w(t) w(t+\tau)]=2 \pi S_{0} \delta(\tau), \delta(\tau)$ is the Dirac delta function and $c_{n}, k_{n}$ are filter parameters.

Next, considering the state vector $\mathbf{x}^{\mathrm{T}}=\left[\begin{array}{lll}q & y & f(t)\end{array}\right]$, where $f(t)=w(t)$, and taking into account Eqs. (38) and (42), the governing equations take the form of Eq. (8) with

$$
\mathbf{M}_{\mathbf{x}}=\left[\begin{array}{ccc}
m & 0 & 0  \tag{43}\\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right], \mathbf{C}_{\mathbf{x}}=\left[\begin{array}{ccc}
c & 0 & 0 \\
0 & c_{n} & 0 \\
0 & 0 & 0
\end{array}\right], \mathbf{K}_{\mathbf{x}}=\left[\begin{array}{ccc}
k & -g(t) & 0 \\
0 & k_{n} & -1 \\
0 & 0 & 1
\end{array}\right]
$$

and

$$
\mathbf{Q}_{\mathbf{x}}(t)=\left[\begin{array}{c}
0  \tag{44}\\
0 \\
w(t)
\end{array}\right]
$$

whereas the constraint equation parameter matrices corresponding to Eq. (9) become

$$
\mathbf{A}=\left[\begin{array}{lll}
0 & c_{n} & 0
\end{array}\right], \mathbf{E}=\left[\begin{array}{lll}
0 & k_{n} & 1 \tag{45}
\end{array}\right], \mathbf{L}=\mathbf{0}, F=0
$$

Therefore, the matrix $\mathbf{P}$ of Eq. (13) is given by

$$
\mathbf{P}=\left[\begin{array}{ccc}
c_{n} & 0 & 0  \tag{46}\\
0 & 0 & 0 \\
0 & 0 & c_{n}
\end{array}\right] .
$$

Note that the system defined in Eq. (43) is time-variant, since the matrix $\mathbf{K}_{\mathrm{x}}$ con-
tains the function $g(t)$. Nevertheless, this poses no difficulty in applying the proposed methodology since it can readily treat time-variant parameter matrices as shown in Eq. (8). Further, the matrices of Eq. (10) for the herein considered system take the form

$$
\tilde{\mathbf{M}}_{\mathbf{x}}=\left[\begin{array}{ccc}
m & 0 & 0  \tag{47}\\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & c_{n} & 0
\end{array}\right], \tilde{\mathbf{C}}_{\mathbf{x}}=\left[\begin{array}{ccc}
c & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & k_{n} & 1
\end{array}\right], \tilde{\mathbf{K}}_{\mathbf{x}}=\left[\begin{array}{ccc}
k & -g(t) & 0 \\
0 & 0 & 0 \\
0 & 0 & 1 \\
0 & 0 & 0
\end{array}\right]
$$

and

$$
\tilde{\mathbf{Q}}_{\mathbf{x}}=\left[\begin{array}{l}
0  \tag{48}\\
0 \\
1 \\
0
\end{array}\right] w(t)
$$

Therefore, the excitation EPS matrix corresponding to Eq. (48) is written in the form of Eq. (36), where

$$
\mathbf{S}_{\tilde{\mathbf{Q}}_{\mathbf{x}},(k, k)}^{j}=\left[\begin{array}{cccc}
0 & 0 & 0 & 0  \tag{49}\\
0 & 0 & 0 & 0 \\
0 & 0 & S_{w,(k, k)} & 0 \\
0 & 0 & 0 & 0
\end{array}\right],
$$

for $0 \leq k \leq N_{t}$, and is utilized next for defining $\mathbb{E}\left[\mathbf{W}_{\tilde{\mathbf{Q}}_{\mathbf{x}}}^{j}\left(\mathbf{W}_{\tilde{\mathbf{Q}}_{\mathbf{x}}}^{j}\right)^{\mathrm{T}}\right]$ on the right hand-side of Eq. (26). The parameter values considered herein are $m_{1}=$ $1 \mathrm{~kg} /\left(\mathrm{ms}^{2}\right), c_{1}=4.3 \mathrm{Ns} / \mathrm{m}, k_{1}=256 \mathrm{~N} / \mathrm{m}, k_{n}=8 \mathrm{~N} / \mathrm{m}, c_{n}=1 \mathrm{Ns} / \mathrm{m}$ and $S_{0}=1$. The resulting $\mathbf{B}^{j}$ has full rank, and thus, the simplified expression in Eq. (23) is used for computing the MP matrix inverse. This yields a unique solution for the interaction coefficients of the system response, which is determined by Eq. (26). The obtained response displacement EPS is shown in Fig. 2(a), whereas in Fig. 2(b) the response EPS is determined based on MCS data generated by solving numerically Eq. (38) via a Runge-Kutta integration scheme in conjunction with the spectral representation methodology [45] for generating excitation realizations. Note that the discrepancies observed in Figs. 2(a) and 2(b) near the ends of the time domain are attributed to "end effects" due to the application of the wavelet transform. The interested reader is directed to [48] for more details and possible melioration treatments such as zero-padding. Further, the analytical solution and MCS-based estimate are compared in Fig. 2(c) for two indicative time
instants, i.e., $t=4 \mathrm{~s}$ and $t=7 \mathrm{~s}$. Clearly, the results obtained by the herein proposed input-output relationship of Eq. (26) for determining the response EPS of systems exhibiting singular matrices are in good agreement with the corresponding MCS estimates.

### 3.3. Structural systems modeled via dependent coordinates

It is common practice in the field of engineering dynamics to utilize the minimum number of coordinates (generalized coordinates) for formulating the system equations of motion (e.g., [46]). In general, this yields not only non-singular, but also positive definite parameter matrices in the governing equations. Nevertheless, it has been argued recently that the explicit formulation of the equations of motion based on generalized coordinates can be a cumbersome task, and thus, alternative approaches have been proposed based, indicatively, on utilizing a set of dependent/redundant DOFs in conjunction with a number of constraint equations (e.g., [29, 49, 50]). Although this unconventional modeling appears to be advantageous from a computational efficiency perspective [51], it leads to equations of the form of Eq. (10) exhibiting singular matrices.

In this section, the herein developed solution methodology based on periodized GHWs is employed for determining the response EPS of a stochastically excited structural system modeled via dependent coordinates. Specifically, the 2-DOF system of Fig. 3 is considered, where mass $m_{1}$ is connected to the foundation via a spring and a damper with coefficients $k_{1}$ and $c_{1}$, respectively. Further, it is connected to mass $m_{2}$ via a spring and a damper with coefficients $k_{2}$ and $c_{2}$, respectively. The applied excitation stochastic processes $Q_{1}(t)$ and $Q_{2}(t)$ are compatible with an EPS given by

$$
\begin{equation*}
S_{f}(\omega, t)=S_{0}\left(\frac{\omega t}{5 \pi}\right)^{2} \exp \left(-c_{0} t\right) t^{2} \exp \left(-\left(\frac{\omega}{5 \pi}\right)^{2} t\right) . \tag{50}
\end{equation*}
$$

It can be argued that the EPS form in Eq. (50) comprises some of the main characteristics of earthquake excitations, such as decreasing of the dominant frequency with time (e.g., $[52,53])$. The parameter values considered in the ensuing analysis are: $m_{i}=1 \mathrm{~kg} /\left(\mathrm{ms}^{2}\right), c_{i}=4.3 \mathrm{Ns} / \mathrm{m}, k_{i}=256 \mathrm{~N} / \mathrm{m}$, for $i=1,2$, and $S_{0}=1 \mathrm{~m}^{2} / \mathrm{s}^{3}, c_{0}=0.15$. The system excitation is applied for time $\left[0, T_{0}\right]$, with $T_{0}=20.48 \mathrm{~s}$, considering $N_{t}=1024$ points and cut-off frequency equal to $10 \pi \mathrm{rad} / \mathrm{s}$. Also, a constant bandwidth resolution of $n-m=4$ is used.


Fig. 2: Response displacement EPS pertaining to the oscillator in Eq. (38) subject to a timemodulated non-stationary excitation: (a) Analytical closed-form input-output relationship of Eq. (26), (b) MCS-based estimate (500 realizations), (c) Comparison for two indicative time instants.


Fig. 3: Two-degree-of-freedom linear structural system subjected to non-stationary stochastic excitation.


Fig. 4: Modeling the system in Fig. 3 by using dependent coordinates.
${ }^{404} \quad \tilde{\mathbf{M}}_{\mathbf{x}}=\left[\begin{array}{ccc}0.5 & 0.5 & 0.5 \\ 0.5 & 0.5 & 0.5 \\ 0 & 1 & 1 \\ 1 & -1 & 0\end{array}\right], \tilde{\mathbf{C}}_{\mathbf{x}}=\left[\begin{array}{ccc}2.15 & 0 & 0 \\ 2.15 & 0 & 0 \\ 0 & 0 & 4.3 \\ 0 & 0 & 0\end{array}\right], \tilde{\mathbf{K}}_{\mathbf{x}}=\left[\begin{array}{ccc}128 & 0 & 0 \\ 128 & 0 & 0 \\ 0 & 0 & 256 \\ 0 & 0 & 0\end{array}\right]$
and

$$
\tilde{\mathbf{Q}}_{\mathbf{x}}=\left[\begin{array}{c}
Q_{1}  \tag{59}\\
Q_{3} \\
Q_{3} \\
0
\end{array}\right] .
$$

Accordingly, the excitation EPS matrix corresponding to Eq. (59) is written as in Eq. (36), where
for $0 \leq k \leq N_{t}$, and is utilized next for defining $\mathbb{E}\left[\mathbf{W}_{\tilde{\mathbf{Q}}_{\mathbf{x}}}^{j}\left(\mathbf{W}_{\tilde{\mathbf{Q}}_{\mathbf{x}}}^{j}\right)^{\mathrm{T}}\right]$ on the right hand-side of Eq. (26). The matrix $\mathbf{B}^{j}$ in Eq. (19) is constructed for each wavelet band $j=1,2, \ldots, 128$, and each time instant, and since it has full rank, its MP inverse is given by Eq. (23). Next, the response displacement EPS is determined by utilizing Eq. (26). The analytical results pertaining to the $1^{s t}$ and $3^{r d}$ DOF of the system in Fig. 4 are shown in Figs. 5(a) and 6(a), respectively.

Further, the technique is also applied to the system of Eqs. (51-52), which is modeled based on generalized (independent) coordinates. Clearly, based on Figs. (3-4), $q_{1}=x_{1}$ and $q_{2}-q_{1}=x_{3}$. In this regard, $\mathbf{B}^{j}$ in the resulting Eq. (18) is a square invertible matrix, and thus, Eq. (18) can be readily solved for the response wavelet coefficients $\mathbf{W}_{\mathbf{q}}^{j}$ to be used for determining the response power spectra via Eqs. (26-27). In fact, the computed power spectra $S_{q_{1}}(\omega, t)$ and $S_{q_{2}-q_{1}}(\omega, t)$ are plotted in Figs. 5(b) and 6(b), respectively. As anticipated due to the relationships $q_{1}=x_{1}$ and $q_{2}-q_{1}=x_{3}$, note that $S_{x_{1}}(\omega, t)$ in Fig. 5(a) and $S_{x_{3}}(\omega, t)$ in Fig. 6(a) are identical to $S_{q_{1}}(\omega, t)$ and $S_{q_{2}-q_{1}}(\omega, t)$, respectively.

Overall, it is seen that the solution obtained by the herein developed technique accounting for dependent coordinates and singular matrices is identical to the solution determined based on an alternative system modeling employing generalized (independent) coordinates and featuring square, invertible, matrices. In other words, the herein proposed solution treatment of a system with singular matrices does not introduce any additional approximations compared to treating an equivalent system with square invertible matrices.

Also, note that, for cases of square invertible matrices, the technique can be construed as an extension of the standard periodized GHW technique in [21] to
treat MDOF systems. Furthermore, MCS-based EPS estimates (500 realizations) are also included in Figs. 5(c) and 6(c), whereas response EPS estimates at two indicative time instants are plotted in Fig. 7. Comparisons indicate a satisfactory degree of accuracy exhibited by the periodized GHW technique.

## 4. Concluding remarks

In this paper, a technique based on periodized GHWs has been developed for joint time-frequency response analysis of linear systems with singular parameter matrices. This has been done by resorting to concepts and tools related to the MP generalized matrix inverse theory. Specifically, considering GHW-based expansions for the excitation and response processes of the system, novel input-output relationships have been derived in the wavelet domain. These have been used for determining the EPS matrix of the system response.

The developed technique can be construed as a generalization of earlier efforts in the literature to account for singular parameter matrices in the governing equations of motion, while its reliability has been demonstrated by comparing the analytical results with pertinent MCS data. This has been done in conjunction with various diverse numerical examples pertaining to energy harvesters with coupled electromechanical equations, oscillators subject to non-white excitations modeled via auxiliary filter equations, and structural systems modeled by a set of dependent coordinates.

Note in passing that the MP matrix inverse operation involves the solution of an optimization problem based on $L_{2}$-norm minimization. In this regard, exploring the potential of alternative optimization schemes based, for instance, on $L_{p}$-norm ( $0<p<1$ ) minimization is identified as future work (e.g., [3, 54]).
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## Appendix

Consider a linear system of equations in the form

$$
\begin{equation*}
\mathbf{A x}=\mathbf{b} \tag{61}
\end{equation*}
$$



Fig. 5: Response EPS of a 2-DOF linear system subject to non-stationary stochastic excitation described by the non-separable EPS in Eq. (50): (a) EPS for displacement $x_{1}$ based on Eq. (26) with a singular $\mathbf{B}^{j}$ matrix (dependent coordinates), (b) EPS for displacement $q_{1}$ based on Eq. (26) with a square invertible $\mathbf{B}^{j}$ matrix (generalized coordinates), (c) MCS-based estimate ( 500 realizations).


Fig. 6: Response EPS of a 2-DOF linear system subject to non-stationary stochastic excitation described by the non-separable EPS in Eq. (50): (a) EPS for displacement $x_{3}$ based on Eq. (26) with a singular $\mathbf{B}^{j}$ matrix (dependent coordinates), (b) EPS for displacement $q_{2}-q_{1}$ based on Eq. (26) with a square invertible $\mathbf{B}^{j}$ matrix (generalized coordinates), (c) MCS-based estimate (500 realizations).


Fig. 7: Response EPS of a 2-DOF linear system subject to non-stationary stochastic excitation described by the non-separable EPS in Eq. (50) for two indicative time instants: (a) comparisons between analytically determined EPS for $x_{1}, q_{1}$, and MCS estimates ( 500 realizations), and (b) comparisons between analytically determined EPS for $x_{2}, q_{2}-q_{1}$, and MCS estimate (500 realizations).
where $\mathbf{A}$ is either a rectangular $m \times n$, or a square but singular $n \times n$ matrix, and $x, b$ are $n$-dimensional vectors. It is readily seen that solving Eq. (61) necessitates the generalization of the concept of matrix inverse, which has given birth to the theory of generalized matrix inverses [39]. In particular, the Moore-Penrose (MP) generalized matrix inverse is utilized throughout the paper.

Definition. For any matrix $\mathbf{A} \in \mathbb{C}^{m \times n}$, there is a unique matrix $\mathbf{A}^{+} \in \mathbb{C}^{n \times m}$ such that:

$$
\begin{equation*}
\mathbf{A A}^{+} \mathbf{A}=\mathbf{A}, \quad \mathbf{A}^{+} \mathbf{A} \mathbf{A}^{+}=\mathbf{A}^{+}, \quad \overline{\mathbf{A A}^{+}}=\mathbf{A} \mathbf{A}^{+}, \quad \overline{\mathbf{A}^{+} \mathbf{A}}=\mathbf{A}^{+} \mathbf{A} \tag{62}
\end{equation*}
$$

The matrix $\mathbf{A}^{+}$of the Definition is called the MP inverse of $\mathbf{A}$. If $\mathbf{A}$ is a square, real and non-singular matrix, then $\mathbf{A}^{+}$coincides with the inverse of $\mathbf{A}$, i.e., $\mathbf{A}^{+}=\mathbf{A}^{-1}$. Using the MP inverse, a closed form solution to the algebraic system of Eq. (61) is attained. In this regard, for any matrix $\mathbf{A} \in \mathbb{R}^{m \times n}$, Eq. (61) yields

$$
\begin{equation*}
\mathbf{x}=\mathbf{A}^{+} \mathbf{b}+\left(\mathbf{I}_{n}-\mathbf{A}^{+} \mathbf{A}\right) \mathbf{y} \tag{63}
\end{equation*}
$$

where $\mathbf{y}$ denotes an arbitrary $n$-dimensional vector and $\mathbf{I}_{n}$ represents the $n \times n$ identity matrix. A more detailed presentation of the topic can be found in [38] and [39].
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