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ABSTRACT
A new community structure measure called Surprise has
been proposed to address the resolution limit problem of
modularity. However, our analysis shows that, similar to
modularity, Surprise also suffers from the so-called extreme
degeneracy problem, which leads to unstable module iden-
tification results. To solve this problem, we propose a novel
Multimodal Optimization and Surprise based Consensus
Community Detection (MOSCCoD) algorithm. Experi-
mental results show that MOSCCoD has overcome the ex-
treme degeneracy problem of Surprise and shown a very
competitive performance in terms of stability and accuracy.

Categories and Subject Descriptors
I.2.8 [Artificial Intelligence]: Problem Solving, Control
Methods, and Search

Keywords
Complex network; community detection; extreme degener-
acy; consensus clustering; multimodal optimization

1. INTRODUCTION
Complex systems in real world can be abstracted and rep-

resented mathematically by complex networks consisting of
vertices and edges which represent individuals and their re-
lationships in systems. One important property of complex
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networks is called community structure [8]. The identifi-
cation of community structures is called community detec-
tion. To quantify community structures, Newman and Gir-
van proposed the modularity [8] and many modularity max-
imization algorithms have been proposed [4]. However, the
modularity suffers at least two serious problems, i.e., the res-
olution limit problem [3] and the extreme degeneracy prob-
lem [4], which deteriorates the performance of modularity
maximization algorithms on real-world complex networks.

Recently, another measure called Surprise [2] has been
proposed, which overcomes the resolution limit problem as
shown in [2], and several Surprise maximization algorithms
have been developed [2] . However, using the karate [2] and
dolphin [8] networks in Figures 1, we show that, similar to
modularity, Surprise also suffers from the extreme degener-
acy problem, which makes Surprise maximization algorithms
finding the optimal Surprise partition very difficult among
an exponential number of structurally dissimilar suboptimal
partitions whose Surprise values are very close to that of the
optimal partition.

2. THE PROPOSED ALGORITHM
To overcome the extreme degeneracy problem of Surprise,

we propose a novel algorithm called MOSCCoD. It combines
Surprise and consensus clustering [5], but is reformulated as
a multimodal optimisation problem [6] to detect representa-
tive community structures and employs the differential evo-
lution (DE) [9] with deterministic crowding technique [6] as
the multimodal optimisation algorithm. Its framework is:

Step 1) Set generation number g = 0 and maximum gm.
Step 2) Generate the initial population Pg randomly.
Step 3) Evaluate individuals in Pg based on the Surprise.
Step 4) Evolve Pg by DE and deterministic crowding.
Step 5) If g < gm, g = g + 1 and go back to Step 3).
Step 6) Perform the consensus clustering scheme on Pg

to construct the consensus matrix D.
Step 7) If partitions in Pg are not all equal, then recon-

struct the network based on D and go back to Step 1);
otherwise, stop and output the optimal partition.
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Figure 1: The Surprise functions of the (a) karate and (b) dolphin networks. The x- and y-axes are the
embedding dimensions which are complicated functions of the original partition space of networks, and the
vertical axis indicates the Surprise (S) values.

Table 1: Results of algorithms on tested networks.
Network Algorithm NMIbst NMIavg ±NMIstd

Karate

MOSCCoD 0.618 0.587 ± 0.007
UVCluster 0.471 0.427 ± 0.023∗

RCluster 0.517 0.457 ± 0.029∗

SCluster 0.525 0.485 ± 0.041∗

Dolphin

MOSCCoD 0.608 0.585 ± 0.011
UVCluster 0.577 0.546 ± 0.012∗

RCluster 0.586 0.560 ± 0.020∗

SCluster 0.585 0.562 ± 0.022∗

Football

MOSCCoD 0.920 0.897 ± 0.012
UVCluster 0.917 0.886 ± 0.019∗

RCluster 0.911 0.884 ± 0.018∗

SCluster 0.911 0.885 ± 0.019∗

Books

MOSCCoD 0.531 0.523 ± 0.016
UVCluster 0.515 0.417 ± 0.047∗

RCluster 0.522 0.439 ± 0.057∗

SCluster 0.521 0.423 ± 0.047∗

3. EXPERIMENTAL RESULTS
We ran MOSCCoD 20 times with parameters: popula-

tion size of 100; maximum generation of 200; DE employs
“rand/1” mutation and binomial crossover strategies with
scaling factor of 0.9 and control crossover parameter of 0.3.
We selected four widely-used real-world benchmark networks
(i.e., Karate [2], Dolphin [8], Football [2] and Books [7]
networks) all of which have known community structures.
We employed UVCluster, RCluster and SCluster algorithms
from [1] for comparison. Results are collected in Table 1 us-
ing the best, average and standard deviation of Normalized
Mutual Information (NMI) [5] with the t-test at a 0.05 sig-
nificance level. Results with asterisks are significantly worse
than that of MOSCCoD. From Table 1, we can see that
MOSCCoD always obtained the best NMIbst and NMIavg
on these networks. Thus, it can be concluded that MOSC-
CoD has overcome the extreme degeneracy problem of Sur-
prise and can effectively identify community structures in
complex networks.

4. CONCLUSION
To overcome this extreme degeneracy problem of Surprise,

we have proposed a novel community detection algorithm
called MOSCCoD. To the best of our knowledge, this is the
first time the consensus clustering is reformulated as a multi-
modal optimization problem. The experimental results have
shown that MOSCCoD has overcome the extreme degener-
acy problem of Surprise and demonstrated a very excellent
performance compared with other state-of-the-art commu-
nity detection algorithms.
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