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Abstract. We introduce good-for-games ω-pushdown automata (ω-GFG-PDA). These
are automata whose nondeterminism can be resolved based on the input processed so
far. Good-for-gameness enables automata to be composed with games, trees, and other
automata, applications which otherwise require deterministic automata.

Our main results are that ω-GFG-PDA are more expressive than deterministic ω-
pushdown automata and that solving infinite games with winning conditions specified by
ω-GFG-PDA is EXPTIME-complete. Thus, we have identified a new class of ω-contextfree
winning conditions for which solving games is decidable. It follows that the universality
problem for ω-GFG-PDA is in EXPTIME as well.

Moreover, we study closure properties of the class of languages recognized by ω-GFG-
PDA and decidability of good-for-gameness of ω-pushdown automata and languages. Finally,
we compare ω-GFG-PDA to ω-visibly PDA, study the resources necessary to resolve the
nondeterminism in ω-GFG-PDA, and prove that the parity index hierarchy for ω-GFG-PDA
is infinite.

1. Introduction

Good-for-gameness is the new determinism, and not just for solving games. Good-for-
games automata also lend themselves to composition with other automata and trees. These
problems have in common that they are traditionally addressed with deterministic automata,
which, depending on the exact type used, may be less succinct or even less expressive than
nondeterministic ones. Good-for-games automata overcome this restriction by allowing a
limited form of nondeterminism that does not interfere with composition.

As an example, consider the setting of infinite-duration two-player zero-sum games of
perfect information. In such a game, two players interact to produce a play, an infinite word
over some alphabet. A winning condition specifies a partition of the set of plays indicating
the winner of each play. Here, we are concerned with games whose winning condition is
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explicitly given by an automaton recognizing the winning plays for one player.1 This setting
arises, for example, when solving the LTL synthesis problem where the winning condition is
specified by an LTL formula, which can be turned into an automaton.

The usual approach to solving a game with a winning condition given by an automaton A
is to obtain an equivalent deterministic automaton D and then solve an arena-based game
with an implicit winning condition given by the acceptance condition of D. The arena
simultaneously captures the interaction between the players, which results in a play, and
constructs the run of D on this play. The resulting arena-based game has the same winner
as the original game with winning condition recognized by A. For example, if the original
winning condition is ω-regular, there is a deterministic parity automaton recognizing it, and
the resulting game is a parity game, which can be effectively solved.

However, the correctness of this reduction crucially depends on the on-the-fly construction
of the run of D on the play. For nondeterministic automata, one might be tempted to let
the nondeterministic choices be resolved by the player who wins if the automaton accepts.
However, an accepting run cannot necessarily be constructed on-the-fly, even if one exists,
as the resolution of nondeterministic choices might depend on the whole play rather than
on the current finite play prefix. A simple example is a winning condition that allows the
player who resolves the nondeterminism to win the original game while her opponent wins
in the arena-based game by using her nondeterministic choices against her. This is the
case in the parity automaton presented in Figure 1, which accepts all words, but in which
nondeterminism must decide whether a word has finitely or infinitely many occurrences of a.

q1 q2
a, b a, b

a

b

a

b

a

b

a

b

Figure 1: A nondeterministic parity automaton that recognises {a, b}ω. A run is accepting
if it visits the black vertex only finitely often and a white vertex infinitely often.

Assume that the opponent has control over the number of a’s that appear during a play.
This number does not affect the winner of the original game, as the automaton is universal.
But if the initial nondeterminism is resolved by moving to q1, then the opponent wins by
enforcing infinitely many a, while if the nondeterminism is resolved by moving to q2 then he
wins by enforcing finitely many a.

Good-for-games automata (also known as history-deterministic automata2 [Col09]),
introduced by Henzinger and Piterman [HP06], are nondeterministic (or even alternat-
ing [Col13, BL19]) automata whose nondeterminism can be resolved based only on the input
processed so far. This property implies that the previously described procedure yields the
correct winner, even if the automaton is not deterministic.

1This should be contrasted with the classical setting of say parity games, where the winning condition is
implicitly encoded by a colouring of the arena specifying the interaction between the players.

2The terms “history-deterministic” and “good-for-games” have often been used interchangeably, but
recently it has come to light that history-determinism and compositionality with games do not coincide on all
models [BL21]. We still prefer to use the term “good-for-games” for consistency with previous publications,
although it is open whether these two notions coincide in the setting we consider here.
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Since their introduction, Boker, Kupferman, Kuperberg and Skrzypczak have shown that
ω-regular good-for-games automata are also suitable for composition with trees [BKKM13],
which can be seen as the special case of one-player arena-based games, while Boker and
Lehtinen have shown that good-for-games automata are suitable for automata composition
in the following sense [BL19]: If an ω-regular good-for-games automaton B recognizes the set
of accepting runs of an alternating ω-regular automaton A, then the composition of A and B
is an ω-regular automaton that recognizes the same language as A, but with the acceptance
condition of B. In other words, good-for-games automata, like deterministic automata, can
be used both to simplify the winning conditions of games and the acceptance conditions
of automata. Kuperberg and Skrzypczak showed that ω-regular good-for-games co-Büchi
automata can be exponentially more succinct than deterministic ones while good-for-games
Büchi automata are at most quadratically more succinct [KM15].

However, since deterministic parity automata, which are trivially good-for-games, express
all ω-regular languages, succinctness is the most good-for-gameness can offer in the ω-regular
setting. In contrast, deterministic automata models are in general less expressive, not just less
succinct, than their nondeterministic counterparts. This is true, for example, for pushdown
automata and for various types of quantitative automata. We argue that in such cases, it
is worthwhile to investigate good-for-games automata as an alternative to deterministic
ones, as they form a potentially larger class of winning conditions for which solving games is
decidable. Indeed, the study of quantitative automata lead to the independent introduction
of good-for-games automata by Colcombet. In particular, in the setting of regular cost
functions, good-for-games cost automata are as expressive as nondeterministic ones, unlike
deterministic ones [Col09].

So far the case of ω-pushdown automata has not been considered. Here, the increased
expressiveness of nondeterministic automata comes at a heavy price: games with winning
conditions given by nondeterministic ω-pushdown automata are undecidable [Fin01] while
those with winning conditions given by deterministic ones are decidable [Wal01]. Hence, in
this work, we introduce and study good-for-games ω-pushdown automata (ω-GFG-PDA) to
push the frontier of decidability for games with ω-contextfree winning conditions.

Our contributions. Our first results concern expressiveness: In Section 3, we prove that ω-
GFG-PDA are strictly more expressive than deterministic ω-pushdown automata (ω-DPDA),
but not as expressive as nondeterministic ω-pushdown automata (ω-PDA). So, they do form
a new class of ω-contextfree languages. This is in contrast to the ω-regular setting where, for
each of the usual acceptance conditions, deterministic and GFG automata recognize exactly
the same languages. Also, in Section 8, we prove that the parity index hierarchy is infinite
for ω-GFG-PDA.

Second, in Section 4, we show that ω-GFG-PDA live up to their name: Determining the
winner of a game with a winning condition specified by an ω-GFG-PDA is ExpTime-complete,
as for the special case of games with winning conditions specified by ω-DPDA [Wal01].
Furthermore, winning strategies for the player aiming to satisfy the specification are im-
plementable by pushdown transducer, which can be computed in exponential time. The
player violating the specification does not necessarily have a winning strategy that is im-
plementable by a pushdown transducer. The decidability result has to be contrasted with
the undecidability of games with a winning condition specified by an ω-PDA [Fin01]. As a
corollary, the universality of ω-GFG-PDA is also in ExpTime, while it is undecidable for
ω-PDA. Table 1 sums up our results on decidability.
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Emptiness Universality Solving Games

ω-DPDA PTime PTime ExpTime [CG78, Wal01]

ω-GFG-PDA PTime ExpTime∗ ExpTime here

ω-VPA PTime ExpTime 2ExpTime [AM04, LMS04]

ω-PDA PTime undecidable undecidable [CG77a, CG77b, Fin01]

Table 1: Summary of our results on decision problems (in light gray) and comparison to
other classes of contextfree languages. All problems are complete for the respective
complexity class unless marked with an asterisks.

Intersection Union Complement Set difference Homomorphism

ω-DPDA 7 7 3 7 7

ω-GFG-PDA 7 7 7 7 7

ω-VPA 3 3 3 3 7

ω-PDA 7 3 7 7 3

Table 2: Summary of our results on closure properties (in light gray) and comparison to
other classes of contextfree languages.

Third, in Section 5, we study the closure properties of ω-GFG-PDA, which are almost
nonexistent, and, in Section 6, prove that both the problems of deciding whether a given
ω-PDA is good-for games, and of deciding whether a given ω-PDA is language equivalent to
an ω-GFG-PDA are undecidable. Table 2 sums up our results on closure properties.

Fourth, in Section 7, we study the resources necessary to resolve nondeterminism in
ω-GFG-PDA. In general, pushdown transducers are not sufficient while ω-GFG-PDA with
finite-state machines resolving the nondeterminism are always determinizable.

Fifth, in Section 9, we compare ω-GFG-PDA with visibly pushdown automata (ω-
VPA) [AM04], a class of ω-PDA with robust closure properties and for which solving games
is also decidable [LMS04]. We show that the classes of languages recognized by ω-GFG-PDA
and ω-VPA are incomparable with respect to inclusion. See Figure 2 for an overview of our
results on the relations between these classes.

2. Preliminaries

An alphabet Σ is a finite nonempty set of letters. The set of finite words over Σ is denoted
by Σ∗, the set of nonempty finite words over Σ by Σ+, and the set of infinite words over
Σ by Σω. The empty word is denoted by ε, the length of a finite word v is denoted by |v|,
and the n-th letter of a finite or infinite word is denoted by w(n) (starting with n = 0). An
ω-language over Σ is a subset of Σω.

For alphabets Σ1,Σ2, we extend functions f : Σ1 → Σ∗2 homomorphically to finite and
infinite words over Σ1 via

f(w) = f(w(0))f(w(1))f(w(2)) · · · .
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For example, if Σ1 = Σ×Σ′, then πi(a1, a2) 7→ ai for (a1, a2) ∈ Σ1 denotes the projection to
the i-th component (i ∈ {1, 2}).

An ω-pushdown automaton (ω-PDA for short) P = (Q,Σ,Γ, qI ,∆,Ω) consists of a finite
set Q of states with the initial state qI ∈ Q, an input alphabet Σ, a stack alphabet Γ, a
transition relation ∆ to be specified, and a coloring Ω: ∆→ N. For notational convenience,
we define Σε = Σ ∪ {ε} and Γ⊥ = Γ ∪ {⊥}, where ⊥ /∈ Γ is a designated stack bottom

symbol. Then, the transition relation ∆ is a subset of Q×Γ⊥×Σε×Q×Γ≤2⊥ that we require
to neither write nor delete the stack bottom symbol from the stack: If (q,⊥, a, q′, γ) ∈ ∆,
then γ ∈ ⊥ · (Γ ∪ {ε}), and if (q,X, a, q′, γ) ∈ ∆ for X ∈ Γ, then γ ∈ Γ≤2. Given a
transition τ = (q,X, a, q′, γ) let `(τ) = a ∈ Σε. We say that τ is an `(τ)-transition and that
τ is a Σ-transition, if `(τ) ∈ Σ. For a finite or infinite sequence ρ over ∆, `(ρ) is defined by
applying ` homomorphically to every transition.

A stack content is a finite word in ⊥Γ∗ (i.e., the top of the stack is at the end) and
a configuration c = (q, γ) of P consists of a state q ∈ Q and a stack content γ. The stack
height of c is sh(c) = |γ| − 1. The initial configuration is (qI ,⊥).

A transition τ = (q,X, a, q′, γ′) ∈ ∆ is enabled in a configuration c if c = (q, γX)

for some γ ∈ Γ∗⊥. In this case, we write (q, γX)
τ−→ (q′, γγ′). A run of P is an infinite

sequence ρ = c0τ0c1τ1c2τ2 · · · of configurations and transitions with c0 being the initial

configuration and cn
τn−→ cn+1 for every n. Finite run prefixes are defined analogously and

are required to end in a configuration. The infinite run ρ is a run of P on w ∈ Σω, if
w = `(τ0τ1τ2 · · · ) (this implies that ρ contains infinitely many Σ-transitions). We say that ρ
is accepting if lim supn→∞Ω(τn) is even, i.e., if the maximal color labeling infinitely many
transitions is even. The language L(P) recognized by P contains all w ∈ Σω such that P
has an accepting run on w.

Remark 2.1. Let c0τ0c1τ1c2τ2 · · · be a run of P. Then, the sequence c0c1c2 · · · of configu-
rations is uniquely determined by the sequence τ0τ1τ2 · · · of transitions. Hence, whenever
convenient, we treat a sequence of transitions as a run if it indeed induces one (not every
such sequence does induce a run, e.g., if a transition τn is not enabled in cn).

We say that an ω-PDA P is deterministic if

• for every q ∈ Q, every X ∈ Γ⊥, and every a ∈ Σε, there is at most one transition of the
form (q,X, a, q′, γ) ∈ ∆ for some q′ and some γ, and

ω-PDA

ω-GFG-PDA

ω-DPDA

ω-VPA

Theorem 3.7

Theorems 3.6 and 9.1

Theorem 9.1

Figure 2: The classes of ω-languages recognized by the automata considered in this work.
Languages separating these classes are shown as black dots.
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q0 q1

q2

q3 q5

q4

a,⊥ | ⊥A

b,⊥ | ⊥B
c,X | XN

d,N | ε

d,N | N

d,N | ε

d,N | ε

d,N | N

#, B | ε

#, A | ε

#,⊥ | ⊥

Figure 3: The ω-PDA P from Example 2.2. The self-loop at the white state q4 has color 2
while all other transitions have color 1, and X represents an arbitrary stack symbol
from the stack alphabet {A,B,N} (not including ⊥).

• for every q ∈ Q and every X ∈ Γ⊥, if there is a transition (q,X, ε, q1, γ1) ∈ ∆ for some q1
and some γ1, then there is no a ∈ Σ such that there is a transition (q,X, a, q2, γ2) ∈ ∆ for
some q2 and some γ2.

As expected, a deterministic ω-pushdown automaton (ω-DPDA) has at most one run on
every ω-word.

The class of ω-languages recognized by ω-PDA is denoted by ω-CFL and the class of
ω-languages recognized by ω-DPDA by ω-DCFL. Cohen and Gold showed that ω-DCFL is
a strict subset of ω-CFL [CG78, Theorem 3.2].3

Example 2.2. The ω-PDA P depicted in Figure 3 recognizes the ω-language

{acndn#ω | n ≥ 1} ∪ {bcnd2n#ω | n ≥ 1}.

Note that while P is nondeterministic, L(P) is in ω-DCFL.

3. Good-for-games Pushdown Automata

Here, we introduce good-for-games ω-pushdown automata (ω-GFG-PDA for short), nonde-
terministic ω-pushdown automata whose nondeterminism can be resolved based on the run
prefix constructed thus far and on the next input letter to be processed, but independently
of the continuation of the input beyond the next letter.

As an example, consider the ω-PDA P from Example 2.2. It is nondeterministic,
but the nondeterminism in a configuration of the form (q1, γN) can be resolved based on
whether the first transition of the run processed an a or a b: in the former case, take the
transition to state q2, in the latter case the transition to state q3. Afterwards, there are no
nondeterministic choices to make and the resulting run is accepting whenever the input is in
the language. This automaton is therefore good-for-games. The language of this automaton
is clearly ω-DCFL; an automaton separating ω-DCFL and the class of languages recognised
by ω-GFG-PDA is one of the main results of this section, presented below.

3Formally, Cohen and Gold considered automata with state-based Muller acceptance while we consider, for
technical convenience, automata with transition-based parity acceptance. However, using latest appearance
records (see, e.g., [GTW02]) shows that both definitions are equivalent.
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Formally, we say that an ω-PDA P = (Q,Σ,Γ, qI ,∆,Ω) is good-for-games, if there is a
(nondeterminism) resolver for P, a function r : ∆∗ × Σ→ ∆ such that for every w ∈ L(P)
the sequence τ0τ1τ2 · · · ∈ ∆ω defined by

τn = r(τ0 · · · τn−1, w(|`(τ0 · · · τn−1)|))
induces an accepting run of P on w. Note that the prefix processed so far can be recovered
from r’s input, i.e., it is `(τ0 · · · τn−1). However, the converse is not true due to the existence
of ε-transitions. This is the reason the run prefix and not the input prefix is the input for
the resolver.

Remark 3.1. Let P be an ω-GFG-PDA over Σ such that every finite word v ∈ Σ∗ is a
prefix of some word in L(P), and let r be a resolver for P.

Then, r induces a run on every input w ∈ Σω, even if w is not accepted by P . Indeed, if
there is no run on w, because either there is no enabled transition that processes the next
input letter or because it ends in an infinite tail of ε-transitions, then some word in L(P)
has no accepting run induced by r, which is a contradiction.

Each deterministic automaton is trivially good-for-games. We denote the class of ω-
languages recognized by ω-GFG-PDA by ω-GFG-CFL. By definition, the three classes of
languages we consider form a hierarchy.

Proposition 3.2. ω-DCFL ⊆ ω-GFG-CFL ⊆ ω-CFL.

We show that both inclusions are strict. In particular, ω-GFG-PDA are more expressive
than ω-DPDA.

Let I = {0, +, -} and define the energy level EL(v) ∈ Z of finite words v over I inductively
as EL(ε) = 0, and EL(v0) = EL(v), EL(v+) = EL(v) + 1, as well as EL(v-) = EL(v)− 1.
We say that a word w ∈ Iω is safe if EL(w(0) · · ·w(n)) ≥ 0 for every n ≥ 0.

Remark 3.3. Let w ∈ Iω.

(1) w has a safe suffix if and only if there is an s ∈ N such that EL(w(0) · · ·w(n)) ≥ −s for
all n.

(2) If w is safe then there is an n > 0 such that w(n)w(n+ 1)w(n+ 2) · · · is safe as well.

We fix Σ = I × I and define Lss to be the language containing all w ∈ Σω such that
πi(w) has a safe suffix, for some i ∈ {1, 2}.
Lemma 3.4. Lss ∈ ω-GFG-CFL.

Proof. Consider the ω-PDA P in Figure 4 with two states 1 and 2 signifying whether a
potential safe suffix is being tracked in the first or second component of the input, and a
single stack symbol N used to track the energy level of such a suffix. The initial state is
arbitrary; we fix it to be 1.

The automaton can, at any moment, nondeterministically change its state from 1 to 2
and vice versa without changing the stack content (while processing an input letter that is
just ignored). When not changing its state, say while staying in state i, P deterministically
processes the next input letter

(
a1
a2

)
. If ai = 0 then the stack is left unchanged and if ai = +

then an N is pushed onto the stack. If ai = - and the stack is nonempty, then the topmost
N is popped from the stack. The stack is left unchanged if ai = - and the stack is empty.
Note that the only nondeterministic choice is to change the state, i.e., if the state is not
changed then the automaton has exactly one transition that can process the next input
letter. Furthermore, P has no ε-transitions, i.e., each transition processes an input letter.
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Figure 4: The ω-PDA P recognizing Lss. Here, ∗ is an arbitrary letter in {0, +, -} and X
an arbitrary stack symbol from the stack alphabet {N} or ⊥. Transitions with
light gray background have color 1, all others have color 0.

A transition has color 1 if it either changes the state, or if it processes a - in the i-th
component while in state i with an empty stack. All other transitions have color 0. Hence,
a run is accepting if and only if it eventually stays in some state i and then does not process
a - in component i while the stack is empty.

First, we show that Lss = L(P), then that P is good-for-games. Let w ∈ Lss, i.e., there is
an i ∈ {1, 2} such that πi(w) = a(0)a(1)a(2) · · · has a safe suffix, say a(n)a(n+1)a(n+2) · · · .
Due to Remark 3.3(2), we assume w.l.o.g. n > 0. Consider the unique run ρ = c0τ0c1τ1c2τ2 · · ·
of P on w that immediately switches to state i (if necessary) and otherwise always executes
the unique enabled transition that processes the next input letter without changing state.
We have `(τ0 · · · τj−1) = w(0) · · ·w(j − 1) due to the absence of ε-transitions.

An induction shows the invariant sh(cn+j) = sh(cn) +EL(a(n) · · · a(n+ j− 1)) for every
j ≥ 0. Here we use the assumption n > 0, which ensures that no transitions changing the
state are used to process the safe suffix. Hence, the state is equal to i at all but possibly
the first configuration and the invariant implies that no - is processed in component i by
a transition τn+j while the stack is empty. This implies that the run is accepting, i.e.,
w ∈ L(P).

Conversely, let w ∈ L(P). Then, there is an accepting run c0τ0c1τ1c2τ2 · · · of P on w.
Again, as P has no ε-transitions, `(τ0 · · · τj−1) = w(0) · · ·w(j − 1). Now, let τn−1 be the last
transition with color 1 (pick τn−1 = τ0 if there is no such transition) and let cn = (i,⊥N s).
We define a(n)a(n+ 1)a(n+ 2) · · · to be the suffix of πi(w) = a(0)a(1)a(2) · · · starting at
position n.

By the choice of n, after τn−1 no transition changes the state (it is always equal to
i) and there is no j ≥ 0 such that a(n + j) = - and sh(cn+j) = 0. Thus, an induction
shows that EL(a(n) · · · a(n+ j)) = sh(cn+j)− s. Hence, the energy level of the prefixes of
a(n)a(n+ 1)a(n+ 2) · · · is bounded from below by −s. Thus, Remark 3.3(1) implies that
a(n)a(n+ 1)a(n+ 2) · · · has a safe suffix, i.e., w ∈ Lss.

It remains to show that P is good-for-games.4 Intuitively, we construct a resolver r that
always chooses to track the input component that has the longest suffix that can still be
extended to an infinite safe word (preferring the first component in case of a tie). If one
of the components has a safe suffix, eventually the resolver will choose to track it. The
resulting run will be accepting.

4Although the language we use here is different, this argument is similar to the one used by Kuperberg
and Skrzypczak [KM15] to show that good-for-games co-Büchi automata are exponentially more succinct
than deterministic ones.
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Fix v =
(a1(0)
a2(0)

)
· · ·
(a1(n)
a2(n)

)
∈ Σ+ and let Si contain those j ≤ n such that ai(j) · · · ai(n) is

safe (which is defined as expected). Further, let

i(v) =

{
1 if minS1 ≤ minS2,

2 otherwise,

where we use min ∅ = n+ 1. We define r(τ0 · · · τn−1, a) inductively to always ensure that its
target state is equal to i(`(τ0 · · · τn−1)a) and, if this does not require a state change, then
the unique transition processing the i(`(τ0 · · · τn−1)a)-th component of a is returned.

Now, let w ∈ Lss, i.e., there is an i ∈ {1, 2} such that πi(w) has a safe suffix. Then, r
produces a run that tracks the safe suffix that starts as early as possible (again favoring
the first component in case of a tie). As in the argument above one can show that this
run is accepting, as it switches states only finitely often and does not process a - while the
stack is empty while tracking the safe suffix. Hence, r has the desired properties and P is
good-for-games.

After having shown that Lss is in ω-GFG-CFL, we show that it is not in ω-DCFL,
thereby separating ω-DCFL and ω-GFG-CFL.

Lemma 3.5. Lss /∈ ω-DCFL.

Proof. We assume towards a contradiction that there is an ω-DPDA P = (Q,Σ,Γ, qI ,∆,Ω)
recognizing Lss. Define x1 =

(
+
0

)(
+
-

)
and x2 =

(
0
+

)(
-
+

)
, i.e., in xi the energy level in component i

is increased by two while it is decreased by one in the other component.
Define

wss = x1 (x2)
3 (x1)

7 (x2)
15 (x1)

31 (x2)
63 · · · .

An induction shows

EL(π1(x1(x2)
3 · · · (x2)2

2j−1)) = −j
for every j > 1 and

EL(π2(x1(x2)
3 · · · (x1)2

2j−1−1)) = −j
for every j > 0. Hence, due to Remark 3.3(1), wss /∈ Lss.

Due to Remark 3.1, P has a run ρ = c0τ0c1τ1c2τ2 · · · on wss, which is rejecting. A step
of ρ is a position n such that sh(cn) ≤ sh(cn+j) for all j ≥ 0. Every infinite run has infinitely
many steps. Hence, we can find two steps s < s′ satisfying the following properties:

(1) There is a state q ∈ Q and a stack symbol X ∈ Γ⊥ such that cs = (q, γX) and
cs′ = (q, γ′X) for some γ, γ′, i.e., both configurations have the same state and topmost
stack symbol.

(2) The maximal color labeling the sequence τs · · · τs′−1 of transitions leading from cs to cs′
is odd.

(3) The sequence τs · · · τs′−1 processes an infix v of w with EL(πi(v)) > 0, for some i ∈ {1, 2}.
This can be achieved, as every infix of length at least 3 of a word built by concatenating
copies of the xi has a strictly positive energy level in one component (note that the infix
may start or end within an xi).

Consider the sequence τ0 · · · τs−1(τs · · · τs′−1)ω of transitions. Due to the first property,
it induces a run ρ′ of P, which is rejecting due to the second property. Finally, due to
the third property, ρ′ processes a word with suffix vω. Such a word has a safe suffix in
component i, as EL(πi(v)) > 0. Hence, we have constructed a word in Lss such that the
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unique (as P is deterministic) run of P on w is rejecting, obtaining the desired contradiction
to L(P) = Lss.

Our main result of this section is now a direct consequence of the previous two lemmata:
ω-GFG-PDA are more expressive than ω-DPDA.

Theorem 3.6. ω-DCFL ( ω-GFG-CFL.

The next obvious question is whether every (nondeterministic) ω-contextfree language
is good-for-games. Not unexpectedly, this is not the case. The intuitive reason is that
good-for-games automata allow to resolve nondeterminism based on the history of a run,
but still cannot resolve nondeterminism based on the continuation of the input. Considering
a language that requires nondeterministic choices about the continuation of the input yields
the desired separation. To this end, we adapt the classical proof that

{anbn | n ≥ 1} ∪ {anb2n | n ≥ 1}
is not recognizable by a DPDA over finite words to our setting. Recall that this proof
proceeds by contradiction as follows: Consider a DPDA P recognizing this language and
inputs w0 = anbn and w1 = anb2n, both in the language. The run of P on w0 is a prefix of
the run ρ1 of P on w1 and ends an accepting state. Furthermore, no other prefix of ρ1 can
be accepting.

So, one can modify P so that it behaves like P until an accepting state is reached for
the first time (the run thus far has processed an input anbn for some n up to that point due
to the prefix property above). From that point onward, the modified automaton processes
c’s instead of b’s (but behaves like P otherwise) until it visits an accepting state again, i.e.,
instead of processing another n b’s it processes n c’s. Hence, the modified automaton accepts
the non-contextfree language {anbncn | n ≥ 1}, which yields the desired contradiction.

Note that the prefix property of runs underlying the argument above is also satisfied by
good-for-games automata. For technical convenience, we use the language

L = {(a#)n(b#)n#ω | n ≥ 1} ∪ {(a#)n(b#)2n#ω | n ≥ 1},
i.e., we add the dummy symbols # which obfuscate the next (proper) letter to be processed
from the resolver.

Theorem 3.7. ω-GFG-CFL ( ω-CFL.

Proof. The language L is in ω-CFL, as an ω-PDA can process a prefix (a#)n by storing n
in unary on the stack and then nondeterministically guess and verify whether the remaining
suffix is (b#)n#ω (by popping a symbol from the stack for every b) or whether it is (b#)2n#ω

(by popping a symbol from the stack for every other b), similarly to the automaton from
Example 2.2

We claim that L is not in ω-GFG-CFL. We assume towards a contradiction that there is
an ω-GFG-PDA P = (Q,Σ,Γ, qI ,∆,Ω) with L(P) = L, say with resolver r. In what follows,
we will reach a contradiction by constructing an ω-PDA that recognizes the language

Labc = {(a#)n(b#)n(c#)n#ω | n ≥ 1},
which is not in ω-CFL. This follows from {anbncn | n ≥ 1} not being contextfree and from
the closure properties of ω-CFL [CG77b] and of the contextfree languages [HMU07].

First, we note that the language

C = {γq ∈ ⊥Γ∗Q | P accepts #ω when starting in (q, γ)}
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is regular. This can be shown by first noting that

C0 = {γXq ∈ ⊥Γ∗Q | P accepts #ω when starting in (q, γX) with a run that only

visits configurations of stack height greater or equal to sh(q, γX)}
is a finite union of languages Γ∗Xq ∩ ⊥Γ∗q for some X ∈ Γ⊥ and some q ∈ Q, and therefore
regular. Now, C is equal to

{γq ∈ ⊥Γ∗Q | there is a run infix ρ with `(ρ) ∈ #∗ leading from (q, γ) to C0}.

An application of standard saturation techniques [Bü64]5 (applied to the restriction of P to
transitions labeled by # or ε) shows that the latter set is regular, as the target set C0 is
regular.

Using a deterministic finite automaton A = (Q′,Γ⊥ ∪ Q, q′I , δ, F ) recognizing C we
construct an ω-PDA P ′ as follows (also, see Figure 5): We extend the stack alphabet Γ of P
to Γ×Q′ and define the transition relation of P ′ so that it simulates a run of P and keeps
track of the state of A reached by processing the stack content, i.e., if P ′ reaches a stack
content

⊥(X1, q1) · · · (Xs, qs)

then we have qj = δ∗(q′I ,⊥X0 · · ·Xj) for every 0 ≤ j ≤ s.6
Additionally, the states of P ′ have a Boolean flag that is changed if P ′ leaves a configu-

ration of the form (q, γ) with γq ∈ C for the first time. As the stack symbols of P ′ encode
the run of A on the stack content, this can be checked easily. From there on, P ′ continues
to simulate a run of P, but now every transition labeled by a b in P is labeled by a c.

Finally, we define the acceptance condition of P ′ such that it only accepts if it switches
the flag, afterwards continues the simulation of a run of P that is accepting, and processes
at least one c after the switch. Note that this requires adding a second Boolean flag to the
states to check whether a c has been processed. We claim that P ′ recognizes the language
Labc.

To this end, let
w = (a#)n(b#)n(c#)n#ω ∈ Labc

and define
w1 = (a#)n(b#)n#ω and w2 = (a#)n(b#)2n#ω,

which are both in L. Thus, let ρ1 and ρ2 be the accepting runs of P on w1 and w2 induced
by the resolver r. A prefix ρ′1 of ρ1 processing w′1 = (a#)n(b#)n−1b is also a prefix of ρ2
processing w′1 (note that we have removed the last #, as the resolver inducing the runs has
access to the next letter to be processed). As ρ1 is an accepting run of P on w1 = w′1#

ω,
the last configuration of ρ′1 is in C.

Hence, P ′ can simulate the run prefix ρ′1 processing w′1, switch the first flag and then
continue to simulate the suffix of ρ′2 obtained by removing ρ′1, which processes #(c#)n#ω.
This run is accepting, i.e., we have w = w′1#(c#)n#ω ∈ L(P ′).

Now, let w ∈ L(P ′), i.e., there is an accepting run ρ′ of P ′ on w. By construction of P ′,
we can split ρ′ into a finite prefix ρ′p before the first flag is switched and the corresponding
infinite suffix ρ′s starting with the switch. Again, by construction, ρ′p is the simulation of a

5Also, see the survey of Carayol and Hague [CH14] for more details.
6Note that the simplest way to implement this is to replace each transition that swaps the topmost stack

symbol from X to X ′ by two transitions, the first popping X from the stack, and the second pushing X ′

onto the stack (using a fresh state reached between the new transitions).
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Figure 5: The construction of P’ (bottom, for the sake of readability, we only sketch the
letter processed by a transition, not the stack operations, and unreachable states
are in gray) from P (top). We assume that C contains all configurations with a
white state. A run proceeds from the left copy to the middle copy if the current
configuration of P is in C. In the middle and right copy, every b-label on a
transition is replaced by a c. All transitions in the left and middle component are
rejecting, while the transitions of the right copy have the same colors as in P.

run ρp of P that processes the same input and ends in a configuration in C, and no prefix
of ρp ends in C. Hence, we can conclude that both ρp and ρ′p process (a#)n(b#)n−1b for
some n > 0, as these are the minimal words leading to a configuration from which #ω can
be accepted.

Now, consider the suffix ρ′s, which processes at least one c. It also simulates a run
suffix ρs of P and `(ρs) is obtained from `(ρ′s) by replacing each c by a b. Furthermore, ρs
starts in the last configuration of ρp and satisfies the acceptance condition, as ρ′s satisfies
the acceptance condition. Hence, ρs processes #(b#)n#ω, as the concatenation of ρp and ρs
is an accepting run. Altogether, ρ′p processes (a#)n(b#)n−1b and ρ′s processes #(c#)n#ω,
i.e., w = (a#)n(b#)n(c#)n#ω, which is in Labc.

We conclude that L(P ′) = Labc, which contradicts Labc /∈ ω-CFL. Therefore, L separates
ω-GFG-CFL and ω-CFL.

The proof of Theorem 9.1 is based on another language separating ω-GFG-CFL and
ω-CFL. A third such language is the following, based on palindromes. Let h : {0, 1,#}∗ →
{0, 1}∗ be the homomorphism induced by h(0) = 0, h(1) = 1, and h(#) = ε. Define

P = {v#ω | h(v) = xxR for some x ∈ {0, 1}∗},

where xR denotes the reversal of x. The proof that P indeed separates ω-CFL and ω-GFG-
CFL can be found in the appendix.
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4. Good-for-games Pushdown Automata are Indeed Good for Games

In this section, we show that the winner of infinite-duration games with ω-GFG-CFL winning
conditions can be effectively determined. This result is best phrased in terms of Gale-Stewart
games, abstract games without an arena [GS53], as we are interested in the influence of the
winning condition on the decidability of solving games.7

Formally, a Gale-Stewart game G(L) is given by an ω-language L ⊆ (Σ1 × Σ2)
ω. It is

played between Player 1 and Player 2 in rounds n = 0, 1, 2, . . .: In each round, first Player 1
picks a letter a1(n) ∈ Σ1, then Player 2 picks a letter a2(n) ∈ Σ2. After ω rounds, the
players have constructed an outcome

w =

(
a1(0)

a2(0)

)(
a1(1)

a2(1)

)(
a1(2)

a2(2)

)
· · ·

which is winning for Player 2 if it is in L. A strategy for Player 2 in G(L) is a map-
ping σ : Σ+

1 → Σ2. The outcome w is consistent with σ, if a2(n) = σ(a1(0) · · · a1(n)) for all
n. A strategy σ for Player 2 is winning if every outcome that is consistent with σ is in L.
Player 2 wins G(L) if she has a winning strategy for G(L).

Proposition 4.1 [Fin01, Wal01].

(1) The following problem is undecidable: Given an ω-PDA P, does Player 2 win G(L(P))?
(2) The following problem is ExpTime-complete: Given an ω-DPDA P, does Player 2 win
G(L(P))?

Walukiewicz’s decidability result [Wal01] is formulated for parity games on configuration
graphs of pushdown automata. However, a Gale-Stewart game with ω-DCFL winning
condition can be reduced in polynomial time to a parity game on a configuration graph of a
pushdown machine, and vice versa. This construction crucially depends on the determinism
of the automaton recognizing the winning condition, as witnessed by the undecidability
result for winning conditions recognized by (possibly nondeterministic) ω-PDA.

Our main result shows that decidability extends to games given by ω-GFG-PDA, i.e.,
not all types of nondeterminism lead to undecidability.

Theorem 4.2. The following problem is ExpTime-complete: Given an ω-GFG-PDA P,
does Player 2 win G(L(P))?

Proof. Given P = (Q,Σ,Γ, qI ,∆,Ω) with Σ = Σ1×Σ2 we construct an ω-DPDA Pd such that
Player 2 wins G(L(P)) if and only if she wins G(L(Pd)). This yields ExpTime membership,
as determining the winner of Gale-Stewart games with ω-DCFL winning conditions is in
ExpTime (see Proposition 4.1(2)) and the size of Pd is polynomial in the size of P. The
matching lower bound is immediate, as determining the winner of games with ω-DCFL
winning conditions is already ExpTime-hard (again, see Proposition 4.1(2)).

Intuitively, we construct an ω-DPDA Pd that processes simultaneously both an input
of P and a run of P, and checks whether the run is indeed an accepting run of P on the
input. In the corresponding Gale-Stewart game with winning condition L(Pd), Player 2
has to both choose a letter in Σ2 and transitions of P. In other words, we have moved the
nondeterminism of P into Player 2’s moves. Then a winning strategy for Player 2 in G(L(P))
can be combined with a resolver to form a winning strategy in G(L(Pd)) and vice versa.

7Games in finite arenas can easily be encoded as Gale-Stewart games.
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Formally, we construct Pd such that it recognizes all ω-words m0m1m2 · · · over Σ1 ×
(Σ2 ∪∆) where each block mj is of the form(

a1(j)

a2(j)

)(
bj,0
τj,0

)
· · ·
(
bj,nj−1
τj,nj−1

)(
bj,nj

τj,nj

)
for some nj ≥ 0 satisfying the following conditions:

(1) The transitions τj,0, . . . , τj,nj−1 are ε-transitions, and τj,nj is an
(a1(j)
a2(j)

)
-transition.

(2) The sequence τ0,0 · · · τ0,n0τ1,0 · · · τ1,n1τ2,0 · · · τ2,n2 · · · of transitions induces an accepting

run of P on the ω-word
(a1(0)
a2(0)

)(a1(1)
a2(1)

)(a1(2)
a2(2)

)
· · · . Note that all the bj,j′ picked by Player 1

are ignored while Player 2 constructs the run, only the letters a1(j) are relevant.

If w is of that form then the decomposition into blocks is unique.
An ω-DPDA Pd recognizing this language can easily be constructed in polynomial time

from P. To this end, Pd deterministically simulates the transitions given in a block on the
letter from Σ1 × Σ2 at the beginning of the block. If a transition is not applicable, then the
run terminates and is therefore rejecting. Some standard constructions are necessary to
ensure that the input has the right format; in particular, we need to adapt the coloring to
rule out that from some point onwards only ε-transitions appear in the input. It remains to
show that Player 2 wins G(L(P)) if and only if she wins G(L(Pd)).

First, we construct a mapping σ 7→ σd turning a winning strategy σ for Player 2
in G(L(P)) into a winning strategy σd for Player 2 in G(L(Pd)). To this end, we fix a
resolver r : ∆∗ × Σ→ ∆ for P.

Intuitively, the strategy σd alternates between simulating a move of σ and then uses r to
construct a sequence of transitions that processes the letter determined by the move. This
sequence starts with a finite number of ε-transitions followed by one transition processing
the letter.

More formally, define σd inductively starting with σd(a) = σ(a) for a ∈ Σ1. Now, let
v = a1(0) · · · a1(n) ∈ Σ∗1 with n > 0 be an input such that

a2(j) = σd(a1(0) · · · a1(j))
is already defined for every j < n. To define σd(v) we consider two cases.

If a2(n − 1) ∈ Σ2 ∪ ∆ is a non-ε-transition, then we define σd(v) = σ(v′), where v′

is obtained from v by removing the letters at positions j with a2(j) ∈ ∆. This simulates
the next move of σ, as the transition a2(n− 1) has processed the last letter. In the other

case (i.e., if a2(n− 1) is either a letter in Σ2 or an ε-transition) define σd(v) = r(ρ,
(a1(j′)
a2(j′)

)
)

where ρ ∈ ∆∗ is obtained from a2(0) · · · a2(n − 1) by removing the letters at positions j
with a2(j) ∈ Σ2 and where j′ < n is maximal with a2(j

′) ∈ Σ2. This move continues the
construction of a run infix that processes the last letter from Σ1 × Σ2, which appears at
position j′.

Now, let w′ ∈ (Σ1 × (Σ2 ∪∆))ω be consistent with σd. An induction shows that w′ is a
sequence of blocks that encodes an outcome w over Σ1 ×Σ2 that is consistent with σ, and a
run ρ of P on w induced by r. As σ is a winning strategy, w is in L(P), which implies that
ρ is accepting. Hence, w′ is in L(Pd), i.e., σd is indeed winning for Player 2 in G(L(Pd)).

Conversely, we construct a mapping σ 7→ σ−d turning a winning strategy σ for Player 2
in G(L(Pd)) into a winning strategy σ−d for Player 2 in G(L(P)). Intuitively, to define σ−d,
we simulate a play in G(L(P)) by a play in G(L(Pd)), and copy the choice of letters made by
σ while ignoring the moves building the run of P.
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Fix some ∈ Σ1, which we use as dummy input. We inductively define for every
input v ∈ Σ+

1 for σ−d an input vd ∈ Σ+
1 for σ and then define σ−d(v) = σ(vd). We begin

by defining ad = a for every a ∈ Σ1. Now, assume we have defined vd for some v. Let n be
minimal such that σ(vd

n) ∈ Σ2 ∪∆ is a non-ε-transition. Then, we define (va)d = vd
na.

Intuitively, we extend vd by irrelevant inputs until σ completes the run infix processing the
last letter.

Let w ∈ (Σ1 × Σ2)
ω be consistent with σ−d. An induction shows that there is an

w′ ∈ (Σ1 × (Σ2 ∪∆))ω that is consistent with σ that encodes w and an accepting run of P
on w. Hence, w ∈ L(P), i.e., σ−d is indeed winning for Player 2 in G(L(P)).

Recall that a game is determined if either of the players has a winning strategy. Trans-
lating a winning strategy for Player 1 (defined as expected) for G(L(Pd)) into a winning
strategy for him in G(L(P)) implies that G(L(P)) is determined, as G(L(Pd)) is determined.
Such a transformation can be obtained along the lines of the transformations presented
above for Player 2 winning strategies.

As universality of L ⊆ Σω is equivalent to Player 2 winning G({
(
w
#ω

)
| w ∈ L}) and as

{
(
w
#ω

)
| w ∈ L} is in ω-GFG-CFL if L is in ω-GFG-CFL, we obtain the following corollary

of our main theorem.

Corollary 4.3. The following problem is in ExpTime: Given an ω-GFG-PDA P, is L(P)
universal?

This contrasts with the universality problem for ω-PDA, which is undecidable. Emptiness
of ω-GFG-PDA is also decidable, as it is decidable for ω-PDA, while equivalence of ω-GFG-
PDA is undecidable, as it is already undecidable for ω-DPDA with Büchi or co-Büchi
acceptance conditions [BGHH17].

Also, let us mention that one can apply the reduction presented in the proof of Theo-
rem 4.2 also if P is not known to be good-for-games. If Player 2 wins G(L(Pd)), then she
wins G(L(P)) as well. However, if Player 2 does not win G(L(Pd)), then she might or might
not win G(L(P)), i.e., the reduction is sound, but not complete, if P is not good-for-games.
The same holds true for Corollary 4.3.

While we only consider the realizability problem here, i.e., the problem of determining
whether Player 2 wins the game, our proof of Theorem 4.2 can be extended to the synthesis
problem, i.e., the problem of computing a winning strategy for Player 2, if she wins the
game. Such a strategy can be finitely represented by a deterministic pushdown automaton
with output (called pushdown transducers, or PDT) reading finite sequences over Σ1 and
outputting a single letter from Σ2. These are efficiently computable for Gale-Stewart games
with ω-DCFL winning conditions [Fri10, Wal01]. Hence, one can compute a winning strategy
for Player 2 in G(L(Pd)) and then apply the transformation described in the second part of
the proof of Theorem 4.2, which is implementable by deterministic pushdown transducers.

Theorem 4.4. Let P be an ω-GFG-PDA. If Player 2 wins G(L(P)), then she has a winning
strategy that is implemented by a PDT. Furthermore, such a PDT can be computed in
exponential time in |P|.

The details of this straightforward, but slightly tedious, construction are presented in
the appendix.

On the other hand, there are games with ω-GFG-CFL winning condition that are won by
Player 1, but not with a winning strategy implementable by pushdown transducers. Hence,
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the situation between the players is asymmetric. Again, the example proving this claim is
presented in the appendix.

5. Closure Properties

In Section 3, we have shown that ω-GFG-CFL is a new subclass of ω-contextfree languages.
Here, we study the closure properties of this class, which differ considerably from those of
ω-DCFL and ω-CFL.

We say that a class L of ω-languages is closed under (ε-free) homomorphisms if {f(w) |
w ∈ L} is in L for every L ∈ L and every f : Σ→ (Σ′)+. Here, we disallow ε in the image
of f to ensure that f(w) is infinite.

Theorem 5.1. ω-GFG-CFL is not closed under union, intersection, complementation, set
difference, nor homomorphism.

Proof. Union: As ω-DCFL contains both L1 = {(a#)n(b#)n#ω | n ≥ 1} and L2 =
{(a#)n(b#)2n#ω | n ≥ 1} whose union is not in ω-GFG-CFL (Theorem 3.7), Proposition 3.2
implies that ω-GFG-CFL is not closed under union.

Intersection: As ω-DCFL contains L1 = {anbna∗bω | n ≥ 1} and L2 = {a∗bnanbω |
n ≥ 1} whose intersection L1 ∩ L2 = {anbnanbω | n ≥ 1} is not even in ω-CFL [CG77b,
Proposition 1.3], Proposition 3.2 implies that ω-GFG-CFL is not closed under intersection.

Complementation: We show that the complement of the language Lss ∈ ω-GFG-CFL
used in Section 3 to separate ω-DCFL and ω-GFG-CFL is not even in ω-CFL. A word w is
not in Lss if πi(w) does not have a safe suffix for both i ∈ {1, 2}, which due to Remark 3.3
is equivalent to

lim inf
n→∞

EL(πi(w(0) · · ·w(n))) = −∞

for both i.
Towards a contradiction, assume there is an ω-PDA P = (Q,Σ,Γ, qI ,∆,Ω) with L(P) =

Σω \ Lss. As in the proof of Lemma 3.5, define x1 =
(
+
0

)(
+
-

)
and x2 =

(
0
+

)(
-
+

)
. Recall that

every infix of length at least 3 of a word built by concatenating copies of the xi has a strictly
positive energy level in one component.

Again, we define

wss = x1 (x2)
3 (x1)

7 (x2)
15 (x1)

31 (x2)
63 · · ·

which satisfies

EL(π1(x1(x2)
3 · · · (x2)2

2j−1)) = −j
for every j > 1 and

EL(π2(x1(x2)
3 · · · (x1)2

2j−1−1)) = −j
for every j > 0 (see Page 9). Hence, wss ∈ Σω \ Lss, i.e., there is an accepting run ρ =
c0τ0c1τ1c2τ2 · · · of P on w.

Recall that a step of ρ is a position n such that sh(cn) ≤ sh(cn+j) for all j ≥ 0. Every
infinite run has infinitely many steps. Hence, we can find two steps s < s′ satisfying the
following properties:

(1) There is a state q ∈ Q and a stack symbol X ∈ Γ⊥ such that cs = (q, γX) and
cs′ = (q, γ′X) for some γ, γ′, i.e., both configurations have the same state and topmost
stack symbol.
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(2) The maximal color labeling the sequence τs · · · τs′−1 of transitions leading from cs to cs′
is even.

(3) The sequence τs · · · τs′−1 processes an infix v of w with EL(πi(v)) > 0, for some i ∈ {1, 2}
(recall that every sufficiently long infix of a word constructed from the xi has positive
energy level in one component).

Consider the sequence τ0 · · · τs−1(τs · · · τs′−1)ω of transitions. Due to the first property,
it induces a run ρ′ of P, which is accepting due to the second property. Finally, due to
the third property, ρ′ processes a word with suffix vω. Such a word has a safe suffix in
component i, as EL(πi(v)) > 0.

Hence, we have constructed a word w in Lss such that there is an accepting run of P on
w, i.e., we have derived a contradiction to L(P) = Σω \Lss. As we have picked P arbitrarily,
we have shown that Σω \ Lss is not in ω-CFL. Thus, due to Proposition 3.2 and Lemma 3.4,
ω-GFG-CFL is not closed under complementation.

Set difference: As Σω is in ω-DCFL ⊆ ω-GFG-CFL for every alphabet Σ, ω-GFG-CFL
cannot be closed under set difference, as complementation is set difference with Σω.

Homomorphism: As ω-DCFL contains

L =

{[(
a

1

)(
#

1

)]n [(b
1

)(
#

1

)]n(#

1

)ω ∣∣∣∣n ≥ 1

}
∪{[(

a

2

)(
#

2

)]n [(b
2

)(
#

2

)]2n(#

2

)ω ∣∣∣∣∣n ≥ 1

}
whose projection (which is a homomorphism)

π1(L) = {(a#)n(b#)n#ω | n ≥ 1} ∪ {(a#)n(b#)2n#ω | n ≥ 1}

is not in ω-GFG-CFL (Theorem 3.7), Proposition 3.2 implies that ω-GFG-CFL is not closed
under homomorphisms.

As we only used languages in ω-DCFL ⊆ ω-GFG-CFL to witness the failure of closure
under intersection, union, and set difference, we obtain the following corollary.

Corollary 5.2. ω-GFG-CFL is not closed under union, intersection, and set difference with
languages in ω-DCFL.

Finally, using standard arguments one can show that closure under these operations
with ω-regular languages holds, as it does for ω-DCFL and ω-CFL.

Theorem 5.3. If L ∈ ω-GFG-CFL and R is ω-regular, then L ∩R, L ∪R, and L \R are
in ω-GFG-CFL as well.

Proof. Let L = L(P) for some ω-GFG-PDA P and R be ω-regular, i.e., R = L(A) for some
deterministic parity automaton A (see, e.g., [GTW02] for definitions). Furthermore, let
P × A be the product automaton of these two automata, which is again an ω-PDA that
simulates a run of P and the unique run of A simultaneously.

Using a detour via the Muller acceptance condition and the LAR construction (see for
example [GTW02]), one can turn P ×A into automata (P ×A)∩, (P ×A)∪, and (P ×A)\
such that the following holds true:

• A run of (P ×A)∩ is accepting if the simulated run of P and the simulated run of A are
accepting.
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• A run of (P ×A)∪ is accepting if either the simulated run of P or the simulated run of A
is accepting.
• A run of (P ×A)\ is accepting if the simulated run of P is accepting and the simulated

run of A is not accepting.

All three automata can be shown to be good-for-games, as only the nondeterminism of P
has to be resolved: A resolver for P can easily be turned into one for the three automata
that just ignores the additional inputs stemming from taking the product (note that this
crucially depends on A and the LAR memory being deterministic).

Note that R \ L is not necessarily in ω-GFG-CFL (not even in ω-CFL) if R is ω-regular
and L is in ω-GFG-CFL.

6. Deciding Good-for-gameness

In this section, we show that deciding good-for-gameness is, unfortunately, undecidable,
both for automata and for languages. These results contrast with good-for-gameness
being decidable for parity automata [KM15], even in polynomial time for Büchi and co-
Büchi automata [KM15, BK18], and every ω-regular language being good-for-games, as
deterministic parity automata recognize all ω-regular languages.

To show these undecidability results, we introduce some additional notation. If P is
an ω-PDA and q one of its states, then we write L(P, q) for the language accepted by the
automaton obtained from P by replacing its initial state with q.

Theorem 6.1. The following problems are undecidable:

(1) Given an ω-PDA P, is P good-for-games?
(2) Given an ω-PDA P, is L(P) ∈ ω-GFG-CFL?

Proof. Both proofs proceed by reduction from an undecidable problem for PDA over finite
words (see, e.g., [HMU07]). Such an automaton has the same structure as an ω-PDA, but
the coloring Ω is replaced by a set F of accepting states. A finite run is accepting, if it ends
in an accepting state.

We consider the following two problems:

• DPDA inclusion: Given DPDA’s D1 and D2, is L(D1) ⊆ L(D2)?
• PDA universality: Given a PDA P over Σ, is L(P) = Σ∗?

1.) We reduce the inclusion problem for DPDA over finite words to deciding whether an
ω-PDA is good-for-games. Since the inclusion problem is undecidable [Val73], so is deciding
whether an ω-PDA is good-for-games.

Given DPDA D1 and D2 over Σ∗, we first define infinitary versions of D1 and D2: Let
P1 and P2 be ω-DPDA over (Σ ∪ {#})ω, where # /∈ Σ, that are identical to D1 and D2

respectively, except with additional #-transitions from states that are accepting in D1 and
D2 to accepting sinks; all other states are made rejecting. Then L(Pi) consists of words of
the form v#w where v ∈ L(Di) and w ∈ (Σ ∪ {#})ω. We have L(P1) ⊆ L(P2) if and only if
L(D1) ⊆ L(D2).

Consider P, an ω-PDA over Σ ∪ {#, $} built as follows (see Figure 6): A fresh initial
state qI has $-transitions to fresh states q1 and q2; from q1 there is an ε-transition to
the initial state of P1, and from q2 there is a $-transition to an accepting sink qs and an
ε-transition to the initial state of P2. None of these transitions manipulate the stack. We
show that P is good-for-games if and only if L(D1) ⊆ L(D2).
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qI

qs

q1 q2q1I q2I
$ $ε ε

$

Σ ∪ {#, $}

P1 P2

Figure 6: The construction of P from P1 and P2. All new transitions do not manipulate
the stack, i.e., if Pi is entered via the ε-transition, then the initial configuration of
Pi is reached.

If L(D1) ⊆ L(D2), then L(P1) ⊆ L(P2) and L(P, q1) ⊆ L(P, q2). Let r be defined such
that

• r(ε, $) = (qI ,⊥, $, q2,⊥),
• r((qI ,⊥, $, q2,⊥), $) = (q2,⊥, $, qs,⊥), and
• r((qI ,⊥, $, q2,⊥), a) = (q2,⊥, $, q2I ,⊥) where a 6= $ and q2I denotes the initial state of P2,
i.e., r produces a run prefix that reaches either the accepting sink qs or the initial state q2I
of P2, which is deterministic. Hence, in both cases, there is no further nondeterminism to
resolve.

We claim that r is a resolver. Let w ∈ L(P), i.e., either w = $w′ with

w′ ∈ L(P, q1) ∪ L(P, q2) ⊆ L(P, q2),
i.e., the second letter of w is not equal to $, or w = $$w′ with w′ ∈ (Σ ∪ {#, $})ω. In both
cases, the run of P on w induced by r is accepting.

Conversely, if there is a word v ∈ L(D1) \ L(D2), there is no resolver for P . Indeed, if a
resolver r chooses the transition (qI ,⊥, $, q1,⊥) to q1 to begin with, it is not a resolver since
$ω ∈ L(P), but $ω /∈ L(P, q1). Finally, if r chooses the transition (qI ,⊥, $, q2,⊥) to q2 to
begin with, then r is not a resolver either since $v#ω ∈ L(P), but v#ω /∈ L(P, q2).

2.) We proceed by a reduction from the universality problem for PDA over finite words,
which is undecidable [HMU07]. Namely, given a PDA F over Σ we build an ω-PDA P over
Σ# × {a, b,#} with Σ# = Σ ∪ {#} such that L(P) ∈ ω-GFG-CFL if and only if L(F) is
universal.

First, note that
L1 = {v#w|v ∈ L(F) and w ∈ Σω

#} ∪ Σω

is universal if and only if L(F) is universal. Furthermore, F can easily be turned into an
ω-PDA recognizing L1. So, we can construct from F an ω-PDA P recognizing the language

L(P) = {w ∈ (Σ# × {a, b,#})ω | π1(w) ∈ L1 or π2(w) ∈ L2},
where L2 is the ω-language from the proof of Theorem 3.7, which is not in ω-GFG-CFL but
in ω-CFL. We claim that P has the desired property. Trivially, if L(F) is universal, then so
is L(P), which implies that L(P) is in ω-GFG-CFL.

Now assume that L(F) is not universal which is witnessed by some word v#ω /∈ L1, i.e,
such that v /∈ L(F). Towards a contradiction, assume that there is an ω-GFG-PDA R with
L(R) = L(P), say with resolver r. We turn R into another ω-GFG-PDA R′ recognizing the
language {

w ∈ {a, b,#}ω
∣∣∣∣ (v#ω

w

)
∈ L(R)

}
,
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which yields the desired contradiction, as this language is equal to L2, which is not in
ω-GFG-CFL.

To this end, we equip R with a counter ranging over the positions of v# to simulate a
run of R on input

(
v#ω

w

)
when given the input w. As the counter behaves deterministically,

no new nondeterminism is introduced when constructing R′ from R. Hence, r can be turned
into a resolver for R′, which is therefore good-for-games, a contradiction.

7. Resource-bounded Resolvers

As defined Section 3, a resolver is an arbitrary function, potentially even an uncomputable
one, mapping a run prefix ρ and the next letter to be processed to a transition that is
enabled in the last configuration of ρ. Here, we study resource-bounded resolvers.

For ω-regular GFG automata, finite-state resolvers are always sufficient [HP06]. Un-
surprisingly, finite-state resolvers for ω-GFG-PDA are too weak. In fact, we show that
ω-GFG-PDA with finite-state resolvers are determinizable.

On the other hand, it is tempting to conjecture that every ω-GFG-PDA has a resolver
that can be implemented by a pushdown automaton with output. However, we disprove this
claim, i.e., even stronger devices are necessary in general.

Before we present our results, let us discuss one technical detail. Consider an ω-GFG-
PDA P and a resolver r for P. As r always has to return an enabled transition, which
depends on the current state and the current top stack symbol of P , a machine computing r
would need to keep track of this information. However, this requires, in general, keeping
track of the full stack of P. This is beyond the capabilities of finite-state machines and
blocks the stack of a pushdown machine implementing r from performing other computations.
In order to better capture the complexity of resolving nondeterminism without involving
the complexity of tracking enabled transitions, we equip the machine computing r with an
oracle providing the current top stack symbol of P.

We begin by considering finite-state resolvers. To this end, fix an ω-GFG-PDA P =
(Q,Σ,Γ, qI ,∆,Ω). A Moore machine M = (M,mI , δ, λ) for P consists of a finite set M of
states with an initial state mI ∈M , a transition function δ : M ×∆→M , and an output
function λ : M × Σ× Γ⊥ → ∆. As usual, we extend the transition function to δ : ∆∗ →M
by defining δ(ε) = mI and δ(τ0 · · · τn−1τn) = δ(δ(τ0 · · · τn−1), τn).

Let τ0 · · · τn ∈ ∆∗ and a ∈ Σ. If the sequence τ0 · · · τn induces a run prefix of P,
then let X be the top stack symbol of its last configuration. In this case, we define
fM(τ0 · · · τn, a) = λ(δ(τ0 · · · τn), a,X). If τ0 · · · τn does not induce a run prefix, then we
define fM(τ0 · · · τn, a) arbitrarily. We say that a resolver r for P is a finite-state resolver, if
there is some Moore machine M for P such that r = fM. Note that the Moore machine M
on input τ0 · · · τn has to output a transition that is enabled in the last configuration of the
run prefix induced by τ0 · · · τn.

Example 7.1. Recall the ω-GFG-PDA P in Example 2.2 on Page 6 recognizing the language

{acndn#ω | n ≥ 1} ∪ {bcnd2n#ω | n ≥ 1}.
It has a finite-state resolver, which is depicted in Figure 7. Intuitively, it remembers the first
letter of the input word processed, which suffices to resolve the nondeterminism at state q1 of
P. This is the only nondeterministic choice to make, the rest of the run can be determined
by keeping track of the current state of P and using the information on the stack.
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a,⊥ → (q0,⊥, a, q1,⊥A)
b,⊥ → (q0,⊥, b, q1,⊥B)

c,X → (q1, X, c, q1, XN)
d,N → (q1, N, d, q2, ε)

c,X → (q1, X, c, q1, XN)
d,N → (q1, N, d, q3, N)

d,N → (q2, N, d, q2, ε)
#, A→ (q2, A,#, q4, ε)

d,N → (q3, N, d, q5, ε)
d,N → (q5, N, d, q3, N)
#, B → (q5, B,#, q4, ε)

#,⊥ → (q4,⊥,#, q4,⊥)

(q0,⊥, a, q1,⊥A)

(q0,⊥, b, q1,⊥B)

(q1, X, c, q1, XN)

(q1, X, c, q1, XN)

(q1, N, d, q2, ε)

(q1, N, d, q3, N)

(q2, N, d, q2, ε)

(q3, N, d, q5, ε)

(q5, N, d, q3, N)

(q5, B,#, q4, ε)

(q2, A,#, q4, ε)

(q4,⊥,#, q4,⊥)

Figure 7: A finite-state resolver for the ω-GFG-PDA P from Example 2.2. Here, X is again
an arbitrary stack symbol of P (not including ⊥). All missing transitions lead to
a rejecting sink (not depicted) and only relevant outputs are given (in light gray
boxes near states), all others can be picked arbitrarily.

Recall that the language recognized by the ω-GFG-PDA in Example 2.2 is in ω-DCFL.
This is no coincidence.

Theorem 7.2. If an ω-GFG-PDA P has a finite-state resolver, then L(P) ∈ ω-DCFL.

Proof. Given an ω-GFG-PDA P = (Q,Σ,Γ, qI ,∆,Ω) and a Moore machineM = (M,mI , δ, λ)
for P implementing a resolver, we construct an ω-DPDA D with L(D) = L(P). The set of
states of D is (Q×M) ∪ (Q×M × Σ) with initial state (qI ,mI), and its stack alphabet is
Γ. Intuitively, D simulates the run constructed by rM. To this end, it has to keep track
of a state of P and a state of M. In state (q,m), D deterministically reads the next input
letter to be processed and stores it by moving to state (q,m, a). Now, this information,
together with the top stack symbol X of the current configuration, suffices to determine the
transition λ(m, a,X), which is then simulated by updating the state of P, the state of M,
and the stack.

Formally define the transitions and their colors as follows:

• For every state (q,m) ∈ Q ×M , every X ∈ Γ⊥, and every a ∈ Σ, D has the transi-
tion ((q,m), X, a, (q,m, a), γ) of color min Ω(∆).
• For every state (q,m, a) ∈ Q ×M × Σ and every X ∈ Γ⊥ such that λ(m, a,X) is an
ε-transition of the form τ = (q,X, ε, q′, γ) for some q′ and some γ, D has the transi-
tion ((q,m, a), X, ε, (q′, δ(m, τ), a), γ) of color Ω(τ).
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• For every state (q,m, a) ∈ Q ×M × Σ and every X ∈ Γ⊥ such that λ(m, a,X) is an
a-transition of the form τ = (q,X, a, q′, γ) for some q′ and some γ, D has the transi-
tion ((q,m, a), X, ε, (q′, δ(m, τ)), γ) of color Ω(τ).

By construction, there is exactly one enabled a-transition in every configuration with state
in Q×M and there is at most one enabled ε-transition in each configuration with state in
Q ×M × Σ. Hence, D is indeed deterministic. Finally, an induction shows that L(D) is
equal to L(P) and therefore L(P) ∈ ω-DCFL.

Next, we consider resolvers implemented by pushdown automata with output. For-
mally, a pushdown transducer (PDT) for an ω-GFG-PDA P = (Q,Σ,Γ, qI ,∆,Ω) is a
tuple T = (Q,∆,Γ, qI ,∆, λ) such that (Q,∆,Γ, qI ,∆) is a deterministic PDA (without
coloring) processing transitions of P and λ : Q× Σ× Γ⊥ → ∆ is a (partial) output function.

A run of T on an input v ∈ ∆∗ is a sequence c0τ0c1τ1 · · · τncn such that c0 = (qI ,⊥)

and ci
τi−→ ci+1 for every i < n, `(τ0 · · · τn) = v, and cn has no enabled ε-transitions. Due to

determinism and the requirement that the last configuration has no enabled ε-transition, T
has at most one run on every input v.

Let τ0 · · · τn ∈ ∆∗ and a ∈ Σ. If the sequence τ0 · · · τn induces a run prefix of P,
then let X be the top stack symbol of its last configuration. In this case, we define
fT (τ0 · · · τn, a) = λ(q, a,X), where q is the state of the last configuration of the run of T
on τ0 · · · τn. If τ0 · · · τn does not induce a run prefix of P, then we define fT (τ0 · · · τn, a)
arbitrarily. Again, we say that a resolver r for P is a pushdown resolver, if there is some
PDT T for P such that r = fT .

Theorem 7.3. There is no pushdown resolver for the ω-GFG-PDA P in Figure 4.

Proof. We will proceed by contradiction. Assume r is a pushdown resolver, implemented
by some PDT T , for the ω-GFG-PDA P in Figure 4 on Page 8, which recognises Lss. Due
to Remark 3.1, every finite word has a run prefix processing it that is consistent with r.
Furthermore, since P does not have any ε-transitions this run is unique.

Define the word w by setting w(0) to
(−
+

)
and w(n) for n > 0 to

(−
+

)
if the run induced

by r over w(0) · · ·w(n − 1) ends in state 1, and to
(
+
−
)

otherwise. Observe that the run
induced by r over this word always has an empty stack and therefore the r-consistent run ρ
over w is rejecting as it only uses transitions with color 1. Since r is a resolver, it follows
that w /∈ Lss. Furthermore, since the stack remains empty throughout ρ, every position is a
step in ρ, and the top stack symbol is always ⊥ (see Page 9 for the definition of steps).

Now, consider the run ρ′ of T generating the run ρ processing w in P. Since T is a
PDT, there are infinitely many steps along ρ′. Observe that if two positions s and s′ are
steps in ρ′ and agree on the top stack symbol in ρ′ and the state in both ρ and ρ′, then
the words w(s)w(s + 1)w(s + 2) · · · and w(s′)w(s′ + 1)w(s′ + 2) · · · are identical: this is
because w(n+ 1) only depends on the transition chosen by T after generating the run over
w(0) · · ·w(n), but T is deterministic and at steps its behaviour does not depend on the stack
configurations below the top stack symbols. Since both the stack alphabet of T and state
spaces of both P and T are finite, by the pigeonhole principle, such positions s and s′ must
exist. It follows that w is ultimately periodic: w = uvω for some nonempty v.

We now argue that w ∈ Lss. If v has more occurrences of
(
+
−
)

than
(−
+

)
, then the

first component has a safe suffix; similarly, if v has more occurrences of
(−
+

)
, then the

second component has a safe suffix; finally, if there are as many of both letters, then both
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components have a safe suffix. In all cases, w ∈ Lss, a contradiction. We conclude that there
is no pushdown resolver for P.

This is perhaps surprising given Theorem 4.4 (in the appendix), which states that
Player 2 has winning strategies implementable by pushdown transducers in Gale-Stewart
games with ω-GFG-CFL winning conditions. In particular, a consequence of Theorem 4.4 is
that a universal ω-GFG-PDA P has a pushdown resolver. This can be seen by applying the
construction presented in Section 4 and in Appendix B to construct a winning strategy in
the Gale-Stewart game with winning condition {

(
w
#ω

)
| w ∈ L(P)}, which is essentially a

pushdown resolver for P.

8. The Parity Index Hierarchy

In this section we study how ω-GFG-PDA with different acceptance conditions compare in
their expressivity. In particular, we establish that the classes of ω-GFG-PDA with a fixed
number of colors form an infinite hierarchy: for each n > 1, there is a language recognized
by an ω-GFG-PDA with n colors, but not recognized by an ω-GFG-PDA with n− 1 colors.
This is also the case for ω-DPDA [Löd15] while ω-PDA with Büchi acceptance (i.e., with
colors 1 and 2) suffice to recognize all ω-CFL [CG77a].

Lemma 8.1. For each n > 1, there is a language Ln recognized by an ω-GFG-PDA with n
colors but not recognized by any ω-GFG-PDA with n− 1 colors.

Proof. For each n > 1, let Dn = {1, . . . , n} and let Ln ⊆ Dω
n be the language of ω-words

satisfying the parity condition, that is, in which the highest color that occurs infinitely
often is even. Ln is recognized by a deterministic parity automaton with n colors that
upon reading a letter p visits a state of color p. We can view this parity automaton as an
ω-GFG-PDA (even an ω-DPDA) that does not use its stack.

We now show that Ln is not recognized by an ω-GFG-PDA with only n − 1 colors.
Towards a contradiction, assume there is such an ω-GFG-PDA P with resolver r. The
intuition of the argument is that we can build an infinite word w of which the sequence
of colors is (roughly) the sequence of colors on its r-consistent run, incremented by one,
leading to a contradiction. Since we allow ε-transitions, we use the maximal color over a
sequence of transitions to choose the next letter of w, rather than just the last transition.
Without loss of generality, we can assume that the set of colors of P is either {1, . . . , n− 1}
or {0, . . . , n− 2}. Consider the word w(0)w(1)w(2) · · · over Dn built as follows:

• w(0) = 1.
• For i ≥ 1, first define ρj for j ≥ i to be the shortest r-consistent run processing
w(0) · · ·w(j − 1). Then, w(i) = p + 1 where p is the highest color in the suffix of
ρi starting after ρi−1 (or at the beginning of the run if i = 1). In other words, p is the
maximal color in the run ρi on w(0) · · ·w(i− 1) after the transition processing w(i− 2).

We now argue that the word w defined as above induces an accepting r-consistent
run if and only if it is not in Ln. To this end, define p to be the highest color occurring
infinitely often along the r-consistent run processing w, which exists due to Remark 3.1. By
construction, the highest color occurring infinitely often on w is p+ 1. Therefore, the run is
accepting if and only if w is not in Ln, contradicting that P recognizes Ln.

The languages Ln used in the above proof are ω-regular, and recognized by deterministic
parity automata with n colors, i.e., with the same number of colors as an ω-GFG-PDA for
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Ln. However, by combining the languages Ln with Lss, it is not hard to find a family of
languages that requires both n colors and an ω-GFG-PDA. Indeed, the language{(

w1

w2

) ∣∣∣∣w1 ∈ Lss and w2 ∈ Ln
}

is recognized by an ω-GFG-PDA with n colors, obtained by taking the product of an ω-GFG-
PDA for Lss with a deterministic parity automaton for Ln. However, it is not recognized by
an ω-DPDA, due to Lss, nor by an ω-GFG-PDA with fewer than n colors, due to Ln.

9. Comparison to Visibly Pushdown Languages

In this section, we compare ω-GFG-CFL to another important subclass of ω-CFL, the class
of visibly pushdown languages [AM04], for which solving games is decidable as well [LMS04].

Visibly pushdown automata are defined with respect to a partition Σ̃ = (Σc,Σr,Σs) of
the input alphabet and have to satisfy the following conditions:

• A letter a ∈ Σc is only processed by transitions of the form (q,X, a, q′, XY ) with X ∈ Γ⊥,
i.e., some stack symbol Y is pushed onto the stack.
• A letter a ∈ Σr is only processed by transitions of the form (q,X, a, q′, ε) with X 6= ⊥ or

(q,⊥, a, q′,⊥), i.e., the topmost stack symbol is removed, or if the stack is empty, it is left
unchanged.
• A letter a ∈ Σs is only processed by transitions of the form (q,X, a, q′, X) with X ∈ Γ⊥,

i.e., the stack is left unchanged.
• There are no ε-transitions.

Intuitively, the stack height of the last configuration of a run processing some v ∈ (Σc ∪Σr ∪
Σs)
∗ only depends on v.

A language L ⊆ Σω is in ω-VPL if there is a partition Σ̃ of Σ such that there is a

nondeterministic ω-visibly pushdown automaton P recognizing L with respect to Σ̃.

Theorem 9.1. ω-GFG-CFL and ω-VPL are incomparable with respect to inclusion.

Proof. The language Lss ∈ ω-GFG-CFL used in Section 3 to separate ω-GFG-CFL and
ω-DCFL is not in ω-VPL, as ω-VPL ⊆ ω-CFL is closed under complementation [AM04]
while the complement of Lss is not in ω-CFL (Theorem 5.1). Thus, ω-GFG-CFL is not
included in ω-VPL.

For the other non-inclusion, let Σ = {+, -} and define the value8 val(v) ∈ N of a finite
word v ∈ Σ∗ inductively as val(ε) = 0 as well as val(v+) = val(v) + 1 and val(v-) =
max{0, val(v)− 1}. This corresponds to the height of a stack after the sequence of push and
pop operations described by v when + is interpreted as a push and - as a pop. We consider
the language of such sequences that visit some value infinitely often. We show that

Lrepbdd = {w ∈ Σω | there is an s ∈ N such that

val(w(0) · · ·w(n)) = s for infinitely many n},

which is in ω-VPL [AM04], is not in ω-GFG-CFL.
To this end, fix an ω-GFG-PDA P with resolver r : ∆∗ × Σ → ∆. We will show that

it does not recognize Lrepbdd. We assume without loss of generality that all ε-transitions

8Alur and Madhusudan used the term stack height instead of value, but this is misleading here, since our
automata are not necessarily visibly, i.e., the stack height of a run prefix on v might differ from val(v).
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have color 0 while all Σ-transitions have a nonzero color. This can be achieved by adding
a component to P’s states that accumulates the maximal color seen along a sequence of
ε-transitions until a Σ-transition is used. As a consequence, a run of P on some infinite
input satisfies the acceptance condition if and only if the sequence of Σ-transitions satisfies
the acceptance condition, i.e., the colors of ε-transitions are irrelevant and will be ignored in
the following.

Given a run prefix ρ ∈ ∆∗ and a letter a ∈ Σ, let ext(ρ, a) be the unique extension of ρ
induced by r when processing a. Formally, we define

ext(ρ, a) =

{
ρ · r(ρ, a) if `(r(ρ, a)) = a,

ext(ρ · r(ρ, a), a) if `(r(ρ, a)) = ε.

Due to Remark 3.1, if ρ is a run prefix that is consistent with r then ext(ρ, a) is a finite
extension of ρ.

We now build an ω-word w, letter by letter, based on how r resolves nondeterminism on
the prefix built so far. The intuition is that whenever the run built by r sees an even color
after a prefix v, the value of prefixes extending v remains above val(v) until a larger odd
color is seen, and then returns to val(v) (unless a higher even color is seen in the meantime).
Roughly, after an even color occurs in the run, the value of the word increases until a higher
odd color occurs. Thus, if the maximal color that occurs infinitely often is even, i.e., the run
is accepting, then the word will not be in the language. On the other hand, when an odd
color p occurs, the value of the run decreases to just above the value of the word at the last
even color higher than p. Hence if the maximal color that occurs infinitely often is odd, i.e.,
if the run is rejecting, then the value reaches the same level infinitely often, and the word is
in the language. The result is that either w is in Lrepbdd but rejected by P, or w is not in
Lrepbdd but accepted by P.

Formally, we inductively define an infinite sequence of sequences ρn ∈ ∆∗, all ending in
a Σ-transition. To start, we define ρ0 = ext(ext(ε, +), +). To define ρn+1 we have to consider
several cases.

First, assume ρn ends with a +-transition. Let p be the last and p′ be the second-to-last
nonzero color appearing in ρn (this is well-defined as ρ0 contains two colors). If p is odd and
p ≥ p′, then we define ρn+1 = ext(ρn, -) (Case 1), otherwise, ρn+1 = ext(ρn, +) (Case 2).

Now, assume ρn ends with a --transition. Let sff(ρn) be the suffix of ρn starting with
the last +-transition (this is well-defined, as ρ0 contains +-transitions). Furthermore, let
prf(ρn) be the prefix of ρn ending with the last transition having an even color that is at
least as large as the maximal color labeling a transition in sff(ρn). See Figure 8 for an
illustration: prf(ρn) is the prefix ending in the last transition that has an even color p that
is at least as large as the colors p0, . . . , pj , the colors occurring in sff(ρn). If there is no
transition with such a color, then define prf(ρn) = ε. Note that sff(ρn) and prf(ρn) might
overlap and that prf(ρn) = ρn is possible if the last transition of ρn has an even color that
is maximal among those in sff(ρn). If

val(`(ρn)) > val(`(prf(ρn))) + 1,

then we define ρn+1 = ext(ρn, -) (Case 3), otherwise, ρn+1 = ext(ρn, +) (Case 4). Note that
the even-numbered cases extend by a +, the odd-numbered cases by a -.

Now, let ρ ∈ ∆ω be the unique infinite sequence such that each ρn is a prefix of ρ, and
let w = `(ρ), which is an infinite word. Then, ρ induces a run of P on w that is consistent
with r.
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ρn: −→−→ −→−→−→−→−→ −→· · · · · ·- -+
p p0 p1 pj

sff(ρn)prf(ρn)

Figure 8: Illustration of the definition of ρn+1 in the case where ρn ends with a --transition.
Each arrow depicts a transition of ρn, its color is depicted below the arrow, the
letter it processes above (some transitions in sff(ρn) may be ε-transitions, but
only the first one is a +-transition).

First, assume w is of the form v+ω. Then, from some point onwards, we only use Case 2
to extend ρn to ρn+1, i.e., if the last color of ρn is odd, then the second-to-last color is
strictly larger. This implies that the maximal color occurring infinitely often in ρ is even.
Thus, the run ρ is accepting although w is not in Lrepbdd.

Now, assume w is of the form v-ω, i.e., val(`(ρn)) = 0 for almost all n. Then, from some
point onwards, we only use Case 3 to extend ρn to ρn+1, i.e., we have

val(`(ρn)) > val(`(prf(ρn))) + 1

for almost all n. Combining both equations yields a contradiction, as val(`(prf(ρn))) + 1 is
positive. Thus, w cannot have the form v-ω.

As a last case, assume w contains infinitely many + and infinitely many -. First, we
study the case where the maximal color occurring infinitely often in ρ, call it p, is odd.
Let n0 be such that the suffix of ρ obtained from removing ρn0 only contains colors that
occur infinitely often and ρn0 contains at least one p that is not followed by a larger even
color. Furthermore, let ρ∗ be the longest prefix of ρ ending in a transition with an even
color that is larger than p (which by construction is a prefix of ρn0). We define ρ∗ = ε if
there is no such color. Let b = val(ρ∗). We claim that there are infinitely many n such that
val(`(ρn)) ≤ b+ 1. Then, ρ is rejecting while w is in Lrepbdd due to the pigeonhole principle.

To this end, let n′ > n0 such that ρn′ ends with a transition τ of color p. As there are
infinitely many such n′, it suffices to show that there is a n ≥ n′ such that val(`(ρn)) ≤ b+ 1.
First, assume `(τ) = +. By construction, the last nonzero color occurring before the final p is
not larger than p. Hence, we have ρn′+1 = ext(ρn′ , -) due to Case 1. Now, we either already
have val(ρn′+1) ≤ b+ 1 or we apply Case 3 repeatedly until we have produced some ρn with
val(ρn) = b+ 1. The reason why Case 3 is always applicable is that the suffix sff(ρn′′) for
n′ + 1 ≤ n′′ ≤ n always contains the last transition of ρn′ , with color p. This in turn implies
that the prefix prf(ρn′′) is equal to ρ∗.

The case for `(τ) = - is similar: either we already have val(ρn′) ≤ b + 1 or we apply
Case 3 repeatedly until we have produced some ρn with val(ρn) = b+ 1.

Finally, we consider the case where p, the maximal color occurring infinitely often in ρ,
is even. We show that there are infinitely many n such that val(`(ρn′)) > val(`(ρn)) for every
n′ > n. This implies that for every s there are only finitely many n such that val(`(ρn)) = s.
As the prefixes of w are of the form `(ρn) for n ∈ N, we obtain that w is not in Lrepbdd, even
though the run of P on w induced by ρ is accepting.

Let n0 be such that the suffix of ρ obtained from removing ρn0 only contains colors that
occur infinitely often and ρn0 contains a suffix ρs starting with a transition of color p such
that ρs does not contain a larger color than p, but does contain a +-transition. By definition,
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the resulting suffix of ρ has infinitely many transitions of color p, all of which mark the end
of some ρn with n ≥ n0. We show that each such n has the desired property.

By the choice of n0, the last transition of ρn+1 is a +-transition, no matter whether the
last transition of ρn is a +-transition or a --transition. If it is a +-transition, then ρn+1 is
obtained by applying Case 2 to ρn, as the color of the last transition of ρn is even. On the
other hand, if the last transition of ρn is a --transition, then ρn+1 is obtained by applying
Case 4 to ρn, as the prefix prf(ρn) is equal to ρn by the fact that ρn0 contains an occurrence
of a p that is not followed by a larger color, but by a +-transition.

Furthermore, ρn+2 is obtained by applying Case 2 to ρn+1, as the color of the last
transition of ρn+1 might be odd, but then it is strictly smaller than p, the second-to-last
color in ρn+1. Therefore, the last transition of ρn+1 is also a +-transition.

Now, assume towards a contradiction that there is some n′ > n such that val(`(ρn′)) =
val(`(ρn)). Pick n′ minimal with this property. Then, n′ > n+ 2 since the last transitions of
both ρn+1 and ρn+2 are +-transitions. Therefore, due to minimality, the last transition of
ρn′ and the last transition of ρn′−1 are both --transitions. Hence, ρn′ = ext(ρn′−1, -) due to
Case 3.

Now, consider the prefix prf(ρn′−1) in the application of Case 3 to ρn′−1. It is either
equal to ρn (as its color is even and at least as large as all colors that may be appear
in the suffix sff(ρn′−1) of ρn′−1), or it is some extension of ρn. In both cases, we have
val(`(ρn)) ≤ val(`(prf(ρn′−1))) (in the latter due to the minimality of n′). Hence,

val(`(ρn)) ≤ val(`(prf(ρn′ − 1))) < val(`(ρn′−1))− 1

= val(`(ρn′)) = val(`(ρn)),

which yields the desired contradiction. Here, the strict inequality follows from the definition
of Case 3.

To conclude, in either of the cases we considered, the run ρ is accepting, but w /∈ Lrepbdd,
or the run ρ induced by the resolver r is rejecting, but w ∈ Lrepbdd. Hence, either P does
not recognize Lrepbdd or r is not a resolver for P, i.e., Lrepbdd is not in ω-GFG-CFL.

10. Conclusion

We have introduced good-for-games ω-pushdown automata and proved that they recognize
a novel class of ω-contextfree languages for which solving games (and synthesizing winning
strategies) is decidable. Furthermore, we have studied (the mostly nonexistent) closure
properties of the new class, proven that it is incomparable to ω-visibly pushdown languages,
and that deciding good-for-gameness is undecidable for ω-pushdown automata and ω-
contextfree languages. Finally, we proved the parity index hierarchy to be strict for ω-GFG-
PDA and studied resource-bounded resolvers: finite-state resolvers only exist for ω-DCFL
and even pushdown resolvers are not sufficient for ω-GFG-PDA.

We hope this paper is the catalyst for an in-depth study of good-for-games automata in
settings where nondeterministic automata are more expressive than deterministic ones. But
even for the setting of ω-contextfree languages considered here, we open many interesting
directions for further research. Let us conclude by listing a few:

• Is the universality problem for ω-GFG-PDA ExpTime-complete? Note that this problem
is a promise problem with an undecidable promise, e.g., we only consider ω-GFG-PDA as
input.
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• Equivalence is decidable for ω-DPDA with weak acceptance conditions [LR12] (that is,
each strongly connected component is either rejecting or accepting), but it is undecidable
for ω-DPDA with Büchi or co-Büchi acceptance conditions [BGHH17]. Whether weak
acceptance conditions make the problem decidable for ω-GFG-PDA is, to the best of our
knowledge, open.
• Can ω-GFG-CFL be characterized by some extension of Monadic Second-order Logic?

Such characterizations haven been exhibited for contextfree languages of finite [LST94]
and infinite words [DDK20] as well as for the class of visibly pushdown languages [AM04].
However, there is, to the best of our knowledge, no characterization of the deterministic
contextfree languages, neither for finite nor infinite words.
• We have shown that there are ω-GFG-PDA that do not have pushdown resolvers, but left

open whether for every ω-GFG-CFL there is an ω-GFG-PDA recognizing that language
with a pushdown resolver. In fact it is also open whether every ω-GFG-PDA or every
ω-GFG-CFL has a computable resolver.
• While here we focus on infinite words, good-for-games pushdown automata turn out

to be more powerful than their deterministic counterparts, already over finite words.
In [GJLZ21], we study their expressivity and succinctness over finite words, but some
gaps remain open.
• Another interesting direction, proposed by one of the reviewers, is to further restrict

the model of ω-GFG-PDA, by considering weaker classes of nondeterministic ω-PDA,
e.g., unambiguous ones or one-counter automata. For finite words, unambiguity and
good-for-gameness are incomparable [GJLZ21].
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Appendix A. Another Contextfree Language that is not Good-for-games

Let h : {0, 1,#}∗ → {0, 1}∗ be the homomorphism induced by h(0) = 0, h(1) = 1, and
h(#) = ε. Define

P = {v#ω | h(v) = xxR for some x ∈ {0, 1}∗},
where xR denotes the reversal of x. It is straightforward to construct an ω-PDA recognizing
P , thereby showing P ∈ ω-CFL. We show P /∈ ω-GFG-CFL.

Towards a contradiction, let us assume that P is recognized by an ω-GFG-PDA P =
(Q,Σ,Γ, qI ,∆,Ω) with resolver r : ∆∗ × Σ → ∆. Note that r induces a unique run ρw for
every w ∈ P . Furthermore, if two words w,w′ ∈ P share a prefix, then their runs ρw =
c0τ0c1τ1c2τ2 · · · and ρw′ = c′0τ

′
0c
′
1τ
′
1c
′
2τ
′
2 · · · also share a prefix. More formally, if

w(0) · · ·w(n) = w′(0) · · ·w′(n)

for some n ≥ 0, then we have τ0 · · · τk = τ ′0 · · · τ ′k and thus c0 · · · ck+1 = c′0 · · · c′k+1 for every
k such that `(τ0 · · · τk) = w(0) · · ·w(n− 1). Here, the −1 stems from the fact that r resolves
nondeterminism based on the next input letter to be processed.

Let ρ = c0τ0c1 · · · cktkck+1 be an alternating sequence of configurations and transitions,
and let a ∈ {0, 1,#}. We say that (ρ, a) is r-consistent, if

τn = r(τ0 · · · τn−1, v(|`(τ0 · · · τn−1)|))

and cn is the configuration reached by P after the transitions τ0 · · · τn−1, where v = `(ρ)a.
Now, an r-consistent pair (ρ, a) has Property M if the following holds for every w ∈
{0, 1,#}∗#ω: Let c′0τ

′
0c
′
1τ
′
1c
′
2τ
′
2 · · · be the unique run of P on `(ρ)aw induced by r. Then,

we require sh(ck′+1) ≥ sh(ck+1) for all k′ > k, i.e., that k + 1 is a step (see Page 9). Note
that we have τ ′0 · · · τ ′k = τ0 · · · τk and c0 · · · ck+1 = c′0 · · · c′k+1 by definition.

Lifting Property M to words, we say that v(0) · · · v(n) ∈ {0, 1,#}+ has property M if
there is a run prefix ρ with `(ρ) = v(0) · · · v(n− 1) such that (ρ, v(n)) is r-consistent and
has Property M.

We show that for every v ∈ {0, 1,#}+ there is a v′ ∈ {0, 1,#}∗ such that vv′ has
Property M. To this end, assume v(0) · · · v(n) does not have Property M. Let ρ be a run
prefix of P on v(0) · · · v(n − 1) so that (ρ, v(n)) is r-consistent. As v is a prefix of some
word in P , such a ρ exists. By definition, (ρ, a) does not have property M, i.e., there is a
run induced by r processing a prolongation in v{0, 1,#}∗#ω that reaches a stack height
strictly smaller than the stack height of the last configuration of ρ. As stack heights are
bounded from below, there is a minimal stack height that is assumed by such runs. Let vv′

with v′ ∈ {0, 1,#}∗ be a word processed by such a run prefix ρ′ ending with a minimal stack

https://doi.org/10.1007/BFb0022257
https://doi.org/10.1145/3373718.3394737
https://doi.org/10.1006/inco.2000.2894
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height along all runs considered. Then, vv′0 has Property M, as (ρ′, 0) has property M, as
after ρ′ no strictly smaller stack height is reached by runs induced by r.

Now, fix n = 3|Q|(|Γ + 1|) + 1 and define vj = 01j0 for every j in the range 1 ≤ j ≤ n.
As shown above, for every such j, there is a v′j such that vjv

′
j has Property M.

Now, each vjv
′
j(vjv

′
j)
R#ω is in L, i.e., the unique run

cj0τ
j
0c
j
1τ
j
1c
j
2τ
j
2 · · ·

of P on vjv
′
j(vjv

′
j)
R#ω induced by r is accepting. As each vjv

′
j has Property M, there are

prefixes cj0τ
j
0 · · · c

j
kj
τ jkjc

j
kj+1 of cj0τ

j
0c
j
1τ
j
1c
j
2τ
j
2 · · · processing vjv

′
j without its last letter aj such

that (cj0τ
j
0 · · · c

j
kj
τ jkjc

j
kj+1, aj) has Property M.

Now, there are j0 6= j1 such that the configurations cj0kj0+1 and cj1kj1+1 coincide on their

state from Q and their top stack symbol from Γ and such that aj0 = aj1 .
Consider the sequence

ρ∗ = τ j00 · · · τ
j0
kj0
τ j1kj1+1τ

j1
kj1+2τ

j1
kj1+3 · · · .

We claim that ρ∗ induces an accepting run of P on w = vj0v
′
j0

(vj1v
′
j1

)R#ω. We have

vj0v
′
j0(vj1v

′
j1)R = 01j00v′j0(vj1)R01j10,

which is not of the form vvR after removing #’s. Hence, this step completes the proof, as
w /∈ P is accepted by P, yielding the desired contradiction.

The sequence ρ∗ satisfies the acceptance condition, as it shares a suffix with the sequence

of transitions of the accepting run cj10 τ
j1
0 c

j1
1 τ

j1
1 c

j1
2 τ

j1
2 · · · . Furthermore, we have

`(ρ∗) = `(τ j00 · · · τ
j0
kj0

)`(τ j1kj1+1τ
j1
kj1+2τ

j1
kj1+3 · · · )

where `(τ j00 · · · τ
j0
kj0

) is equal to vj0v
′
j0

without its last letter aj0 , and where

`(τ j1kj1+1τ
j1
kj1+2τ

j1
kj1+3 · · · ) = aj1(vj1v

′
j1)R#ω.

The concatenation of these two words is indeed w, as we have aj0 = aj1 by construction.

Finally, as (cj10 τ
j1
0 · · · c

j1
kj1
τ j1kj1

cj1kj1+1, aj1) has Property M, the run cj10 τ
j1
0 c

j1
1 τ

j1
1 c

j1
2 τ

j1
2 · · ·

does after position kj1 not depend on the complete stack content at that position, but only
on the state and the top stack symbol of ckj1+1. Hence, appending the run suffix resulting
from applying the transitions

τ j1kj1+1τ
j1
kj1+2τ

j1
kj1+3 · · ·

after (cj00 τ
j0
0 · · · c

j0
kj0
τ j0kj0

cj0kj0+1, aj0) (recall that cj0kj0+1 and cj1kj1+1 have the same state and top

stack symbol) yields indeed a run of P (but not necessarily induced by r).

Appendix B. Synthesis From ω-GFG-CFL Specifications

In Section 4, we showed that the winner of a Gale-Stewart game with an ω-GFG-CFL
winning condition can be determined in exponential time. Here, we consider the synthesis
problem: If Player 2 wins a Gale-Stewart game with an ω-GFG-CFL winning condition,
compute a (finitely represented) winning strategy for her. We show that this problem can
be solved in exponential time as well, as for Gale-Stewart games with ω-DCFL winning
conditions.
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Assume we are given an ω-GFG-PDA P such that Player 2 wins G(L(P)). In the proof
of Theorem 4.2, we have constructed a polynomially-sized ω-DPDA Pd such that Player 2
wins G(L(P)) if and only if she wins G(L(Pd)). We show how a finitely represented winning
strategy for Player 2 in G(L(Pd)), which exists if she wins G(L(Pd)), can be turned into the
desired strategy for G(L(P)).

In our context, we need a slight adaption of the pushdown transducer model we
introduced in Section 7 to implement resolvers. Here, a pushdown transducer (PDT) is a
tuple T = (Q,ΣI ,Γ, qI ,∆,ΣO, λ) such that (Q,ΣI ,Γ, qI ,∆) is a deterministic PDA (without
coloring) over ΣI , ΣO is an output alphabet, and λ : Q→ ΣO is a (partial) output function.
Note that we only change the signature of the output function. Hence, runs of T are
defined as before. In particular, we still require them to be maximal, i.e., they end in
configurations without enabled ε-transitions. Thus, we say that T computes the (partial)
function σT : Σ∗I → ΣO given by σT (w) = λ(q), where q is the state of the configuration the
run of T on w ends in.

In a Gale-Stewart game G(L) with L ⊆ (Σ1 ×Σ2)ω, a strategy for Player 2 is a function
from Σ+

1 to Σ2. Such strategies can be implemented by a pushdown transducer with input
alphabet ΣI = Σ1 and output alphabet ΣO = Σ2.

Proposition B.1 [Fri10, Wal01]. Let Pd be an ω-DPDA. If Player 2 wins G(L(Pd)), then
she has a winning strategy that is implemented by a PDT. Furthermore, such a PDT can be
computed in exponential time in |Pd|.

Now, we are ready to prove Theorem 4.4.

Proof. Given an ω-GFG-PDA P , let the ω-DPDA Pd be defined as in the proof of Theorem 4.2.
Then, the game G(L(Pd)) is won by Player 2 and she has a winning strategy for G(Pd) that
is implemented by a PDT, which can be computed in exponential time (in the size of P, as
Pd is only polynomially larger than P). Now, we show that the transformation σ 7→ σ−d
presented in the proof of Theorem 4.2 is effective, if σ is implemented by a PDT. That is,
we turn a PDT T implementing σ into a PDT T−d implementing σ−d.

So, consider a PDT T = (Q, (Σ1)d,Γ, qI ,∆, (Σ2)d, λ) implementing a winning strategy σ
for Player 2 in G(Pd) where we write (Σ1)d for Σ1 and write (Σ2)d for Σ2 ∪∆ to distinguish
the alphabets of P and Pd. The mode of a configuration (q, γX) of T is the pair (q,X) (note
that X might be ⊥). Whether a transition is enabled in a configuration only depends on its
mode. Thus, we are justified to say that a mode enables a transition or not. Now, a mode
is a reading mode if it enables some non-ε transition. As T is deterministic, no reading
mode has an enabled ε-transition. Furthermore, due to the maximality requirement on runs,
every run ends in a reading mode. Finally, our construction relies on the following simple
fact: If we remove all but one transition enabled by a reading mode, and turn the remaining
transition into an ε-transition, then the resulting PDT is still deterministic.

First, we transform T into a PDT computing the same strategy as T while keeping track
of its own mode using its states. This is useful as it allows us to base the output function,
which formally only depends on a state of a configuration, on the current mode. Thus, the
new PDT has to keep track of the topmost stack symbol, which is straightforward during
transitions pushing a symbol on the stack and during transitions replacing the topmost stack
symbol, but requires an additional transition to read the newly revealed stack symbol after
the topmost stack symbol is popped off the stack.
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Formally, define T ′ = (Q× Γ⊥ ∪Q, (Σ1)d,Γ, (qI ,⊥),∆
′
, (Σ2)d, λ

′
) with

∆
′
={((q,X), X, a, (q′, X ′′), X ′X ′′) | (q,X, a, q′, X ′X ′′) ∈ ∆}∪
{((q,X), X, a, (q′, X ′), X ′) | (q,X, a, q′, X ′) ∈ ∆}∪
{((q,X), X, a, q′, ε) | (q,X, a, q′, ε) ∈ ∆}∪
{(q,X, ε, (q,X), X) | q ∈ Q,X ∈ Γ⊥},

which is still deterministic. Further, T ′ has a run on some input v if and only if T has a run
on v. Finally, let the run of T on v end in some configuration (q, γX). Then, the run of T ′
on v ends in the configuration ((q,X), γX). Hence, both PDT’s indeed compute the same

function when defining λ
′
(q,X) = λ(q).

Now, we define T−d = (Q−d,Σ1,Γ, (qI ,⊥, ι),∆−d,Σ2, λ−d) with state set

Q−d = (Q× Γ⊥ ∪Q)× ({ι, ω} ∪ Σ2).

Next, we define the transition relation ∆−d, whose definition refers to the fixed dummy
letter ∈ Σ1 used in the definition of σ−d (see Page 4). Intuitively, T−d works in three
distinct phases as follows:

• The initialization phase spans the initial sequence of ε-transitions executed by T ′ and is
left for the waiting phase as soon as the first letter from Σ1 is processed. Formally,

– ((q, ι), X, ε, (q′, ι), γ) ∈ ∆−d for every (q,X, ε, q′, γ) ∈ ∆
′
, and

– ((q, ι), X, a, (q′, ω), γ) ∈ ∆−d for every (q,X, a, q′, γ) ∈ ∆
′

with a ∈ Σ1.
• In the waiting phase, ε-transitions are simulated until none are enabled any more. At

that point, P ′ yields an output and processes some input from Σ1. In T−d, the output
letter is stored and the unique transition labeled by is turned into an ε-transition, which
starts the delay phase. As we remove all other a-transitions with a 6= , this preserves
determinism. Formally,

– ((q, ω), X, ε, (q′, ω), γ) ∈ ∆−d for every (q,X, ε, q′, γ) ∈ ∆
′

and

– ((q, ω), X, ε, (q′, λ
′
(q)), γ) ∈ ∆−d for every (q,X, , q′, γ) ∈ ∆

′
.

• During the delay phase, ε- and -transitions of T ′ are simulated (deterministically, and
without processing an input letter) until a reading mode is reached at which T ′ outputs
a non-ε-transition, signifying the end of a block. At that point, the output letter stored
during the delay phase is finally output and the run returns to the waiting phase. As
we remove all other transitions when turning -transitions into ε-transitions, we again
preserve determinism. Formally,

– ((q, a2), X, ε, (q
′, a2), γ) ∈ ∆−d for every a2 ∈ Σ2 and every (q,X, ε, q′, γ) ∈ ∆

′
,

– ((q, a2), X, ε, (q′, a2), γ) ∈ ∆−d for every a2 ∈ Σ2 and every (q,X, , q′, γ) ∈ ∆
′

such that

q is a reading mode of T and λ
′
(q) is an ε-transition of P, and

– ((q, a2), X, a1, (q
′, ω), γ) ∈ ∆−d for every a2 ∈ Σ2 and every (q,X, a1, q

′, γ) ∈ ∆
′

such

that q is a reading mode of T , but λ
′
(q) is a non-ε-transition of P.

Finally, we define λ−d(q, a2) = a2 for every state q of T ′ that is a reading mode of T , but

λ
′
(q) is a non-ε-transition of P. Thus, we indeed output the stored letter at the end of the

delay phase as described above.
Recall that in the proof of Theorem 4.2, we have turned the winning strategy σ for

Player 2 in G(L(Pd)) into a winning strategy σ−d for her in G(L(P)). To this end, we first
defined a function mapping v ∈ Σ+

1 to some vd ∈ (Σ′1)
+ as follows: ad = a for a ∈ Σ1
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and (va)d = vd
na for some n that is independent of a. With these definitions, we defined

σ−d(v) = σ(vd). In the remainder of the proof, we show that T−d indeed computes σ−d.
So, consider some v ∈ Σ+

1 and the unique n such that (va)d = vd
na for all a ∈ Σ1.

Then, we have σ(vd) = λ
′
(q), where q is the state of the last configuration of the run ρ

of T ′ on vd. Furthermore, consider the run ρ′ of T ′ on vd
n, which is a proper extension

of ρ ending in some state q′. By definition of n, q′ is a reading mode of T and λ
′
(q′) is a

non-ε-transition of P.
The run ρ′ can be turned into the unique run of T−d on v by switching between the

phases appropriately:

• The initialization phase ends with the transition processing the first letter of vd, which
starts a waiting phase.
• Each waiting phase lasts until a state is reached at which a letter in Σ2 is output by T ′.

This letter is stored and a delay phase is started.
• Each delay phase lasts until a state is reached at which a non-ε-transition is output by T ′.
In particular, after the last letter of v is processed, a waiting phase starts, which is ended by

switching from state (q, ω) to a state storing λ
′
(q). The last delay phase stores this letter

until the end of the run, at which point it yields the output λ
′
(q) of T−d on v. Thus, T−d

indeed implements σ−d.

Finally, let us consider the situation of Player 1 in games with ω-GFG-CFL winning
conditions, where we define strategies and strategies implemented by PDT’s for Player 1
as expected. As ω-GFG-CFL is not closed under complementation, we cannot dualize
a game with a ω-GFG-CFL winning condition by swapping the roles of the players and
complementing the winning condition to obtain a winning strategy for Player 1. Instead,
the situation is asymmetric.

Theorem B.2. There is a Gale-Stewart game with an ω-GFG-CFL winning condition that
is won by Player 1, but not with a winning strategy implementable by a PDT.

Proof. In Section 3, we have introduced the language Lss over I × I for I = {+, -, 0} and
the words x1 =

(
+
0

)(
+
-

)
and x2 =

(
0
+

)(
-
+

)
. Now, consider the game G(L) with

L =

{(
w

#ω

) ∣∣∣∣w ∈ Lss or w /∈ {x1, x2}ω
}
,

which is in ω-GFG-CFL due to Theorem 5.3.
Recall that the ω-word

wss = x1 (x2)
3 (x1)

7 (x2)
15 (x1)

31 (x2)
63 · · ·

defined on Page 9 is not in Lss. Thus, Player 1 wins G(L) by producing the word wss.
Now, consider a PDT T implementing a strategy σ for Player 1 in G(L). Let w

(
w
#ω

)
be

an outcome that is consistent with σ. The run ρ of T generating this outcome has infinitely
many steps. Now, pick two such steps, such that the configurations at these steps coincide
on their state, top stack symbol, and such that at least three outputs are generated between
the steps. Then, the run obtained by repeating the sequence of transitions taken between
the steps generates an outcome consistent with σ. Now, this outcome has a positive energy
level in one component, as every infix of length at least 3 of a word built by concatenating
copies of the xi has a strictly positive energy level in one component. Hence, σ is not a
winning strategy for Player 1 in G(L).
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Hence, no PDT implements a winning strategy for Player 1 in G(L).

Note that Player 1 does have a winning strategy implementable by a PDT in the
game G(L(Pd)) with ω-DCFL winning condition obtained from G(L) (see the proof of
Theorem 4.2). In the game G(L(Pd)), Player 2 has to construct a run of an ω-GFG-PDA
recognizing L, which introduces enough information for Player 1 to win with a strategy
implementable by a PDT. However, in G(L), he does not have access to that additional
information, and therefore no winning strategy implementable by a PDT.

This work is licensed under the Creative Commons Attribution License. To view a copy of this
license, visit https://creativecommons.org/licenses/by/4.0/ or send a letter to Creative
Commons, 171 Second St, Suite 300, San Francisco, CA 94105, USA, or Eisenacher Strasse 2,
10777 Berlin, Germany
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