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ABSTRACT. In this work, we study a class of quadratic forward backward stochastic differential
equations (QFBSDEs) with measurable drift and continuous generator. We establish some ex-
istence and uniqueness results for such QFBSDEs. Our approach is based on a weak decoupling
field and an It6-Krylov formula for BSDE. In the one dimensional case, we derive existence of
a unique strong solution. Moreover, assuming that the diffusion of the forward system is the
identity matrix, we also obtain the Malliavin differentiability of the solution to the QFBSDE
and derive the dependence of the system with respect to the initial parameter.

1. INTRODUCTION

Consider the following stochastic basis (Q,§, {F¢}i>0,P, B), where {§;}i>0 is the standard
filtration generated by the d-dimensional Brownian motion B, augmented by all P-null sets of §.
In this paper, we aim at studying the solvability of the following fully coupled Markovian-type
quadratic forward-backward stochastic differential equation (QFBSDE)

Xttt / br, X0 Y5 Z00)dp 4 / o(r, X%, Y17)dB,,
t t
(1.1)

S

T T
ver = o) + [ gl X e 2y - [ 2t (X v,
V(s,z) € [t,T] x RY,

where the coefficients b, f, 0, ¢ and g are such that for almost every (¢, x), the driver g is continuous
in (y, z) and satisfies
lg(t, 2.y, 2)| < AL+ [yl + fW)l=1?),  A>0. (1.2)

The superscript (¢,z) in denotes the initial condition of the diffusion X whereas o* stands
for the transpose of the matrix o.

In the framework of BSDEs; it is known that solving the QFBSDE (1.1]) is equivalent to looking
for a “decoupled field” u(t, ) such that the relation (see Section [2.1)) holds, with wu, solution
(in some sense) to the following quasi-linear parabolic PDE

d d
ou 1 0%u ou
a(t (E) + 5 Z A (ta z, u<t7 1’)) 82516.%_7 (t7 1’) + ; bz(t7 z, u(t7 LL'), va:u(ta l’)) axi (t7 :l?)

]
+g(t,z,ut,x), Vou(t, ) =0, (t,2) € [0,T[xR?,
uw(T,z) = ¢(z), =cR™L

Quadratic forward backward SDEs with b = b(t, z) and o = o(t, ) Lipschitz continuous and f
constant in were first studied in [I7]. Viscosity and Sobolev solutions to the associated PDE
was studied to justify the relation between the solutions to and (see ) When the
driver is non-smooth, the authors in [5] introduced the notion of weak solution of BSDE. In the
same spirit, the notion of weak solution of the fully-coupled QFBSDEs was introduced in
[8]. This work extends the work [I7] to the setting of FBSDE. In additions, the authors assumed
that the diffusion matrix and the final condition are Holder continuous with respect to space

(1.3)
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whereas the drift and the generator may be discontinuous in second variable. A uniqueness in law
result was established by using a decoupling strategy in the four step scheme. The authors in [25]
assumed that the coefficients are all bounded, continuous in (¢,z) and uniformly continuous in
(y,z). There has been a lot of work on FBSDEs with the goal of proving existence and uniqueness
result under weaker conditions of the coefficients; we refer the reader to [Il 6, 20, 23] 24}, 35 [37]
and references therein. A new class of FBSDE with distributional drift was also studied in [13].

The notion of FBSDEs is an essential tool in the study of stochastic optimal control problems
and stochastic differential games. This is mainly due to the fact that when solving an optimal
control problem using the Pontryagin’s stochastic maximum principle, the optimal control can be
defined in terms of the state process and the adjoint equation which itself is characterised by a
BSDE. Other applications include utility maximisation and probabilistic approach to quasilinear
parabolic partial differential questions. We refer the reader to [6, [16], 111, 12} 26| 32, B0, 34] and
references therein.

In this paper, we aim at studying the solvability of the QFBSDE for a class of functions
f satisfying some conditions to be made more precise. To the best of our knowledge, such class
of FBSDE has not yet been solved in the literature. Our approach to solve this equation relies on
decoupled field argument. Firstly we show as in [8] that the QFBSDE has a weak solution
which is weakly unique. This is done as follows: we derive a-priori bounds to the solution of the
regularized version of PDE , as well as all its derivatives. This allows us to find a solution to
the PDE via compactness arguments and then prove existence and uniqueness solution to
by using .

Let us observe that one of the main ingredients to derive a-priori bounds and to prove the
uniqueness in [§], consists in applying the It6 formula to an appropriate C?(R)-function in order
to get rid of the quadratic growth on z. We use an analogous approach in this work. Since the
function f in is not constant the exponential transformation used in [§] is not suitable. We
then consider the one-to-one function ®; (respectively ¥y) defined in Lemma (respectively
Lemma . The function ®¢ (respectively U¢) is not a C?(R)-function, since f is not assumed
to be continuous, thus the classical Backward-It6 formula fails. Nevertheless we can apply the
It6-Krylov change of variables for BSDE introduced in [4, Theorem 2.1] to overcome this situation.
It is important to mention that the condition on f does not include the class of constant f. This
case is under investigation in our companion paper [36] and constitutes an improvement of the
existence and uniqueness results in [8].

Secondly, in the one-dimensional setting, assuming that the diffusion is globally Lipschitz con-
tinuous in y and Holder continuous in x with Holder exponent bigger than %, we show that
pathwise uniqueness holds for the system and hence the existence of a unique strong solution
to (1.1)) (see [2]). Such result is surprising in the theory of forward-backward SDEs, due to the
very mild conditions imposed on the coefficients. The strategy used in this paper is based on an
occupation time formula (see [33] B1]).

In the case of multidimensional SDE with diffusion coefficient reduced to identity matrix, we
investigate the smoothness of the unique strong solution to the QFBSDE in the Malliavin sense.
We show that the solution is Malliavin differentiable in [0,7" — 4] for all § > 0 such that 6 < T
(compare with [22]). There are several works dealing with Malliavin differentiablility of QBSDE
(see for example [I]). Our approach in showing the Malliavin differentiability of the QFBSDE
is different from the ones in the existing literature on FBSDEs. Since the drift of the forward
equation is irregular, we use both a decoupling field and an approximation arguments to show that
the solution of the forward equation is Malliavin differentiable. The Malliavin differentiability of
the BSDE then follows.

Let us now introduce some notations for later use. For T > 0, fixed, d € N\{0}, p € [1,00), we
denote by:

D V[/I}J’f’dﬂ([O,T[de,R) the Sobolev space of classes of functions u such that u
[0, T[xR? — R, |ul, |9pul, |Vaul, V2 ul € LEH([0, T[xRY, xR);

° S”(Rd) the space of continuous {Fs}i<s<r-adapted R-valued processes X such that
||X||I§p(1gd) = Esupsey, | X [P < oo,
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o HP(R?) the space of {Js}1<s<r-progressively measurable R%-valued processes Z such that
T
”Z”Iq){p(md) = E(ft |ZS|2d5)p/2 < 0.
e S®(R?) the space of continuous {gs}+<s<r-adapted processes Y : Q x [t,T] — R? such
that [|Y [|oc 1= essup,eq supsepe, 7 |Ys| < 00, Vt € [0,T].
e BMO(P) the space of continuous square integrable martingales M with My = 0 such that

| M| grroy = sup,. [[E{M)7r — <M>T/ST]||¥2 < 00, where the supremum is taken over all
stopping times 7 € [0, T);
e Hparo the space of R%- valued HP-integrable processes (Zs)sefo,r) for all p > 2 such that
Jo ZsdBs € BMO(P). We define || Z||3,,6 = || [ ZdB| moe)-
For a function u we define osc(u) by osc(u) := max(u) — min(u).

The main assumptions of this work are the following

Assumption 1.1. The coefficients b: [0,T] x R x R xR — xR?, g : [0,T] x R? xR x R — xR,
o:[0,T] x R* x R — xR gnd ¢ : R? x R are Borel measurable functions and satisfy: There
exist constants A, K Ky, X > 0 such that

(H1) ¥t € [0,T],¥(z,y, 2) € R x R x Rx4
bt z,y,2)| < AL+ [y]), ot z,y)| <AL+ [y]),
lg(t, 2,9, 2)] <AL+ [yl + F(»)l217), ()] < A,

where f : R — Ry, is locally bounded and globally integrable on R and such that f(y) <
f(lyl) fory € R.

(H2) V€ € RY, (€ a(t,z,y)€) = NE[*, a=o0™.
(H3) For all (t,x,y,2), (t,z,y,2") €[0,T] x R x R x RI*d
l9(t,2,9,2) = glt, 2,5/ 2 < K (14 F(ly =5/ P) 12 +12)) (Jy = o' + 12 = 21]).

(H4) For all (t,z,y,2), (t,z,y',2") € [0,T] x R? x R x R4*4

la(t, z,y) —a(t,z,y')| < Kly — /|

|b(t,x,y,z) - b(t,x,y',z’)| < K(|y - y/‘ + |Z - Z/|)
H5) For all (t,z,y), (t,2',y) € [0,T] x R4 x R
Y Yy
la(t, z,y) — a(t, 2", y)| + [6(x) — ()| < Kolz — 2'|*, for ag € (0,1).

Let us remark that the condition (H3) will only be used to establish both the uniqueness in law
and the pathwise uniqueness to the FBSDE ([1.1]). This condition is not needed for the solvability

of PDE (T.3).

We now give definitions of the notion of solution to the system (1.1]). We start with the definition
of a strong solution.

Definition 1.2. For a given standard set-up (Q,§,P,F = {Fsh<s<r,B), a triplet process
(Xb® YP® Z8%) s said to be a strong solution to ([1.1)) if the following are satisfied

1. (Xt YHe Z45%) s an F-adapted process, and X% Y4% are continuous, such that

T
IE{ sup | X572+ sup |Yst’z|2—|—/ \Zﬁ’m\zds} < 00;
sE[,T] sE[t,T] t
2. (X2 Ybe Z6%) satisfies (1.1)) P-almost surely.
Next we give the definition of a weak solution.

Definition 1.3. Let (Q,5,P,F = {Fs}i<s<r,B) be a standard set-up. The tuple process
(Q,5,P,F = {Fs hi<s<r, B, X", Y1% Z8%) s called a weak solution to (L.1)) if

1 (Xte yhe 787) € 82 x 8% x H?;

2. P-almost surely (X"*, Y4 Z0%) satisfies (1.1)).

The following definition is the notion of “weak BMO solution”.
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Definition 1.4. Let (Q,5,P,F = {Fs}i<s<r,B) be a standard set-up. The tuple process
(Q,5,P,F = {Fs hi<s<r, B, X"®, Y47 Z0%) s called a weak BMO solution to (1.1)) if

1. (Xt,wjyt,szt,w) c 82 X 8™ % HBJVIO;'

2. P-almost surely (X4, Y4 Z0%) satisfies (1.1)).

The main results of this work are the following: weak existence and uniqueness in law of the
solution of the QFBSDE (1.1]), existence of unique strong solution and Malliavin differentiablility
of the solution to the QFBSDE (1.1)).

Theorem 1.5. Suppose Assumption is satisfied. Then the QFBSDE (1.1)) has a weak solution.

Theorem 1.6. Suppose Assumption|1.1|is satisfied. Then uniqueness in law hold for the solution

to the QFBSDE .

Theorem 1.7. Suppose that d = 1. Suppose Assumption is valid with ag > 1/2. Then for
every 6 > 0 there exists a unique strong solution to the QFBSDE (1.1) on [0,T — 8]. Moreover,
by the continuity of the solution, and growth of the coefficient pathwise uniqueness holds on [0,T].

In order to prove Theorem we first observe that the QFBSDE has a weak solution.
Using the Yamada-Watanabe theorem for FBSDE (see for example [2] or [3] Corollary 3.3]), we
only need to prove the pathwise uniqueness. This strategy is standard in the theory of SDEs (see
for example [33] [31]).

Next we assume that the diffusion is the identity matrix. i.e., 0 = Ijxq4, where I ;.4 denotes the
identity matrix on R%. As a result, the QFBSDE has a unique strong Malliavin differentiable
solution (Compare with [22]).

Theorem 1.8. Suppose Assumption |1.1] are satisfied. Suppose in addition that the diffusion is
the identity matriz. i.e., 0 = Igxq. For every § > 0, the QFBSDE (L.1)) has a unique strong
Malliavin differentiable solution for allt € [0,T — ] for T > 0.

Finally we give the dependence with respect to the initial parameter.

Proposition 1.9. Suppose conditions of Theorem are valid. Let (X%, Y*% Z%%) be the
unique strong solution to the QFBSDE (L.1) and let p > 0 be an integer. Then there exists a
constant C' only depending on 0 and the coefficients of the equation such that

EJIX; = X022 ] <C(Js1 — a2 + [t — aP/2 + |2y — 2P, (1.4)
Ry — Y2 p) SC(|51 —solP/? |ty — talP/? 4 |z — x2|p)7 (1.5)
B[ 250" = 227 0) <C(Js1 = safP ™4/ 4 [ty — 1P/ 4 |y — g™ ) (1.6)

for all sq,82,t1,t2 € [0,T — 6] (T > 0) for all x1,x9, where ay is given in Theorem .

The remainder of the paper is organized as follows: in Section [2] we first provide a-priori
estimates of the solution in the regularized framework which will enables us to establish the weak
solution to PDE (1.3)). Section [3|is devoted to the proof of weak solution to the FBSDE (|1.1)
whereas Section [4] is concerned with the proof of the preliminary results on the solvability of the
PDE The paper ends with an appendix in which we give some auxiliary results.

2. PRELIMINARY RESULTS

As pointed out earlier, the proof of the main results rely on the decoupling field technique. As
in [8], the main idea is to find a solution the PDE (1.3) in a suitable set.

2.1. A priori estimates. It is well known that, when the coefficients b, 0, g and ¢ are smooth, i.e.
infinitely often differentiable with respect to the variables ¢, x, y and z, bounded and with bounded
derivatives of any order, the associated PDE has a unique bounded solution denoted by u and
such that d,u, V u, Vfcvzu are all bounded and Holder continuous on [0, 7] x R? (see for example
[21]). Moreover for an arbitrarily chosen standard set-up (Q,§,P,F = {Fs }i<s<7, B), there exists
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a unique strong solution (X%, V4% Z4%) to the FBSDE (1.1)). In addition, the following relations
hold (see [14])

Vse[t,T], u(s,X")=Y5L" Vselt,T, Vu(s,XL")=ZzZL" (2.1)
Let (bn)n>1, (0n)n>1, (gn)n>1 and (én)n>1 be sequences obtained by standard mollification of the
coefficients b, o, g and ¢, respectively. Then b,,0,, g, and ¢, are smooth functions with compact
supports. One can show that the sequences b, 0, and ¢, satisfy Assumption [1.1] uniformly in
n. In addition, (b,)n>1, (0n)n>1 and (¢y,),>1 converge respectively to b, o, and ¢ in the following
sense: For a.e. (t,x) € [0,T] x R?, ¥(y,2) € R x R? (b, an, = 0,0%)(t,2,y,2) — (b,a)(t,z,y, 2),
¢n — ¢ uniformly on compact subsets of R%. Let us now focus on the sequence (g,,),>1. Consider

the four mollifiers (¥,)n>1, (V) )n>1, (V2)n>1, (3 )n>1 defined respectively on R, RY R, R by

Un()  =cnp(n|-)),  ¥n() = canep(n] - ),
Un() = cndo(n]-]), ¥i() = cando(n] ),

where Vz € R, () = exp(1/(|z|> — 1))1j0,1(|#|) and ¢, c1, ¢z, c3 are four constants of normaliza-
tion. For an extended function g in I' = R x R? x R x R?, we define g, by:

gn(t,x,y,Z) = Ag(t — 5T — xl,y - yla Z = Zl)wn(s)qp}t(xl)wi(yl)wi(zl)dexldyldzl

Lemma 2.1. There ezists a constant C > 0 such that the sequence (gn)n>1 satisfies the following
inequality:

90t 2,,2)] < CAQL+ Iyl + Ful) (27 + ),

where the sequence (fn)n>1 stands for the mollifier of the function f. Moreover, the sequence
(gn)nen converges to g in (t,x) a.e. and locally uniformly in (y,z) € R x RY.

Proof. From the definition of g,,, Assumption (H1) and the Fubini theorem, we obtain

|gn(t7$7ya Z)‘ S‘/ |g(tL — 5T — xla y— y17 Z— Zl)l/Jn(3)1#711(551)7/’2(@1)1/}2(21)|d5d$1dy1dzl
N
SA/ (L+ 1y — '+ Fly—yH)lz = 2'2) Y (8)vs (@2 (y)yd (21 dsdzt dy' dz!
r
<AL+ ]y + A / 62 (5 )yt + 242 / Fy— v R (M) dy!
R R
LA / Py — )2 P2 (51 (<) dytdz!
RxRd
1 2 2
A1+ (1 + )+ @R + 5 £0)) < AL+ Iy + f@) @2 + ),

which prove the first statement. On the other hand, it is well known that there exists a negligible
set N € B(R¥Y) ie. pugy1(N) = 0, such that V(t,x) € N¢,¥(y,2) € R x RY,

| [ otsa . 20nlt = 90kl - a')dsda ~ gltap.2)| < /2

where 14,1 stands for the Lebesgue measure on R4+, Moreover, since g(t,r,-,-) is uniformly
continuous on compacts, for all €/2 > 0, V(¢,z) € N there is n > 0 such that for (y, 2), (y/,2') €
R x R4, satisfying |y — ¢'| + |z — 2/| < n we obtain |g(t,z,y,2) — g(t, 2,9, 2")| < €/2. Therefore,
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for n large enough

lgn(t, 2, y,2) — g(t, 7,9, 2)]
—‘ / (s,xt,yt 21) = g(t, 2, y, )|t — s (x — 2 )on (y — y ) (2 — Zl)dsdxldyldzl‘

< /[g(s, alyt 2t = g(s, 2t y, 2) | (t — sy, (z — 2" )i (y — y' )y (2 — 2" )dsda' dy'dz!
T
+ / [9(s, 2y, 2) — g(t, @y, 2)|n (t — s)¢p (x — 2')dsdz!| < e/24¢/2.
Rd+1
This ends the proof. 0

We are now in position to derive some a priori bounds of the function u solution to PDE (1.3)), its
derivatives (0yu, V,u, V2, u) in terms of coefficients that appear in Assumption These controls
will be given as a series of Lemmas and will allow us to introduce a regularization procedure.

Lemma 2.2. Suppose Assumption holds. Then there exists a constant Y1) depending only
on A, \, T and the norm L'(R) of the function f, such that

V(t,x) €[0,T] x RY,  |u(t,z)] < YW,
Proof. See Section [ O

Lemma 2.3. Suppose conditions of Lemma are in force. Then there exist constants aq, T2 >
0, depending only on parameters appearing in Assumption such that for all (t,x),(s,y) €
[0,T] x RY,

Ju(t, @) = uls,y)] < T (Jt = 5|2 + 2 —y|*2), az =agAan.

Proof. See Section [ O

Lemma 2.4. There exist constants as, Y > 0, depending only on parameters appearing in
Assumption such that, for all (t,z) € [0, T[xR%,

Vou(t, )] < TE(T — ¢)(F1+ee)/2,
Proof. See Section [ -

The proofs of the following Lemma can be found in [8, Section 7].

Lemma 2.5. There exist constants ay, ¥ > 0, depending only on parameters appearing in
Assumption such that for all (t, ), (s,y) € [0, T[xR%t < s,

Vou(t,z) = Vau(s,y)] < TO(T — o) T 2(|t — |20/ 4 [ —y|*).

Lemma 2.6. Let p > 1. There exists a constant as €]0,1], depending on parameters appearing
mn Assumption (and not on p) and a constant T(5)(p) also depending on the same parameters
such that, for all R > 1,6 €]0,T],¢ € RY,

T
[ ]9 s ot + 1V s, Pdsdy < T ()oRe,
T-6 JB((,R)

Proof. See Section [ O

2.2. Solvability of PDE (1.3). This subsection is devoted to the solvability of the PDE ({1.3).
Let us once more stress the fact that, the proof of the existence of solution to QFBSDE does
not require an a priori uniqueness result of solution to the associated PDE (1.3)). This condition
is however required in the proof of the uniqueness of both the FBSDE (see the proof of Theorem
in Section [3) and the PDE (see Theorem [2.7).

We recall that Wﬁ(’i’dﬂ([O,T [xR4, R) stands for the Sobolev space of classes of functions u
such that u : [0,7] x R — R, [ul, [9yul, |Vaul,|V2 ul € L{TH([0, T[xRY,R).

Loc
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Theorem 2.7. Under Assumption the PDE (1.3)) has a unique solution in the space L defined
by

L= {u € C°(Ry—,R) N C*Y(Ry, R) N W12 Ry R),

Jy>0, sup (|u(t,x)| + (T — )27V ult, x)|> < —l—oo}7
(t,z)€[0,T[xR%

where Rp— = [0, T[xR% and Ry = [0,T] x R%.

Proof. Existence of a solution: For every n > 0, we know from [2I] that the PDE with
coefficients denoted (b, a, = 0,0L, gn, ¢n) admits a unique classical solution that we denote by
up, with derivatives by (9, Vatin, V2, u,). In addition, it follows from Lemmas and
2.5 that the sequence (uy)n>0 (respectively (Vi )n>0) is uniformly bounded and equi-continuous
on every compact subset of [0, 7] x R? (respectively [0, T[xR?.) Thus by the Arzela-Ascoli theorem,
there exists subsequences (still indexed by n) (un)n>0 (respectively (Vyuy,)) converging uniformly
on compact in [0, 7] x R? (respectively [O T[xR9) to a limit u (respectively @). It is readily seen
that @ = V,u. Furthermore, Lemma [2.6[ ensures that the sequence (9;uy,)n>0 and (V2 2Un)n>0
are bounded in an appropriate LP space. Thus one can extract subsequences (still indexed by
n) (B¢tin)n>o (respectively (V2 un)n>0) that will converge weakly in LP. These limits are dyu
(respectively V2 u) in the distribution sense. Thus, it is readily seen that the limit u satisfies
almost everywhere the PDE ([1.3)).

Uniqueness of the solution: To prove this statement, we borrow some results from the next section.
Note that, if u,v € L denote two solutions to the PDE , then from it is possible
to associate them respectively to (weak) solutions (2,§,P),,{Fs}i<s<r, B, X"*, V5% Z5%) and
(Q,(3), P, {§s hi<s<r, B, UM, V= Wh) of the QFBSDE (1)), with initial value (¢, z) € [0, T] x
R? (see subsection ). Moreover, from the Markov property of the processes X% and U%* we
deduce that: u(t,z) = E(Y;"") and E(V,}"") = v(t,z) hold for all (t,x) € [0,T] x R%. Hence, the
uniqueness follows from the fact that the processes th and V;t’m have the same law (see subsection

32). O

3. PROOF OF THE MAIN RESULTS
Unless otherwise stated, in the sequel we will drop the superscript for the sake of simplicity.

3.1. Proof of Theorem [1.5 We start by showing existence of the weak solution to the forward
equation. Without loss of generahty, we assume that the initial condition is (0, z). To begin with,
we set

t t
Xt:m+/ E(S,Xs)ds—l-/ (s, X,)dBs, (3.1)
0 0

where, E(S,XS) = b(s, Xs,u(s, Xs), Vaul(s, Xy)), (s, Xs) = o(s, Xs,u(s,Xs)). Our goal is to
prove the existence of a standard set-up (2, {§},P,B) and a continuous {§:}o<i<r -adapted

process X satisfying (13.1)).
Let (2, {§},Q, B) be a stochastic basis. Using assumptions (H1), (H2) and the boundedness of
U (Lemma it is well known that the SDE

t
X, = er/ (s, X,)dB, (3.2)
0

has a unique weak solution (see for example [I5]). Define the function 6 by 6(t,z) :=
b(t,x)51(t,x). Then 0(t, X;) is a bounded process and the process

g, /HSX dB—f/|03X|ds) >0, (3.3)

is a martingale under Q. Therefore from the Girsanov’s theorem, the process

t
B, = Bt—/ 0(s, X,)ds, (3.4)
0
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defines a Brownian motion under the probability measure P, defined by dP := =Z;dQ. Substituting
into (3-2)), one sees that, the triple (X, B), (2, ,P), {3:} is a weak solution to (3.1)). Moreover,
thanks to assumption (H1) and Lemma one can show that E[supg<,<r | X:¢|*] < co.

Let us now turn to the proof of a weak solution to the BSDE with parameter (¢, g). Recall that
u € W20, T[xR?,R) is solution to PDE and set V; = u(t, X;) and Z, = Vu(t, X;).
For every R > 0, we define p(R) by p(R) := inf{t > 0,|X;| > R} AT(1 — 1/R). By applying the
It6-Krylov formula for all ¢ € [0, p(R)] (see [18, Ch 2, Sec 10, Theorem 1]) we deduce that

th - Yp(R) = ’U,(t, Xt) - U(p(R)7 Xp(R))
p(R) p(R)
— [ g X s, X), V(s X)ds = [ (Tau(s, X.). (s, Koo, X.))dB)
t t

From the definition of p(R), the integrability over [0, 7] of the driver is granted P-a.s., and thanks
to assumption(H1), Lemmas and the above stochastic integral is well defined. Thus,
by letting R — oo, p(R) — T a.s., and due to the regularity properties of w, (continuity and
boundedness), the continuity of the process X in T, and the local boundedness of V,u, we deduce
that

T T
Yi = o(Xz) + / 9(5, X, Yo, Z,)ds — / (Z,0(5, X0, Y2)dB,), (3.5)
t t

with Yy = u(s, Xs), Zs = Vyu(s, X;). Hence, from Lemma ﬁwe obtain E[supg<; < [Yi[] < T
and from the proof of Lemma (see (4.5))), we have IEfOT |Zs|?ds < 0o, P-as.

On the other hand, for any §;-stopping time 7 < T, applying the It6-Krylov formula for BSDEs
to the function ¥y in Lemma [B.2]and using (H1) and (H2), we deduce that

T
1
Wy (¥l) = U (¥ + [ [senVR(YaDg(s, Xer Yiu Z2) = SUG(Vallals, X, Vo) 2.

T
- / sgn(Yo) W) (|Yal) Zoo™ (s, X, Y2)AB,

T

T
<wslvel) -5 [ (WH0%D - SV (YD) Z s + A [ wp(v+ IYapds

T
- / sen (Y)W (Ya]) Zoo™ (s, X, Y2)dB,,

Remark that the above stochastic integral is well defined since E[supg<;< [Yi] + fOT |Z,|2ds] <
co. In addition, using the properties of the function ¥; (see Lemma and taking the
conditional expectation with respect to §; on both sides of the above inequality, we deduce
that there exists a constant Y(6) only depending on parameters in the assumptions such that

E [fTT |ZS|2ds‘ST} < Y®) Thus Jo Z+dB; is a BMO-martingale. The same reasoning is also valid

for any initial condition of the form (¢,z) € [0, 7] x R

Therefore, we have shown that the tuple (Q,{F}, P, {Fs }i<s<r, B, X, Y, Z) is a weak solution
to FBSDE (1.1)) with initial condition (¢,z), in the sense of Definitions and This ends the
proof. O

3.2. Proof of Theorem The proof of the uniqueness in law of the weak solution to the
QFBSDE relies on the so call weak decoupling method as developed in [§].

The next result gives an L? . bound of the second order derivative of the solution to the PDE
. It is similar to [8, Lemma 4.1] and its proof uses Krylov estimates (see [I8, Ch.2, Sec.3
Lemma 1]).

Lemma 3.1. Suppose that conditions of Lemma [2.3 are satisfied. Let
(€, (8),P, {S+}o<i<r, B,U,V,W) be a solution to the FBSDE (l.1) with initial condition
(0,2),z € R Define 7(t,r) := inf{s > t,|Us — U| > r} AT, with r > 1. Then there exist
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constants v €]0, 1], cmd_C’(p), depending only on known parameters appearing in Assumption
such that for all p > 1,P-a.s.,

7(t,r)

| / (T — 5)1=P[V2, (s, U, [P)ds

Proof of Lemma|3.1] Using Lemma we know that for § < a5, the function (T —
NI=PP|V2 P € Lflotl([() T] x R4 R). Then, it is possible to build a sequence (¢, )n>1 of con-
tinuous non-negative functions with compact support such that ¢, — (T' — -)(1*ﬂ)p|V§’mu\px in
the L4+1([0, 7] x R%)-norm, where x : R? — [0, 1] is a smooth cutting indicator function. Recall
that under the probability measure P, the process U is an Itd process with bounded drift (con-
fer (H1) and Lemma [2.2]) and uniformly non-degenerate and bounded diffusion matrix (Confer
(H1),(H2)and Lemma.

It follows from the definition of 7(¢,r) and the Krylov’s estimates [I8, Ch,2, Sec.3, Theorems 3
and 4] that there exists a constant C only depending on d, A, A and T such that

@t] < C(p)(T — t)V/at1pd/d+t,

& / - )2 (s, U)X (5, Us) = a5, Us)]ds| 3] |

T
B[ =)0 IV o U x (U = U5
1/(d+1)
o[ [ 1= 9019t it n) -t asaa] " g
]Rd
Using the definition of 7(¢,7) and the Fatou’s Lemma, we deduce for every n > 1
B T(t,r) B
B[ vl U)asf5]
t
T —
< E[/ Yn(s,Us) v, —v,|<ryds St]
t
= E[/t Jim oy (s, Us = Up + Zm(Ut)>1{|Ut*Us|§T}d8’gt:|
T
< 11nLinfE[/ Un(,Us — Uy + B4 (UD))Lu—v. <yds gt}
m oo t
— T —
=liminf 1{2%(Ut):I}JE{/t Unls,Us = Up+ @)L, v, <nds[8e], (37)
re2—m7d

where for m € N, the functions X} : z € R — 27™(k + 1) for z €]27™k,27™(k + 1)] and
Yd iz e R (ZL(21), -+, 2% (24)). (Note that, X4 (z) — z as m — o). Apply again the
preceding Krylov’s estimates to the process (Us — Uy)i<s<r and using Theroem we get

a1 1/(d+1)
/ VYn(s,Us — U + )14 ju, - U|<r}d$’3t <C / /( [Vn(s,y + )] dsdy}
B(0,r)
1/(d+1)
/ / A=D092 ul? (s, + 2)x(5, 5 + 2) = Yn(s,y + 2)|*H dsdy]
B(Or
1/(d+1)
+C / / |(T_s)(l—,@)pwi’xuﬁ(s,y+x)x(s7y+m)|d+1dsdy}
B(0,r)
1/(d+1)
/ / $)I=AP|IV2 ulP(s,y +2)x (s,y+x)—¢n(s,y+w>ld+1dsdy]
B(0, 7“)

+ C[C5(p(d + 1))(T — t)rd)t/(d+1), (3.8)
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First substituting (3.8)) into (3.7]) then let n goes to infinity. Then using (3.6) we get

B T(¢t,r)
Bl [T =)0V (s U x (s U

8| < ClCs(p(a+ )T — ri /@,
The proof is completed by letting x — 1 and using the Beppo-Levi theorem. O

Proof of Theorem | Let (Q, (3),P, {&:Yo<t<r, B, U, V, W) be another weak solution to the QF-
BSDE with 1n1t1a1 condltlon (0,z),z € RL Set

vt € [0,T),V; = u(t,U), Wy := Vu(t,Uy),Vt € [0,T].
The strategy is to first establish that (V,W) = (V,W), P-a.s. and then to identify the forward

component of (1.1]) with the SDE given by (3.1)).

Let us remark that (H1) and Lemma imply the boundedness of the drift b. Hence since
u € Wé’f’dﬂ([O,T[de,R), one can apply the Ito-Krylov formula to show that the process V
is still a semimartingale. In order to apply such a formula to the process u(:,U), one needs a
localization argument. For that purpose, let R > 0, Ry > 0, and define

t
p(R) :=inf{t > 0,|U;| > R} AT(1 —1/R) and py(Ry) := inf{t > O,/ |Wi|?ds > Ri} AT,
0
(3.9)
Let 7 < p(R) A p1(R1) be a stopping time. Then using the It6-Krylov formula, we get for all
te[0,7]

d
dVy = du(t,Uy) =0u(t, Up)dt +1/2 > aij(t, Uy, V)O3, ult, Uy)dt
i,j=1

+ <b(t, Ut7 W, Wt), Vmu(t, Ut)>dt + <Vmu(t, Ut)7 O'(t, Ut, W)dBt>7 (310)

Recall that since u is the solution of the PDE (1.3 and W; := V,u(t, U;), we have for all ¢ € [0, 7]

d
atu t Ut Z t Uta‘/t u(tyUt) - <b(t7 Uta‘szt)aku(tv Ut)> _g(t7 Utavvhwt)'

l\D\»—t

Substituting the above into (3.10), we get

d

d‘7t :(1/2 Z (a’Lj (tu Ut7 %) - aij (t7 Ut7 ‘_/t)) aglxju(t; Ut) + <b(t7 Ut7 ‘/tu Wt) - b(t7 Ut? ‘7%7 Wt)? Wt>
i,j=1
—g(t, Ut,Vt,Wt)>dt+ (Wy,o(t, Uy, Vi)dB,), P-as. for all ¢ € [0, 7] (3.11)

Using the definition of 7, (H1), Lemmas and and the Krylov inequalities, the drift term

in (3.11) is well defined.
On the other hand, since V' is solution to FBSDE (|L.1)), we have

dV; = —g(t,Us, Vi, Wy)dt + (Wi, o(t, Uy, V;)dB;), P-a.s. for all t € [0, 7],

from which we get for all ¢ € [0, 7]

d
d(V - V)t = _1/2 Z (aij (ta Ut7 ‘/t) - aij(tv Uta ‘ZE)) 6§i$ju(t? Ut)dt - (g(tv Uta Vvt7 Wt) - g(t’ Ut7 ‘7t7 Wt)) dt
1,7=1
— <b(t7 Ut, ‘/t, Wt) — b(t, Ut, ‘_/ta V_Vt)7 Wt>dt + <Wt — Wt, O'(t, Ut, ‘/t)dBt> (312)

Let ¢ € [0, 7], applying It6-Krylov change of variable formula for BSDEs (see [4, Theorem 2.1]) to
the function @ defined in Lemma [B.T} we get
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(Vi — Vil)
r d
:(I)f(|v7' - V‘r|2) +/ (I)}(“/s - ‘7s|2)(‘/s - ‘75) Z (aij(S, Usv ‘/s) - aij(sa Us, Vs)) aimju(sv Us)ds
t ij=1

+ 2 (I)}(|V9 - ‘73‘2)(‘/3 - Vs‘) (g(sa US7 Vsa We) - g(s, U87 Vea We)) dS

T

+ 2 ¢,f(|‘/s - ‘78‘2)(‘/3 - ‘78)<b(87 Us; ‘/87 Ws) - b($7 Usa ‘737 WS)? Ws>ds

T

=2 [ ®Y(|Vs = V5*)(Vs = Vo) (W = Wy, 0(s,Us, V;)dBy)

— — —

— /tT (I)/f(IVvS — ‘75|2)<Ws - Ws,a(stsa‘/s)(Ws - WS)>dS
- 2/T CI)/f/(H/s - Vs‘2)|‘/s - ‘7s|2<Ws - sta(stm ‘/s)(WS - WS)>d8
=0,(|V; = Vo) +T(1) + T(2) + T(3) + T(4) + T(5) + T(6). (3.13)

Using (H4), we get
T — —
T() < K / OV, = Gi)|Vi — Va2V, u(s, U, )l ds. (3.14)
Using (H3), we get

7(2) S2K/t (Ve = Vi) Ve = Vil (L F(IVe = VAP) (W] + WD) (Ve = Vil + [W — We[)ds

S2K/t (Vs = ViP)IVe = Vil (1 + F(IVs = V) (IWs = Wi| + 2{W ) (IVs = Vi| + W, — W|)ds
(3.15)

Using once more (H4), we get

T(3)<2K/t @}(IstVsIQ)\Vs—ZIQIWSIdSJr?K/t O (|Vs = V)|V = Vi|[Ws — W |[Wi|ds

(3.16)
It follows from the properties of ®,,V,V,W,W and o, that T} is a square integrable martingale
(see (3.22)) and we write

T4):= f/t 20 (|V, — Va?) (Vs — Vo) (W — Wy, 0(s,Us, Vi)dBy) = f/t dM;. (3.17)
Using (H2), we get
7(5) < -3 [ (V. - LWL~ W, Pas (3.18)
Using (H2) and Lemma [B.1] we have

T(6) < —A/ 26|V = VP [Wy = WP f(|Vs — V)@ (|V; — Vi[?)ds. (3.19)
t
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Substituting (3.14)-(3.19) into (3.13) and using the Young inequality repeatedly and the fact that
V and V are bounded we get

(Vi — Vi) —&-)\/tT (14 26|V — Va2 £ (Vi — Val2)) B (Vs — Ta[2)| W, — W 2ds
<@V, - V- ) + c/T (L4 Wl + [ Vagu(s, Us)|) @ (Vs = Vi) [V — Vil?ds — /T .
' t
w28 [ WSV = T)Ve = VW = Wids 4 26 [ 050V, = VPV = Vi1V = Vo)W, = s
+2K/; (Ve = Va2)IVe = Vil £V = Vo)W, = Ws|zds+4K[ B (Vs — TPV — Vo1 (1Va - Vo) Wolds
+4K/j (Ve = VeP)IVe = Vel F(IVa = Va?) W |W = Wi ds.

Using the boundedness of V' and }7, the local boundedness and positivity of f, it holds that there
exists My > 0 such that f(|Vs — V4|?) < M; and the Young inequality yields

B A/; (1426l Ve = VP (Ve = V") @7(Va = Vi) [We — Wif*ds
<oV, =)+ [ (4 0+ 1920, 00) 9301V, TPV, = Vs~ [,

+2K/t7 (Vs — Vi) (er|Ws — Wi | + é“fs TR+ WD

+2K/t7 O (Ve = Va)Va — V2L (Vi — Vi) (2 W — W2 + é)ds

+2K/tT<I)/f(Vs—‘7s|2)f(|Vs—VS|2)|Ws_W82(63+613Vs_‘_/s|2)ds

ST A AR A AR AT

t

+AKM, /tT o4(|V; _‘75\2)(i\Wsl2le LT 4 sl — W)
SV D e / (L4 Wl + Wl + [V2,u(s, U)]) (Vi = Vof2)IVs = VaPds - / an,

+ 2K /T(Gl + 2Meq +€3M1)‘I’}(|Vs V)W, — W, [2ds

t

T 1 _ _ _ _
2K [ (et DBV = Vi)V = VAV, = V)W, = W, P,
t .

We recall (see Lemma [2.4) that for all ¢t < s < T, W, = V,u(s,U,) is bounded by TG)(T —
s)~1tes/2 (TG a3 > 0). Applying once more the Young inequality, it holds that there exists a
constant C := C., , x,m, such that:

By (Ve Vi) + 20 [ (L 200V = VAPV = Vi) @5 (Vi = VoW, = W
t
<O(Ve = V) C [ (L4 (@ =97 4 V(s U)) BV = TPV = Vs — [ an,
t t

+ 2K/ (€1 + 2Myes + €3 M) (|V, — Vo|?)| W, — W, [*ds
t

T 1 _ _ _ _
+ 2K/ (e2 + =)@ (IVs = Va)Ve = VaPF(IVi = Vil?) W — W Pdls.
t 3
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D _ A _ A
Thus choose €1 = 5=, €3 = TRV €4 = SR

D4(|V; = Vi|?) + A/ (3/4 4 26|V, = VP F([Vs = V&%) @ (1Vi — Vi)W, — W,|?ds
t
<OV, = Vi) +C [ (1 (0= 97 4 Vs, U)]) @ (Ve — VPV, — VPrds = [ da,
t t

T 1 _ _ _ _
20 [ eat DBV = Vi)V, = VPV = VaBIW, = Wi P
Choose now £ = A\~ !(ex + é)K, and use Lemma to get

B(Vi — Vif2) +3A/4/ (Ve — V)| Ws — W, 2ds
t

<O;(|V; = V) + c/ (14 (T —s)~ "t + V2 u(s,Us)|) @4(|Vs — Vi?)ds — / dM,. (3.20)
t t
Fix t € [0, T[ and multiply both sides in (3.20) by 1<, to get

Ly @ (Ve = Vi) + 30 /Al <y / O (|Vy — Vo)W, — Wi [*ds
t
ey @r (Ve = V2?) + Clpp<ry / (14 (T —s)7 "4 + | V2 u(s, Us)|) @ (|Vs — Vi[*)ds
t

S P / dM;. (3.21)
t

Let us now focus on the martingale expression in the above inequality. Using the boundedness of
V and V, the linear growth assumption of the diffusion coefficient, the local boundedness of the
gradient and since (U, V, W) is solution to the QFBSDE (1)) and ®%(z) < exp(x||f|[r1(r)), we
obtain the following bound

T T
E/ d(M), < CE/ W, — W,|?ds < oc. (3.22)
0 0

The above bound ensures that the martingale (M;)o<; is square integrable and its conditional
expectation with respect to §; is zero. Thus taking conditional expectation on both sides of
(13.21), we have

T

Lir<ry® (Vi = Vil?) + 3)/4E [1{t§7}/t D (|V; = Vo[2)|W, = W, 2ds| 3]

<E[Lpcn @ (V; = V2 2)

5|

+CE [l{tgr} / (1 + (T —s)~1tos 4 |Vixu(5, Us)|) Qs(|Vs — Vs|2)d5
t

@t}. (3.23)

Consider 7(t,7) as defined in Lemma[3.1]and set 7 = 7(t,7) A p(R) A p1(R1). Assume without loss
of generality that v < a3 and apply the general Young inequality ab < a? /p+b?/q,1/p+1/qg=1
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to obtain

1{t§‘r}q)f(|‘/t — ‘7t|2) + 3)\/41{tST}E|:/ (b/f(“/s — ‘7;|2)|WS — WS|2dS’§t}
t

SLpezn B[ 2p (Ve = Vo) |5

+Clan B [ (14 (T = 97574 (T = )74 =) 7Vl U (Ve = Vs

5

-

Sl{tgr}E —(bf(|VT _ Vr|2) 3 T I Cl{tST}EI:/ (14 (T — 8)71+'y +(T - S)(*1+7)(177/2)/(177)
L - t

(T =202 (s, U)POD)@ (V. = Vif)ds 3

ez B[ 24 (Ve = Vo) |5

CLuenB[ [ (14 (T = s) 72 (1 PO T (s, U /D)0((V, — Vi)
t

)

Applying Lemma with p = 2(1 — v/2)/~, we have

Ly @r (Ve — Vi) + 3)‘/41{tST}I_E[/t (Vs — Vo|?) | Wy — W, |2ds @t}
SLper B[V = Vo)
+ O[T — )72 4 (T — )Y 4] sup essupy,eq @5 ([Vs — Vil?). (3.24)

t<s<T

We make the following crucial observation: the probability measure P does not depend on R or
R;. Thus, in (3.23) we can successively let R — 0o and Ry — oo i.e., T — T(t,r_). Using the
continuity of ®¢( by considering its representative which belongs to C*(R)), V and V, we obtain

, T . )
By (Vi Vi) + VB[ [ 8V, = TPIW. - W Pds
t

5]
SE |:(bf(|VT(t7’l‘) - Vr(t,r)|2)’§t:|
+C(T — t)7/2 + (T - t)l/d+1rd/d+1] sup essup,eq[®r(|Vs — VS|2] (3.25)

t<s<T

Using the boundedness of ®, the first term in the above inequality satisfies:

E [(I)f(ﬂ/r(t,r) - V‘r(t,r)|2)’§t:| <E {(I)f(‘vr(t,r) - VT(t,r)|2)1T(t,r)<T’§t} +E {(I)f(|VT - VTF)‘&}
< CP ({7(t,r) < T}|3:) + E[cpfqu - VﬂQ)M. (3.26)
It follows from definition of 7(¢,r) that
P({T(t,’/‘) < T}|§t) < I@( sup |Us — Ug| > r|§t>,
t<s<T

with Uy = erfOS b(r,U,, Vp., Wr)errfOS o(r,U,,V,)dB,. In order to estimate the above conditional
probability, we wish to apply a Bernstein’s type of inequality. Since the process (Us — Uy)i<s<r 18
not a continuous local martingale, we use a measure change to remove the drift of (Us — Uy)i<s<r-
In this spirit, define 6(-,U.,V.) := b(-,U.,V.)o = (-,U., V.). Since, (U, V,W) is solution to FBSDE
and using the condition on b,0,U and V', we deduce that # is bounded. Then, the following

probability measure

dQ T.B

—_— = ’ > . .
T = e (go (9)), T>0 (3.27)
is well defined, with

— S _ 1 S
PO = [ 00,0,V 5 [ 100UV P,
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Therefore, the Girsanov’s theorem yields
Byi= B, — / 0(r, Uy, V,)dr, (3.28)
0
is an §,-Brownian motion under Q for all t < s < T. Furthermore
Ug—U, = / o(r,U,, V,)dB,. (3.29)
t

In addition, Q and P are equivalent and using the Girsanov’s theorem and Holder’s inequality, we
obtain

]F’( sup |Us — Uy| > T|§t)
t<s<T

= E% (0 ("0 Lsupoc. 01120 1)

< EQ{exp (CtT’B(—Q))ZBt} i X Q( SupT |Us — Uy| > 7"|3"t)1/2

t<s<

1/4
< E@[exp (gt”}(fzw)) |§t] Y CEQ | exp <6 /tT 16(r, UT,VT)|2dr> |gt] x Q(tilET U, — Uy > r|§t)1/2

It follows from the Novikov’s condition that the first term of the above inequality is finite and
using the boundedness of the process 6, the second one is bounded. Then, we deduce the existence
of a constant C' > 0 such that

IF’( sup |Us — Uy Zr|§t> SCQ( sup |Us — Uy 2r|§t)1/2

t<s<T t<s<T
s . _\1/2
—c( suwp | [ (.U VB 2 1[5
t<s<T | Jy
Using the Bernstein inequality, one can get as in [8, (4.19)]
I@’( sup |Us —Ui| > r’§t> < Cexp(—C3(T —t)7h). (3.30)

t<s<T
Hence from (3.25)) and (3.30]), there exists a constant C' such that
D(|Vi = Vil?) <essup,eq[®@s (Ve — Vrl*)] + Cexp (O 13T —1)71)

+C(T — t)“’/2 + (T - t)l/d+17“d/d+1] sup essup,eq|[Pr(|Vs — ‘_/S|)2] (3.31)
t<s<T

The above inequality is similar to [8, Section 4.3.5]. We can also apply the non trivial discrete
Gronwall’s lemma as developed there. For the sake of completeness, we briefly present it in this
paper. The inequality is also valid for every s € [t,T], hence taking supremum on both
side, we have

sup.essup,cq @ (|Vi = Vif?) < essup,cal®y (Vi = V)] + Cexp (=07 3(T = 1))
t<s<

+ CT — )2 4 (T — )V 41/ 4] qup essup,,eq[®f (Ve — Vi|)?.
t<s<T
(3.32)
Taking r = (T — t)m for a free parameter m > (T' — t)~1, we obtain

1t<su£Tessupw€Q Dy (Vs — Vi|?) < essupyeq @ (|Vr — Vr|?)] 4+ Cexp (—C~'m*(T — t))

+ O[T = )2+ (T — )/ /41 tgugTessupweQ@f(\Vs ~Vi)?].
o (3.33)
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Choose ¢ > 0 such that C[§7/2 +ém®/4+1] = 1/2. For m large enough, 6m®/?+1 = 1/(2C), so that
dm > 1. Hence (3.33) still valid for T'— ¢ =¢

sup  essup,eq r(|Vs — Vil?) < 2essup,eq[®s (Ve — Vo l*)] + 2C exp (—-C~'m?5) . (3.34)

T—6<s<T

Using the properties of the solution uto the PDE (|1.3) (boundedness and Holder continuity) the
above inequality (3.34) can be obtained on the following interval of lenght §: [T'— 26, T — 6], [T —
36, T —268],...,[T — (i+1)6, T —id],...[0,T — N§|,N = |T5t],i +1 < N. In particular (3.34)
is valid on each of these intervals, with the same constant C'. Set

ag = essup,eq @ (|Vr — Vo l?), a; = sup essup,eq ®r(|Vs — Vi?), 1<i<N,
s€[T—i8,T—(i—1)3]
an+1 = sup  essup,eq ®r(|Vs — Vi[?).
s€[0,T—NJ|

It follows from (3.33)that a;11 < 2a; + 2C exp(—C~1m?§) for all i € {0,...,N}.
Applying a version of the discrete Gronwall lemma for all ¢ € {0,..., N 4+ 1} and the fact that
ag is reduced to zero, we obtain:

a; <2C(2° — 1) exp(—C~'m?8) < 2C exp(i(In2) — C~'m?5)
< 2C exp((N +1)(In2) — C~'m?25) < Cexp(CTS ! — C~1m?9).
For m large enough, we have 6—! < 4Cm%+1 In particular, there is a constant C such for all
1€{0,...,N+1}
a; < Cexp(CTmY 4 — C=Am2m =4/ 4+1) = Cexp(CTm 4+t — O tpd+2/d+1),
Taking the supremum over all the indices i € {0,..., N + 1}, we obtain

sup essup,,cq (Vs — Vi|?) < C exp(CTm¥ 4+t — C—lypd+2/d+1y),
0<s<T

By letting m — +o0o in the above inequality, we have

essup,eq ®r(|Vi — Vi[*) =0, for all ¢t € [0, 7). (3.35)
Using Lemma and the continuity of V and V, we deduce from that
P-as., Vt € [0,T], Vi =V;=u(t,Up). (3.36)
On the other hand, using (4) in Lemma [B.I]and (3.24), it follows from that
vt € [0,T[, W, =W, = V,u(t,U,), dt @ P-as., (3.37)

From and , we observe that in order to show Po (X,Y, Z,B)~! =Po (U, V,W,B) !,
its enough to prove that (X, B) and (U, B) have the same law. Under Assumption it is readily
seen that the martingale problem associated to b(-, -, u(-, "), Vyu(-,-)),a(:, -, u(-,-)) is well-posed
(see for instance [38]), we deduce that the distribution of (U, B) under P matches the law of
(X, B) under P. This concludes the proof.

O

3.3. Proof Theorem From the previous result, there exist a standard set-up (2, §, P, F, B)
and a continuous {§; }o<:<7 -adapted process X such that for all ¢ € [0,T],

¢ ¢
Xi=z+ / b(s, Xs)ds + / o(s, Xs)dBs,
0 0

where, E(S,XS) = b(s, Xs,u(s, Xs), Vau(s, X)), (s, Xs) := o(s, Xs,u(s, Xs)). Observe that
under the assumptions of the Theorem, there exists a constant C' > 0 such that for all (¢,z,2") €
0, T - xRxR,§>0

lo(t,x) — a(t,x")| < Clo — 2'|*. (3.38)
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Indeed, let (t,z,2’') € [0,T] x R x R, we have
lo(t,x) —a(t,z')| = |lo(t,z,u(t,x)) — o(t,x’, u(t,z’))]|
<lo(t,z,u(t,x)) —o(t,o’ ut,z))| + |o(t,z',u(t,z)) — o(t,z", u(t,z'))]|
< L(|lz — a'|* + |u(t, z) — u(t,2")]),
and the bound follows from the Lipschitz continuity of u for ¢t € [0,T — 4].

For any continuous semimartingale X, we will denote by L¢(X) the right-continuous version of
its local time at level a. We have the following result

Lemma 3.2. Let X! and X? be two solutions to the SDE (3.1)) with the same underlying Brownian
motion B. Let t € [0,T —§]. Then LY(X' — X?) = 0.

Proof. Assume that, there is t € [0,7],6 > 0 and a set A € §, with P(4) > 0 such that LY(X* —
X?)(w) > ¢ for w € A. Since the map a — L*(X' — X?) is right continuous, then there is § > 0
such that for all a € [0,d], L¢(X' — X2) > /2, on A. Therefore, using the occupation-times
formula and keeping in mind that 2cg > 1, we deduce that:

tA(Xt — X2 X1 X2), +oo i
/ { ’ ) :/ 7L?(X17X2)da2%/ da = +00, on A.
0 0 0

X7 — X2 =
(3.39)
On the other hand, using (3.38)), we obtain
t 1 2yl 2 o~ 1 _ =~ 2112
d(Xt— X2 X1 — X3), (6(s, X)) —3a(s,X3))
= = 2 ds < Ct A. 3.40
[ e eSO A G
Thus P(A) = 0, which contradicts (3.39). Since A was arbitrarily chosen, we conclude that
LY(X! — X?%) =0, P-as.. O

Lemma 3.3. The processes X' A X2 and X'V X? are also solutions to the SDE (3.1)), whenever
X1t and X? are solutions to (3.1). Moreover, (3.1)) has a unique strong solution.

Proof. Lemma [3.2] and the Tanaka’s formula yield
X'wx?=X2+ (X} - X))

t
1
= X7 +/ Lixisx2yd(Xg — X2) + thO(Xl - X?)
0
t t
:th—l—/ 1{X§>Xs2}dXsl_/ I{X;>X§}dX52
0 0

¢ t
:H/ LixisxzydX, +/ Lixrexzpd Xy
0 0
t _ ~ t
=+ / (1{xg>xg}b(8, X3)+ 1{xggx3}b(S>X52))d3 + / (1{X_3>X§}&(37Xsl) + 1{X;§X§}5(57X§))st
0 0
¢ ¢
=+ / b(s, X! v X2)ds + / 5(s, X1 v X%)dB,.
0 0
This proves that X!V X? is also solution to (3.1]). Similarly, one can show that X' A X2 is also a
solution to (3.1). Since X' A X2 and X!V X? have the same law, we have
E|X! - X2 =EX'vX?-X'AX? =0

This implies that X' = X2 and hence pathwise uniqueness. Therefore, from the Yamada-
Watanabe’s theorem, (3.1)) has a unique strong solution. O

Proof Theorem[1.7, Let (X,Y,Z) and (X!, Y, Z') be two weak solutions to (1.1) under the same
underlying stochastic basis (2, §, P, (§+)o<t<r, B). From the uniqueness in law (see subsection
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the following connections hold

Y, = u(t, X¢) Yy = u(t, X{)
Zy = Vu(t, X)) Z! = Vu(t, X})

from the previous lemma, X = X' then,

Y% = U/(t, Xt) }/;1 = U(t, Xt)
Zt = V;E’ll,(t,Xt) Ztl = Vmu(t,Xt)

Therefore, Y = Y! and Z = Z*! O

3.4. Proof of Theorem Consider the function b : (t,z) — b(t, x,u(t, z), V,u(t, z)). There-
fore the forward equation can be writen as

t
Xi=z+ / b(s, X,)ds + B. (3.41)
0

Using (H1) and the boundedness of u, it follows that b is uniformly bounded. Using [27, Theorem
3.3] it holds that has a unique strong Malliavin differentiable solution. The relation
yields that the FBSDE has a unique strong solution.

The function x — u(t, z) is Lipschitz continuous for every § > 0 and every ¢ € [0,T —6]. There-
fore, using the chain rule formula for Malliavin calculus (see for example [10] or [29, Proposition
1.2.4]) we get that Y; is Malliavin differentiable for all ¢ € [0, — 4].

W use both the chain rule formula and [34, Lemma 2.3] to show that Z; is Malliavin differentiable
for all ¢ € [0,T — §]. Consider the function g : (¢t,z) — g(t, z,u(t,x), Vu(t,z)). Choose § > 0
and recall that for ¢t € [0,7 — §], the solution to the PDE (1.3) satisfies V,u(t,2) < Cs. Thus
using the boundedness of u, the local boundedness of f and the growth of g, it follows that the
functions § is uniformly bounded. Let b, be a sequence of smooth coefficients with compact
support and satisfying (H1) that approximates the coefficient b and let Jn be a similar sequence
approximating g. Let (X", Y™ Z™) be the corresponding strong solution to the QFBSDE when
b and § are replaced by b, and §,, respectively. For § > 0, let A} be the process defined by

T—§
n ._
At . t

Z1'dB,. We have the following reprensentation
T—§
A=Y Vi [ XY 2
t
T—5
=-Y,"+Yr s+ / gn(s, X1)dr. (3.42)
t
Then by applying the boundedness of V,u in [0,T — 4], the Girsanov theorem, the boundedness
of § and Krylov type estimate, we have that A7 converges in L? to A; := tT_é Z-dB,.

Taking the Malliavin derivative on both sides of the approximating sequence X™ of X and using
the chain rule, we get

t
D X" = Ijs<ny +/ Db, (r, XD X' dr, (3.43)
where D, is the derivative with respect to the space variable. Iterating the above yields

DX = Iigay + Z Dby (r1, X1) -+t Dybp(rg, X2 )dry ... dry. (3.44)
k=1

s<r <. Srp <t

where the symbol “:” stands for the matrix multiplication.
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Taking the Malliavin derivative on both sides of (3.42) and using (3.44), we get
T-5
DA} = — DY + D, Y] 5+ / Dygn(r, X)) DX, dr
¢
T—6 ¢
=—D, Y+ D Y] s+ / Dygn(r, X])Ds X dr — / Dy gn(r, X)) Ds X dr
S S
DY+ DY

T-6
+/ ngn(r X I{s<t} + Z/ rbn(slanl) peen Dy b (skaX )dsk dSl)dT'

<s1<-<sp<T

/ D, gn(r, X)) I{s<t} +Z/ Dby, (51, X&) ---: Dxl;n(sk,Xg‘k)dsk...dsl)dr

<s1< <8<

T—6
= — DY + DY} 5+ / Dy gn(r, X' )dr
t

T—§ 00
+/ Dy gn(r, X”)(Z/ Dyby(s1, X)) 0o+t Dby (sy, Xg, )dsg . ... dsl)dr
k=1 5<81< <8<
/ Dygn(r, X)) (Z/ Db, (51, X3 ) -+ Dwi)n(sk,ng)dsk...dsl)dr
<s1< <8R <T

T—6
== DY + DsY7_ 5+ / Dy gn(r, X;')dr
t

+—j{ju/n Dafn(sis1, X2 ) Dabn(s1,X2) - 2 Dy (s, X2 )dspsr - .. dsy

k=1 S<31<"'<Sk+1<T—6

— / Dmﬁn(skﬂ,X;lHl)Da:l;n(ShX?l) toe: Dyby (8, X& )dspy1...dsy
=1V s5<s1<-<Sp41<t

LA+ I+ I+ 15

Squaring both sides, using Holder inequality and taking expectation gives:
E(D, A7) <2* (BIL 2] + BB + E(11P) + E[ L + B 1))

We know from [27, Lemma 3.5] that E[| D X[*|?] < C, where C is a positive constant only depend-

ing on t,d, 4, and ||b]|cc.
Since Y* = u,(t, X7') with w, Lipschitz continuous in the second variable, there exists a

constant that we denote again by M depending on the coefficients of the equation and d such that

E[|L*] < M,i=1,2.
Let us now consider the third term. Using the Girsanov transform and the Holder inequality,

we get

I 9
Bl B[] [ Dl X0 ]
- t

—&| /tm Dain(r, By)dr] 25(;:/:_6 b (s, B)aBY))]

Pele( [ e maas)] <ar

j=1

- T—6
<E / D, gy (r, B,.)dr
Ly

where the last inequality follows from [27, Proposition 3.7] (see also [28] Proposition 7]) and the
fact that the Dolean-Dade exponential has finite moments since b, is uniformly bounded.
Next we have the following:
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Claim: Let B be a d-dimensional Brownian motion starting from the origin and g, b, ..., b, be

bounded continuous differentiable functions with compact supports. Then there exists a Universal
constant C' such that

’E[/ Dui(Sns1, B, ) Dabi(s1, Be,) t -+t Dyby(sg, Boy)dsi1 - .. dsldr] ‘
§<81 < <Spy1<T—0

~ 7 n+tl
< O M glloe Ty 1Billoo(T — 6 — 5) 2
B T +1)

(3.45)

This follows from [27], Proposition 3.7]. For the sake of completeness we provide a bit of details.

proof of the claim. We use arguments analogous to the proof of [27, Proposition 3.7]. Let z =
(2] ... 2(D) be a generic element of R? and | - | be the Euclidean norm.
Using the join law of the Brownian motion we have

‘IE[/ Dy(sks1: Boyyy) : Daby(s1,Bay) 1 -+t Dyby (s, By, )dsy . ..dsk+1”
§<81 < <Sk+41 <T-§

n
:‘ / / Dog(Sk+1, 2k+1) H Dgbi(s; — si—1,2i))
§<81< < Spq1 <T—8 JRA(k+D)

=1
X P(Sk+1 — Sny Rk+1 — Z}g)P(Si — Si—1,%; — Zi,1>d21 Ce dzk+1d51 e dsk+1

=gt (s, T, 20) (3.46)

where P(t,z) = (27rt)_d/26_‘z‘2/2t is the Gaussian kernel. Using similar reasoning as in the proof
of [27, Proposition 3.7], we have

k41

CHUT -6 —5)2
r(EL4+1)

[T (s, T, 20)| < (3.47)
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Now, let us consider the expression I4. As before, using the Girsanov theorem and the Holder
inequality, we can write

E[|14]?]

i - N 2
:EHZ/ Dafn(sk1s X0, ) Daba(s1, X20) 5 -+ Db (s X7 ) s - dsl‘ }

k=1 §<51< - <Sp41<T—0
o . B 2
:EHZ/ DyGn(Sk+1, Beyiy ) Da bn ($1,Bsy) -+ :Dxbn(sk,Bsk)dsk+1...d$1’

k=1 S<S1<"'<Sk+1<T75
d T-6
oS [ e maan)
j=1"0

SEH Z/ Dmgn(sk-‘rla Bsk+1)D b (517 ) Dol D’I'B'IL(S]?7 Bsk)dsk+1 ce d51

=1V s5<s1<<sp41<T—06
- d T-6 2 %
« E 5(2/ b (s, B,)dB,) |
P
. R R 4
gCE[ Z/ Dadn(sks1, Bay, ) Dabp(s1, Bay) 1+ : Dmbn(sk,Bsk)dskH...dsl‘ ]
k=1 5<s51<:" <spp1<T—0

>y oy

i,j=101,00,...,0,=1" <51 <sp+1<T— 681‘61

N

]

N

<CE

0 ~.
@ B,
8$e2 n (827 2 )

—

g (817 le)

o - o - 473
x@b%)(s?ﬂB%)...@bw(skﬂ, By, )ds .. dsk+1H . (3.48)

Let us now consider the following term

0 0 =~ 0 - 0 -
W: 7~n ;Bs ;Bs 7B5 7()([]“) 7Bs d
/<81< Coper<T—b 81'61 g (81 1)8Ie2 n (52 2)81:@3 (33 3) Oz (Sk+1 k+1) S1

£;

Repeated use of the deterministic integration by part allows to show that W? can be written
as a sum of at most 22**2 terms of the form

W= / h%(51)h%(52)h§(83) e h%k+2(52k+2)d81 . d52k+2.
<51< <8k 42<T—0

with B € {2ga(,B)i = 1. d} g = L2 and 12 € {200 (,B), ij = 1,...,d}, ¢ =

3,4...,2k + 2. Using analogous arguments, W* = W?W? can be written as a sum of at most
28548 of similar terms of length 4k + 4. This observation together with the above claim yields
0 0 =4
E[ Gn(s1, Bs,) =59 (0, By, )
5<81< <8k +1<T—38 a‘rfl " T 6% " e

. 471
X 8 b(ez)(S;),, )...ib(ek)(sk_;,_l, ék+1)d$1 d8k+1) }

83:43 axgi
98k+8rdk+4 |5 |14 714k T —§— g)2k+2 % 94k+4 (12k+2 n 2k( _ k+1
S (ZECH I bl (T =5 = R E 2N PUsalPHT =6 = s} )
['(2k + 3) ((2k +2)!)z

Thus, we have

dk+424k+402k+2||gn” ||b H%(T 5— )k+1

Bl <CZ ((2k+2))3

SCd(Hgn“oovHBnHoo)' (3.50)

The bound for E[|I5|?] follows in a similar way.

dsp41
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It follows from the above computations that A™ is Malliavin differentiable and we have
E[[Ds A7 *] < Ca((l|Fnlloos 1Bnllo0));
with b, and g, uniformly bounded. In addition, A} converges to ftT_6 Z,dB, in L?() for every
t € [0,T — ¢]. Thus using [29, Lemma 1.2.3], we deduce that ftT76 Z4dBy in L*(Q) is Malliavin
differentiable with E[|D, [’ ZrdBrm < 0.

Now using [29, Lemma 2.3], we conclude that Z; is Malliavin differentiable for all ¢t € [0, T — 4.

The proof is completed.
O

3.5. Proof of Proposition As before we first observe that the function b : (t,z) —
b(t,x,u(t,z), Vyu(t,z)) is uniformly bounded for all ¢ € [0,7 — 6]. Then (1.4]) follows from [28]
Corollary 14]. In addition, we have

Yo = utn, X)),
Therefore using Lemma, we havwe
Y2 Y i, XE) = ulta, X327

§C<|t1 — o7 X - X2 )a (3.51)
and the result follows. One can show (1.6)) in a similar way. d

4. PROOF OF THE PRELIMINARY RESULTS
This section is devoted to the proof of the auxiliary results.

4.1. Proof of Lemma Let us consider the Wl’Q(R) function ®¢ in Lemma Then

loc

applying the It6-Krylov formula for BSDE, we have

T T
1
BV = (V) + [ sen)B( Dotr X, Ve Zodr = 5 [ @HQYDIZPlatr X, Yo)ldr

T
—/ sen(Y,)(|Y; ) Zoo* (r, X, Y, )dB,.
S

Using assumptions (H1),(H2) and the fact that ®;, @, &% > 0, we deduce that

T )\ T
B(|Va]) < ®p(Y2) + A / (V)1 Y]+ F¥ )12 2)r — / (|, )| Z, Pdr

T
7/ sgn(Y,) 4 (1Y, ) Zp 0™ (r, X, Y, )d B,

T T
— (v + [ (ASVDIOYD - FUHID) 2P+ A [ Y+ Yil)ar

T
7/ sgn(Y,) @4 (1Y) Zpo™ (1, X, Y, )d B,..

Using Lemma for k = 2A/)\, we obtain
T T
Dp([Ys]) < @4(IY7)) +A[ % ([Y;]) (1 + Ile)dT—/ sgn(Y; )@ (1Y) Z0" (r, X, Yy )d B, (4.1)

Again, from Lemma there exists a positive constant C' only depending on A and
exp(&||f[|z1(w)), such that

T T
B(Ya]) < By(Yr]) + OT + C / B(|Y, )dr — / sen (V)8 (Y, ) Zoo™ (r, X, Y,)AB,.  (4.2)

Since (X,Y, Z) is a solution to (L.1]), using Lemma[B.1]and (H1), we see that the stochastic integral
in (4.2)) is square integrable, and in particular, its conditional expectation vanishes. Therefore, by
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taking conditional expectation on both sides of (4.2) and since Y7 is bounded and ®; is increasing,
we obtain

By (1Y.)) < E[@y((¥el) + CT +.C [ @ (¥i])dr

5| (4.3)
Hence the classical time inverse Gronwall’s inequality yields:
4(|Ys]) < C(T A [ fllLrmy),  dP-aus.

Therefore, since @ is increasing and invertible with <I)J?1 increasing, locally Lipschitz and with

<I>J?1(0) = 0 (see Lemma i we deduce that there exist a constant Y() only depending on A, \, T’

and the L'-norm of f such that
Yol <07 (CT A Ifllm)) TV, dPas. (4.4)

On the other hand, we consider the function W ¢ in Lemma and define the following stopping
time 7,, == inf{s > 0, [; |9 (Y;)?|Z,|?dr > n} AT, for n > 0. Since the map z — W¢(|2]) belongs
to Wlf)’cz(]R), by applying once more the It6-Krylov formula for BSDE, we obtain for any s € [0, T

SN\Tp

SATn 1
)+ [ s 0w (v bt X,z — 5 [ WY a X 12 ar

Vi (IYol) =9 (IYsnr,

SATh
— / sgn(Y, )V (|Y,|) Zpo™ (7, X, Yy )d B,
0

From assumptions (H1) and (H2), we deduce

SATn )\ SATh
Vs (|¥o]) < ‘Iff(leml)ﬂLA/0 V(| DA+ Y] + f(Y)IZ,*)dr — 5/0 ViV, )IZ | dr

SATp
— / sgn(Y, )V (|Y; ) Z0" (7, X, Yy )d B,
0

SATh A , SATn,
Vo [ (ARDRYD = U0 ) 12, Par & [ WD+ i har

SA\Tn,
_/ sgn (Y)W (|Y,)) Zeo* (r, X, V;)dB,.
0

Choosing k = %, in Lemma we obtain

)\ SNATp SATp,
D) < Vo )= 5 [ 2 Par e [T v ¥ D

SATn
_/ sgn (Y)W, (Y, ) Zeo* (r, X, V;)dB,.
0

Therefore, taking expectation on both sides of the above inequality and using the fact that ¥ is
positive, we get

)\ SNATn )

SB[ 1z par <Bus vy,

Using the growth of both ¥y and ¥ (see Lemma [B.2) and we deduce

SATn T
E/ |Z,|?dr < CE <|Ysm|2 +/ 1Y, |(1 + |Yr|)dr> )
0 0

Thus, from the boundedness of the process Y obtain in (4.4) and the application the classical
Fatou’s lemma we deduce that there exist a positive constant that we will be denoted by T™) and
depending only on A, A\, T and the L'-norm of f such that

T
>+AE/O V(Y ) (1 + Y, )dr

T
IE/ |Z, |2 dr < YD), (4.5)
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In particular, combining relations (4.4), (4.5) for s = ¢t and relation (2.1)) we obtain the desired
result. The proof is completed. O

4.2. Proof of Lemma The proof is based on an extension of the Krylov and Safonov theory
of linear parabolic PDE with a non-degenerate, discontinuous diffusion matrix to quasi-linear
parabolic PDE. By following the scheme developed in [7, Theorem 1.1] with a slight modification,
to prove the function u is uniformly Holder continuous it is enough to show the subsequent bound

oscay (@) < 10 (255 ) ot o) + RRalt)). (45)

with

)

Qe (R) = {(s,y) €0,T] xR0 <5 -1 < R, max |y — x| < R} :

wo(t, x) 1= max (OSCQ(t.m(Ro(t))(Eu))
Ro(t) := (T — t)'/2,
However the bound (4.6 follows by a combination of [9, Lemma 13.5] and the following bound
0SCQ, . (R) (u) < 170SCQ, .\ (2R) (u) + CR?. (4.7

with 7 € (0,1) only depending on A, A, d and T. Next we show that holds.

Since the coefficients b, o, ¢ and g are assumed to be smooth thus, the associated PDE has
a unique solution u € CH2([0, T[xR%,R). Using Lemma and assumption (H1), the diffusion
coefficient ¢ is uniformly bounded. Furthermore, using assumption (H2), the following SDE

X, =x —|—/ o(r, X, u(r, X,.))dB,, (t,z)c[0,T] x R? (4.8)
t

has a weak solution (see for instance Theorem 1, Paragraph 6, Chapter IT in [I8]) that we denote
by (2, §,P, B, {Fs}i<s<r, X). It follows from the It6’s formula that the couple (Ys, Zs)1<s<, (with
Y and Z given by (2.1))) satisfies the following BSDE

Y, = u(r, X,) + / 0 (r. X, Yy, Z,)dr — / Z,0"(r, X,.,Y,)dB,.
s s (4.9)
Vs € [t,7] and E[/ (X, + Yl + |Z,[2)ds] < oo,
t

up to an {Fs }r<s<r-stopping time 7 such that:

Im©@ >0, P{sup X, <mO}=1,

t<s<t

and for all (¢,z,y,2) € [0,T] x R? x R x R, where g (t, z.y.2) = 2b(t, z,y, 2) + g(t, z,y, 2).
Fix v € R*, and for all r € [¢,T], set Z, = v(Z,,0)(r, X,,Y,). Then

’yYszfyu(T,XT)—F’y/ g(r,XT,YT,Z,.)dr—l—/ Zr(a_lb)(r,X,.,Y,.,Z,.)dr—/ Z.dB,. (4.10)

In particular for all t < s < s’ < 7, using (H1) and the boundedness of u i.e. Y (see Lemma,
there exists a constant M > 0 only depending on A, A and T such that

WY £l Xo)+ My [ FQVDIZ P+ M [ Zar - [ 2B,

§’yu(T,XS/)+M(1+72)/ dr+M/ ZrerrM/ f(|Y,,|)|Zn|2dr7/ Z,dB,.
S S S S (411)
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Since f is locally bounded and the process Y is bounded, there exists a positive constant Mj such
that f(|Ys]) < My. Thus, one can find a constant denoted by M again such that

1Y, gvu(s',XS/)+M(1+72)/ dr+M/ Z,dr—&—M/ |Zr|2dr—/ Z,dB,

S S S S

:7u(s’,XS/)+M(1+72)/ dr—i—M/ |ZT\2dr—/ Z,.dB2. (4.12)

S S S

Observe that Bg =— fs Mdr + By is a Brownian motion under the measure Q given by

dQ —exp / MdB, _7/ Mzdr

Let us remark that, the equation on the right side of (4 is a quadratic BSDE. Thus, it follows
from [I7] that there exists a unique progressively measurable process (Y5, Z )i<s<r satisfying

Y, :w(r,XTHM/ (1+~%) + \ZT|2)dr—/ZTdBP. (4.13)

S

Moreover, there exists m) > 0, such that :
Q {Vt <s <7, |V < m<1>} —1, / Z,dBY € BMO(Q). (4.14)
0

Hence the comparison principle for quadratic BSDE (see [I7, Theorem2.6 |) yields
yu(t, ) < Y. (4.15)
Thus for all ¢t < s < T, the following probability measure P on (§s)t<s<T
dP

dQlz,

is well defined and thanks to Girsanov theorem, the process

SAT SAT
= exp (M/ Z,dB% — —/ \Z, 2 dr (4.16)
t t

Vt<s<T, BS:BS’—M/ Z,.dr (4.17)
t

is an (§s)i<s<r-Brownian motion. Substituting (4.17) into (4.13) and noting that
{fSAT Z,dB,}i<s<r is a bounded martingale (see for example [I7, Proposition 2.1]), we
deduce that

Y, = E[yu(r, X;) + M(1+~2) (7 — t)]. (4.18)

Hence, (4.15)) yields

u(t,z) < Efu(r, X,) + M(1+97)

(r—1t)], (4.19)
where E stands for the expectation under the probability P. Choose now v = 10T, where Y1)
is given in Theorem In the sequel for (to,z0) € [0,T] x R%, we define Q(r) := Q1 4)(), for
all 0 <r< Ro(to).

Moreover for a fixed R > 0 such that to + 4R?* < T, we set for every (t,x) € Q(2R)

* = max (u), m~ = max (—u).

Q(2R) Q(2R)

m

It is readily seen that
pa+1(BY) > pa1(Q(2R))  or  pay1(B7) > pav1(Q(2R)),

where

1 _ -~ 1
BT = {(s,y) cmt —u(s,y) > 50809(2R)(u)}, B = {(S,y) :m” 4 u(s,y) > §OSCQ(QR)(U)},
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and j1q41 stands for the Lebesgue measure on R4+, Let us assume that pg1(BT) > par1(Q(2R)),
and define
m :=inf {s >t (s,X,) € BT},
To :=inf {s > ¢, (s, X,) € 0Q(2R)}.
Define 7 by
T:=1T1 N\ Ta. (4.20)

Using (4.19) and 7 as given in (£.20)), there exists a constant m(?) only depending on A, X and T
such that

u(t, ) < Elu(r, X )1{7'2<7'1}} [U(T Xr )1{T2>7'1}] +m® R?

_ 1
<mtP{r <m}+ (m — 5 05co(er)(u y(u )) P{r >} +m?R?
_ 1 _
TA-P{r>n})+ (m+ ~ 5 05CQ(2R) (u)) P{r, > 7} +m®R?

1 _
=mt - 3 osco(2r) (u)P{Te > 11} + m® R2. (4.21)

If follows from [19] (compare with [7, (1.33)]) that there exists a constant (") which depends only
on A, A and d such that
P{ry > m} > nW. (4.22)
Using the Girsanov transform and the Holder inequality, we get

D <P{r > 7}
—EQ [exp ( - M/tTdB9 . ]\f/ dr)l{T2>Tl}]
<E® [exp ( —2M (B2 — B?) — 2M*(r — t))} i EQ [exp (2M2(T — t))] 1/4@{72 > P4

<CQ{r >}/ (4.23)
From [I7, Proposition 2.1], there exists a constant ¢ only depending on A, A\, d and T such that

o —
t

Thus, using once more the Holder inequality, the Girsanov theorem and the above inequality, we

have
Q{m > 71} [ ( M/tTZTdBT - M72 /tT|Zr|2d7">1{T2>ﬁ}]
SE[ ( 4M/TZTdBT>T/4IE[eXp(2M2/tT|ZT|2dT)T/4P{T2Zﬁ}l/z
< CP{r, > m}'/2. (4.24)

Therefore there exists a constant 7 depending on A, A and d such that

P{r,>7m}> r](z). (4.25)
Hence from (4.21]), we deduce that
2
u(t,z) <m* — % oscgzr)(u) + m® R2. (4.26)
This implies that
n®® 2) p2
0<(1- 7) 0sco(2r) (u) + m® R2. (4.27)

Therefore, we can find 0 < 73 < 1 only depending on A, \,d and T such that
osco(p)(u) < (1 — 17(3)) 0sco(2r) () + m® R2. (4.28)
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This completes the proof.
O

4.3. Proof of Lemma In order to prove Lemma we need the following Gagliardo-
Nirenberg inequality (see [8, Lemma 6.3])

Lemma 4.1. Let q1.g2 € [1,+00] and r > 0. Assume that % = % + % Then there exists a
r) into R:

q1
constant C(p, q1,q2) such that for every smooth function o from B(0,
p/2q2

o[ atapds <Cana)] [ Jetta)ea]
B(0,r) B(0,r)

5 5 p/2q
x| (lo(t, @)™ + 1 [Tpo(t, )| + 1 [V2,0t, 2)| ) da| .
B(0,r)

We also need the subsequent result

Lemma 4.2. The linear PDE

04 ) Z (Lau(t ) - (te) =0, (t,2) € [0, T[xR"
5 ,T) a; ;(t,z,u(t, iz, z) = z , ,

4]

w(T,yc) = QS(:E)v LS Rd7

(4.29)

has a unique bounded solution w € CY2([0,T] x R%R). Moreover, there exist two constants C.,,
and By, depending only ag, Ko, d, A\, A and T such that for all (t,x) € [0,T] x R%,

|V2 w(t,z)| < Cy(T —t)1HFw, (4.30)
Using the above results, we can now give a hint to the prove of Lemma

Proof of Lemma[2.6. We assume without loss generality that ¢ = 0 and recall that the coefficients
in this section are assumed to be smooth i.e. a(t,z,u(t,x)) and £(t,z) defined below, are Holder
continuous. Clearly the following linear PDE

aw

a = — X xr d
tx Za” t, 2, ul(t, x))(?xz@x] (t,z) = —L(t,z), (t,x) e [0,T[xR?, (431)

(0)(T,x) =0, zeR%
with ((t,z) = g(t,z,u(t,x), Voult,z)) + (bt z, ut, z), Vyu(t, z)), Vyu(t, z)), has a unique
bounded solution w® € C12([0, T] x R4, R) with bounded and uniformly Hélder continuous partial

derivatives of order one in t and order two in . Set w(®) = u — w(®, it is readily seen that w(®
matches the solution of the linear PDE(4.29)), then from (4.30]) there exist v, C' > 0 only depending
on parameters appearing in Lemma [2.6] - such that the following estimate holds

p
/ / ) ﬁ|V2 M (s, y)@ dsdy < CORY. (4.32)
T—6 OR)
Moreover, using once more Lemma it can be shown that for all (¢,z), (t/,2") € [0, T[xR?
Wt z) <C
[w " (t,2) ) , (4.33)
lwM (t,2) —wD#, 2")| < Oz — 2| + |t —t|P/?).
Let us now define the following operators
02 0?
Zja” (2, u(t, 2) 5 . Lo Z;a” (t,0,u(t, 0)) 5 i (4.34)

then, (T — t)'Yw(® satisfies the following PDE

(2 4 2] — )=, )

=— (T — )"t ) + [L) — L] (T — ) wO (t,2)] + (1 — )T — ) O (t,2).  (4.35)
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Note that, the nonlinear function ¢, the partial derivatives of order two of w® and (T — ~)1*7w(0)
are Holder continuous. Hence, we can apply Theorem iv) on the interval |T — §,T[ to v =
(T — )'"=7w® and obtain

T
(1—0)%rp? / / (T — )7 w2 wO (¢, 2)[Pdtda
T—6 JB(0,0p) ’
<C 2p 2p/ / (1—7)1)‘((,5 x)[Pdtdz
T JB(0, R)
+C ')2p QPZ/ / (1 ) Pla; ;i (t, z, u(t, z)) — am»(t,O,u(t,O))|p|Vi’Iw(0)(t,x)|Pdtdx
5JB(0 9’p)
+C(1—0)%p* / / (T — t) 7P |wO(t, z)[Pdtda
T—5 JB(0,0p)

+C / / £)3=P O (¢, ) |Pdtda
T—6 B(Oe’p)

+ ') p?P / / =1p192 O (t,2)Pdtda. (4.36)
T-6 J B(0, 9/,;)

l\DM—l

Let us focus on the first term of the right side of (4.36]). From the growth of ¢g,b (Assumption
(H1)) and the boundedness of the function u (Lemma [2.2]) , we deduce that

l(t, )P < C(p, A)(l + | Vault, )P + fp(|u(t7x)|)|Vzu(t,x)|2p>. (4.37)

Therefore, it follows from the local boundedness of the function f and application of Lemma
to the triple (2p, p, +00) that

")2P 2P / / A=0P ¢ (¢, 2)|Pdtde
T-5 B(OR

< Clp, M) (1~ 9’)2”ﬂ2p/ / (T — t)<1*7>P(1 + |Vmu(t,x)|2p>dtdx
T-6 JB(O,R)

< C(p,A)(1 —0')% TP / / t)=1p w2 (t7x)|pdtdx+5p_2p}. (4.38)
T-6 JB(0, R)

Note that from here, we can simply follows similar steps as in the proof of [8, Therom 3.5]. The
proof is completed.
O

4.4. Proof of Lemma Let 7 € C>(R%, [0, 1]) be a smooth function taking value 1 on the ball
B(0,1) and zero outside the ball B(0,2). For all (¢, ), set 4(t,,z) := w(x)u(t,x),p(z) := 7(x)p(x)
and

Ut ) = (L — LOYU(t, z) + 7(2)l(t, ) — (Vor(z), alt, z, u(t, ©)Vult, z)) — %u(t7$)£t(ﬂ)($)
Using Assumption [L.1} Lemma [2.2] and (4.36]), we have
|£(t,2)] < C (1 +|Vau(t,z)| + f(Jult, 2))[Voult,2)* + V2 su(t, 2)]) Lja <2y
for any (¢, x). Since f is locally bounded, we deduce that
0t )| < C (1+ |Voult,z)]* + V2 ult, 2)]) 1z <zy-

The proof is completed by applying Theorem (ii). O
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APPENDIX A. SOME PDE ESTIMATES

In this section, the following PDE

v 1< v
i 07+ 3 2 e (60) + olta) =0 "

o(T,z) = h(z), =R

plays an eminent role in deriving the desired a priori estimates to the partial derivatives of the
function u. We assume that the function ¢ : [0,7] — Sg(R) is bounded and measurable in the
sense that there exist 0 < )\0 < Ao < o0, such that V¢ € [0, T],V0 € R? \o|0|? < (6, c(t)8) < Ag|0)>.
Moreover, we define I'(¢, ) ft s1)dsy foral 0 <t < s < T and z,y € R?. Aslo, we define

. 1
PO (1, 55,) =2m) Y (@etlD( ) e (gl -y T )@ -w))  (A2)
The following results on the solution to the PDE ({A.1)) can be found in [8, Sections 5, 6 and 7].

Theorem A.l. Assume ¢ € CP/28([0,T] x R% R) is bounded, uniformly Hélder continuous,
B >0, and h is a bounded function in C?>T#(R? R) with bounded and uniformly Hélder continuous
derivatives of order one and two. Then

(i) The PDE (A1), has a unique bounded solution v € CH2([0,T] x R4 R), such that, the
solution v(t,x) has the following representation

V(t,z) € [0,T] x R w(t,z) = Trrh(x / Ti.s(s,z)d (A.3)
where Torp(z) = [pa ¥(y)P ) (¢, 2,5, y)dy.
(ii) There exists a constant C’v, only depending on Mo, Ao and d such that for all (t,x) €
[0,T) x R?

|V.o(t,x)] <C, [(T _ t)‘1/2/

Rd

h(z+TY2(t,T)z) — h(w)‘|z| exp(—|z|?/2)dz
T
+/ / (s— t)*l/ﬂga(s,x LTV, s)z)’\z| exp(f|z|2/2)dzds]. (A.4)
t Jrd
(i) In addition, if p(t,0) vanishes for every t € [0,T], then for any t € [0,T),

[V2,0(t,0)] <C, (T = 1) /

Rd

Ao + TV2(1,T)2) = h(0)| (1 + [21%) exp(—|2|?/2)dz

T
+/t /Rd(s — t)*llgo(s,x + Fl/z(t,s)z)’ﬂ + |Z|2)6Xp(f|z|2/2)dzds . (A5)

(iv) Furthermore, if h is zero and the support of the function ¢ is bounded, then for given p > 0
and 0 € (0,1), set @' = (14 0)/2, there exists a constant C? depending only on Ao, Ao, d
and p such that

0)20 20 / / V2, 0(t, 2)[Pdadt
B(z,0p)
"yop e / L letap+ Pt + / L ot R daa]
B(z,0'p B(z,0'p

)20 o0 / / |Vizv<t,z>|pdxdt; (A.6)
0 B(z,0'p)

APPENDIX B. AUXILIARY RESULTS

The first part of the following Lemma can be found in [3, Lemma 5.1] (see also [4])
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Lemma B.1. Let f € L*(R) be a positive function but not necessarily continuous. Then the

function
D4 (2) ::/Oexp (H/O f(t)dt) dy,

with Kk stands for a free nonnegative parameter, satisfies the differential equation:
D (2) — kf(2)®}(2) =0 a.e. on R,

and has the following properties

(1) @4 is a one to one function from R onto R. Both ®; and its inverse @;1 are locally
Lipschitz.

(2) Both ®; and its inverse <I>]71 belong to Wl{)f(R) If f is continuous, then both ®; and its
inverse CIJ;l belong to C?(R).

(3) @y and ®'; are positive on Ry. Moreover, ®¢(z) =0 iff z = 0.

(4) There exists ¢ > 0, such that for all z € Ry,: ¢ < ®(2) < exp(&l|f]|L1(w))-

(5) For all z € Ry, 0 < 2% (2) < exp(l[ fll21®))Ps(2).

Proof. For the proof of (1) and (2), see [3, Lemma 5.1].

Condition (3) follows from the definition and the fact that f > 0. Clearly, the function ®; and its
inverse <I>J71 are continuous one to one, strictly increasing functions. From direct computations,
P (2) = exp(k fo ) and ®%4(z) = kf(2)®(2). Then, the differential equation is satisfied.
S1nce Vz € R,[®%(2 )\ < exp(/a||f||L1(R)) condition (4) follows. We shall prove assertion iii).
Since 1 < exp(k fo t)dt). Then z < [ exp(x [; f(t)dt)dy. We deduce from (5) that 29 (2) <
exp (k| f||L1 ) P (2)- O

Lemma B.2 (see [4], Lemma A.1). We consider the following function

Ki(y) == /exp( /f dt)dx

where k > 0 stands for a free non negative parameter. Then the function

= /0 ZKf(y) exp (H /0 yf(t)dt> dy,

satisfies the differential equations W7(z) — kf(2)¥(2) = 1 a.e. on R and has the following
properties

i) Uy and ¥, are positive on R, and Wy belongs to Wl{)f( )-
ii) The map 2+ W;(|z]) € W22(R).
iii) There ewist c1,co > 0, such that for every z € R, Wy(|z]) < ei|z]® and W(|z]) <
c2lz] VzeR.
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