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PALAEOMAGNETIC FIELD BEHAVIOUR IN THE NEOPROTEROZOIC;
PROVIDING CONSTRAINTS ON INNER CORE NUCLEATION

Simon James Lloyd

The age of Earth's inner core is one of the fundamental unanswered questions in deep Earth
science. The timing of inner core nucleation is a hugely significant event in Earth’s evolution
and has been the subject of intense debate. Some of the most recent theoretical estimates for
the age of nucleation fall throughout the Neoproterozoic era; much younger than previously
thought. A young inner core requires faster recent core cooling rates and a likely hotter early
core; knowledge of its age would be invaluable in understanding Earth’s thermal history and
total energy budget. Predictions generated by numerical geodynamo models need to be tested

against such data, but records are currently much too sparse to constrain the event sufficiently.

In this thesis, I present new palaeointensity data from three important time periods in the
Proterozoic; 720 Ma Franklin Large Igneous Province dykes, 755 Ma Mundine Wells dykes
and 1070 Ma Bangemall Sills. The rocks from these locations are associated with primary
remanence and reliable palaeomagnetic directions determined from previous palacomagnetic
studies. Thermal Thellier, Microwave and Shaw-DHT palaeointensity techniques were carried
out on whole rocks specimens from each location, producing highly varied results: virtual
dipole moments (VDMs) ranging from 0.5 to 6.4 Am?x 10* are obtained and compared against
current data. Many of the results agree with recent ultralow palaeointensity data obtained
from Ediacaran rocks and may support that the dynamo was on the brink of collapse in the
Neoproterozoic prior to a young inner core formation date. However, there is also substantial
disagreement with this hypothesis raised by new high field-strength values at 755 Ma that are
difficult to explain. Comparisons of VDMs using these new data suggest that the Proterozoic
palaecomagnetic field was highly variable on timescales of 10s to 100s Myrs, and that the use of
sparse datasets may introduce bias when used as a model constraint or to infer the occurrence

of significant deep earth events.
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Chapter 1
Introduction and background
1.1 Introduction

The question of when the inner core formed is one of deep Earth sciences greatest debates.
This hugely significant event in Earth history provided new power sources for the geodynamo
and may have prevented its complete collapse (Bono et al., 2019). Earth’s sustained magnetic
field has been able to continue to protect all life by neutralising the constant bombardment
of cosmic radiation which would otherwise erode the atmosphere, leading to surface heating

(Tarduno et al., 2010, 2014; Zossi et al., 2019).

The timing of Inner core formation is intrinsically linked to many complex deep earth
processes. Most of these processes and conditions are associated with large uncertainties, and
an accurate inner core nucleation (ICN) age would be invaluable in reducing the uncertainties
in the parameterisation of numerical geodynamo and global mantle convection models. These
parameters include processes such as thermal convection and thermal conductivity in the outer

core, total heat flux across the core-mantle boundary (CMB), and core stratification.

It would also provide a primary constraint on thermochemical evolution models, which also
feature many related and poorly constrained processes. It may therefore help to answer some
big questions such as what is the total planetary energy budget, geochemical abundances within
the core, and its structure. These models are also more broadly related to processes such as
plate tectonics through the cooling history of Earth; in addition, subducting slabs and mantle

plumes affect the temperature gradients across the CMB and thereby, the heat flow.

Formation and growth of the inner core changes the dynamical regime in the core considerably
(Biggin et al., 2015), providing a source of compositional convection and the release of latent
heat to power the geodynamo. The vigorously convecting region of the outer core is responsible
for providing the geomagnetic field and so substantial changes to the regime are likely to affect

the magnetic field. The addition of these new forces, which are much more efficient than
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thermal convection alone, are expected to produce a corresponding change, on average, in the
strength and/ or morphology of the geomagnetic field as observed at the earth surface (Biggin
etal,, 2015). The Neoproterozoic era coincides with most of the recent model age estimates for
ICN (see Chapter 2, Figure 2.1); there exists, however, a severe paucity of palaeointensity data

during this time period with just a handful of single estimates spanning ~500 Myr.

The primary focus of this research is to obtain reliable palaeointensity data for key periods of the
Neoproterozoic, addressing the substantial sparsity of data during this time. The compiled data
from my research are integrated with published palaecomagnetic data and analysed to provide
an improved understanding of the palaeomagnetic field and determine whether a signature
for ICN is detected in the higher resolution palaeointensity records. This forms a fundamental
part of a larger group of projects who's overarching aim is to improve our understanding of
Earth’s deep interior through the application of palacomagnetism. In addition to the aim
of constraining ICN age, other important questions are investigated; for example, whether
geomagnetic field behaviour follows an approximate 200 Myr cycle and, if so, why? The larger
project is set to achieve its goals through several key strategic areas of focus: 1) The development
and application of new field characterisation techniques and improved statistical modelling. 2)
A series of new numerical geodynamo that conform to earth-like behaviour, as defined by
point (1). 3) Better integration of these and other new palacomagnetic results with existing

data, to produce comprehensive models of geomagnetic evolution through Earth’s history.

1.2 Thesis structure

The remainder of this chapter is devoted to providing background information on rock
magnetic theory and palaeointensity methodology. The fundamental principles covered here
explain how we are able to use palaeomagnetism and they provide the basis for the approach

to our studies.

Given that the aims set out in this thesis are intrinsically related to many deep earth processes,
I feel that an extended background on this subject is important; this forms chapter 2. The
chapter is a review of the most current literature that is relevant to the subject of ICN and
acts as a detailed background on deep earth structure and the processes that affect ICN. The

relationship between these geodynamic processes and the palacomagnetic field is discussed,
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including how palacomagnetism is used to constrain many deep earth processes. The chapter
also provides context for the motivations behind the studies I have carried out herewith; I also

provide a comprehensive list and analysis of the most current ICN age estimates.

The remaining chapters of the thesis are presented as published manuscripts. The first of
three paper-based chapters (Chapter 3) is one that looks in detail at the Shaw-DHT (LTD)
palaeointensity method. This method is becoming more popular in studies of ancient rocks
and is relied on throughout my studies; this is, in part, due to how well it can be adapted to
modern day equipment such as the RAPID magnetometer. Although it has been in use for
several decades, with subsequent amendments, the reliability of the Shaw method has remained
unclear. Given these considerations, it needed testing in terms of its accuracy and precision on a
wide range of rock types and ages. This thesis is also able to demonstrate several improvements
to the selection criteria used in analysing the data, most notably replacing the correlation
coefficient (R?corr) with the curvature parameter (|k’|) to assess linearity. Improving reliability
in the palaeointensity methodology used in these studies allows for greater confidence in any
forthcoming geodynamo models that rely on these data as a constraint. I drove the project
forward and rationalised many of the key concepts along with G. Paterson and A. Biggin, who
also provided me with continual support. I carried out most of the experiments alongside D.

Thallner who also wrote the code for the Shaw data analysis and down-sampling.

Chapter 4 is a palaeointensity study on widespread Neoproterozoic dykes and sills from the
high Arctic of Canada and Greenland. The results obtained from dykes and sills of the 720
Ma Franklin Large Igneous Province (LIP) are the first in a ~300 Myr gap in palaeointensity
records, providing a crucial insight into field behaviour during this time. Multiple
palaeointensity techniques were applied and compared in this study, in addition to various
rock magnetic experiments and microscopy work to ensure accurate, reliable results. The new
data approximately correspond in time to the most recent estimates of ICN age, for which they
may provide a valuable constraint. I carried out all of the experiments and data analysis for this
chapter. A. Biggin developed the ideas and research behind the project and provided me with
continual advice and support. The sample collection was carried out by Henry Halls who also
provided me with guidance along the way. M. Hill gave advice and support, particularly at the

writing stage.
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A further palaeointensity study of Precambrian aged rocks from Western Australia forms
chapter 5. The Mundine Wells dykes (755 Ma) and the Bangemall Sills (1070 Ma) were studied to
provide further insight into Precambrian field behaviour. Their ages are close to the previously
mentioned Franklin LIP and anomalously high intensity results from the Mid-Continent Ridge
(1087 Ma; Kulakov et al., 2013; Sprain et al., 2018). This study provides a unique opportunity
to examine dipole moment variability and questions whether values for the Precambrian were
similar to those in the Phanerozoic by making appropriate comparisons of both periods. A
highly variable field coupled with extremely sparse palaeointensity data has implications for
the reliability for such data, particularly when drawing significant conclusions. This project was
mainly developed by A. Biggin. The field work was carried out by all authors, for which Z-X. Li

was invaluable. I then performed all of the experiments, data analysis and research.

Additional palacomagnetic work was undertaken on the Chatham Grenville (531 Ma) and
Mont Riguad (533 Ma) stocks, located in Western Canada. The work was based on previously
directional published results by McCausland et al. (2007) and is mentioned briefly in Chapter
6. Just a small number of the original sites were located, with the remaining sampling being
carried out near to the description of the sites. Analysis of the directions revealed large scatter
with very few site means agreeing with the original study; out of these, just one site (one of the

original dykes) give successful and consistent palaeointensity results (Appendix D).

Finally, my conclusions bring together the results from all the Precambrian palaeointensity
studies and relate these to the latest estimates for ICN age. I also suggest potential future work

needed to further expand our understanding of this highly debated subject.

1.3 Rock magnetic principles

In order to achieve my goals, an understanding of the various rock magnetic properties and
principles, and how they affect palacomagnetic experiments is vital. This intricate discipline
has been studied extensively over many years, leading to an expansive and well-documented
knowledge from which to refer. Next, I summarise some of the most relevant of these topics,
including some recent advances, acknowledging that a vast amount of the overall subject is not

included here.
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1.3.1 Physics of magnetism

The field of palaeomagnetism is ultimately made possible by the capability of certain magnetic
minerals to acquire a remanent magnetisation in nature, which reflects the direction and
strength (or relative strength) of Earth’s magnetic field. The magnetic moment generated in
such materials is a result of electron motions and the forces applied to them by an external

magnetic field.

1.3.1.1 Diamagnetism and Paramagnetism

There are two sources of magnetic moments in electronic motions: the orbits and the spins
of unpaired electrons. The orbital motion of electrons alters to align in the presence of an
external field, producing a small magnetisation antiparallel to the applied magnetic field. This
fundamental property of all materials is called diamagnetism. Diamagnetic materials comprise
of atoms with no atomic magnetic moments; their electrons orbit the nucleus in pairs which
spin in opposite direction, cancelling out their magnetic moment. Magnetic susceptibility is

small and negative, and is temperature independent (Tauxe et al., 2008).

Materials (commonly, iron-bearing transition element solids) are described as paramagnetic if
the order of their electrons are such that they possess unpaired electrons. The spin directions
of these unpaired electrons align in an external magnetic field to produce a net magnetisation.
Thermal energy constantly excites the crystal lattice opposing the ordering of magnetic moments
which become randomised once the external field is removed and the net magnetisation
returns to zero. Thermal energy at room temperature is many thousand times the aligning
energy, hence, net magnetisation is small even in a significant magnetising field (Butler, 2004).
Susceptibility is temperature dependent (because increasing thermal energy opposes aligning

energy) and is proportional to 1/T and is C/T for a specific material (C = Curie constant).

1.3.1.2 Ferromagnetism

Ferromagnetism is a particular case of Paramagnetism where there is a strong magnetic

coupling between adjacent atoms; as a result, the magnetisation is orders of magnitude higher

than Paramagnetism for a given magnetic field. The strong interaction between atoms is a result
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of exchange energy. This exchange energy is minimised by the parallel or antiparallel alignment
of adjacent magnetic moments; however, it is of a complex quantum nature and is related to the
partial overlap of electron probability distributions of atoms packed in a crystalline structure
(Tauxe, 2008). It is the crystal structure and density of packing that determines whether a
solid containing transition elements is paramagnetic (no overlapping orbitals and no exchange

coupling) or ferromagnetic (significant orbital overlap and resulting exchange coupling).

The balance of magnetic and thermal energies within a grain dictates its magnetic behaviour;
in particular, whether a magnetic moment remains oriented along an “easy axis” (in an energy
minima) or is able to overcome an energy barrier, and reorientate. Ferromagnetic materials
are able to retain a remanent magnetisation (M,) in the absence of an external field and
therefore display hysteresis (see Section 1.3.6). The external field provides the energy required
for individual magnetic moments to overcome the anisotropic energy barriers within a grain
which would otherwise prevent their rotation. Once removed, a net alignment of magnetic
moments remains because thermal excitation energy at room temperature is insufficient to
overcome the energy barriers in many grains. There are several magnetic anisotropic energy
barriers that can be present within a grain, which are influenced by and relate to its geometry,

crystal structure and internal or external stresses (Butler, 2004; Dunlop & Ozdemir, 2007).

1.3.1.3 Antiferromagnetism and Ferrimagnetism

Antiferromagnetism occurs when the electron spins of two crystal sublattices oppose each
other and are therefore antiparallel. In this case, their magnetisations are equal, resulting in a
net zero spontaneous magnetisation. Hematite is a special case of antiferromagnetism whereby
the atomic moments in its sublattices are not perfectly antiparallel due to spin canting (the two
crystal lattices are not quite antiparallel), allowing for a net magnetisation; this is known as
canted antiferromagnetism. Magnetite is ferrimagnetic, which means that the magnetisations
of each sublattice are not equal because of different numbers of Fe?* and Fe’** cations at different

sites, resulting in a net magnetic moment (Dunlop & Ozdemir, 2007).

1.3.1.4 Superparamagnetism

Superparamagnetism refers to the state in which a particles thermal energy can easily
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overcome any anisotropic barriers. This occurs in very small particles, which are analogous to
paramagnets in their behaviour except they posses thousands of coupled electron spins, and
exchange energy is not overcome by thermal energy. Magnetic moments flip continuously, and
if a particle were observed on a very short timescale, it may appear single domain-like (Butler,

2004).

1.3.2 Domain theory

Domains occur in magnetic particles in order to reduce the magnetostatic energy (E,). For
SD particles, the lowest energy state is achieved when its magnetisation is saturated in a
single direction. As particle size increases, so does E, until a point is reached where lower
overall energy can be achieved by creating two or more domains, each with their saturation
magnetisation (M) vectors antiparallel or otherwise depending on anisotropic conditions
(Dunlop and Ozdemir, 2007). E, is proportional to M?, and so particles of weakly magnetised
minerals such as hematite have a larger critical grain size (the point at which domain walls

form) than, for example, magnetite.

The nucleation of domain walls is required to separate adjacent domains; these walls are regions
of increased energy because electron spins are forced into opposite directions. Exchange energy
would be too large if this were to occur abruptly and so a gradual change is favoured; however,
this places spins in the domain wall in positions with higher magnetocrystalline energy.
Domain walls are easily displaced and can often become pinned to local imperfections since
this reduces their energy; however, the demagnetising magnetic field (H,) can force domain
walls from local pinning as the lowest magnetisation state is sought. When domain walls
are displaced, they tend to reform in a new local energy minimum during remagnetisation;
this changes the total magnetisation and makes multi-domain (MD) particles unsuitable for

palaeointensity experiments (Tauxe et al., 2008).

So-called pseudo single-domain (PSD) refer to those particles (slightly larger than SD) in which
it remains energetically favourable to remain free of domain walls, but produce magnetic states
that are much more complex than a single uniaxial domain. Micromagnetic modelling has
shown that a form of “vortex” magnetic state occurs, followed by a “flower” state as the particle

grows (Muxworthy & Williams, 2006). Small PSD particles with an easy-aligned, single-vortex
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domain state have been found to display SD behaviour, in that their magnetic domain structure
can coherently switch between stable states (Nagy et al., 2017). Recent modelling suggests that
PSD particles may have as many as 60 local energy minima, although many of these would
quickly decay to create a more stable vortex state during the acquisition process. Magnetic
remanence associated PSD grains are considered to be less stable than in SD grains; however,
fast cooling rates can stabilise metastable flower domain states and can create very stable
remanence magnetisations (Fabian & Shcherbakov, 2018). Recent studies have even found that

a hard-aligned single vortex can be more stable than SD (Nagy et al., 2019).

1.3.3 Remanent magnetisations

There are many types of remanent magnetisation, detailed below:

1.3.3.1 Natural remanent magnetisation (NRM)

An NRM is the general term given to a remanent magnetisation acquired in nature, by either
chemical, thermal or depositional processes and can be composed of multiple components. A
‘primary’ component of a thermal NRM is acquired as a rock originally cools after formation;
this may subsequently be overprinted by a secondary component, either viscous or by reheating.
The most stable retained component is referred to as the characteristic remanent magnetisation

(ChRM ), and may not necessarily be primary.

1.3.3.2 Thermoremanent magnetisation (TRM)

A TRM is acquired in magnetic particles as they cool through their Curie temperature (T) in
an external magnetic field. This can occur in igneous rocks when they originally cool or from
a subsequent reheating. As the rock cools and thermal energy decreases, anisotropic energy
barriers become too great for the magnetic moment to rotate beyond. It effectively becomes
locked in position; this occurs at a particle’s blocking temperature. The distribution of blocking
temperatures varies according to the distribution of particle mineralogy, size and shape within
the rock. Collectively, there is a statistical preference of alignment to the external magnetic
field. Magnetisations will gradually relax and individual particles will unblock; for SD particles

at ambient temperatures, this can take billions of years. Néel (1949) provided an explicit theory
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for the relaxation time () of non-interacting SD particles. This defines the time it takes for the

magnetisation to fall to 1/e of its original value.

1.3.3.3 Viscous remanent magnetisation (VRM)

A magnetic particle exposed to a weak magnetic field over a prolonged period of time is
more likely to have the energy to overcome the anisotropy barriers that prevent rotation of its
magnetic moment. This tendency toward magnetic equilibrium enables the acquisition of a
VRM in a similar way to TRM but at ambient temperatures. Larger particles with lower energy
barriers are more susceptible to this process according to Néels theory of relaxation time (7).
However, extremely stable VRM have been observed in some studies (e.g., De Groot et al.,
2014), which is supported by recent micromagnetic modelling of cubic PSD particles (Fabian
& Shcherbakov, 2018).

1.3.3.4 Chemical remanent magnetisation (CRM)

A CRM can be acquired when new magnetic minerals form below their critical blocking
temperature in the presence of an external magnetic field. Initially very small particles are
dominated by thermal energy and are therefore superparamagnetic. As the newly formed
particles grow through a critical size, the anisotropic energy increases relative to thermal energy
and the magnetisation becomes blocked (Mcclelland, 1996). This type of grain-growth CRM
typically occurs through exsolution of iron-oxides from an iron-rich non-magnetic matrix.
This type of remanence acquisition is thermally controlled and is dependent on the alignment
of particles as they become blocked; it can therefore be modelled as a TRM according to Néel

theory (1949).

A CRM can also occur when an existing magnetic mineral, such as titanomagnetite, exsolves
into magnetite and ilmenite lamellae. Alternatively, magnetite can transform into a new
mineral such as maghemite; where this occurs over geologic timescale, it tends to involve low
temperature oxidation. Alteration of a pre-existing mineral in laboratory experiments is often

associated with titanomagnetites that undergo reduction or oxidation (Collinson, 1983).

Where chemical changes occur simultaneously with temperature and volume changes, the
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remanent magnetisation is referred to as thermochemical (TCRM; Dunlop and Ozdemir,
1997). TCRM is described by Fabian (2009) as being acquired through recrystallisation
processes rather than CRM grain growth, whereby the original blocked TRM is not erased, but
is altered or added to by the chemical changes. In the strict sense, a TCRM would be acquired

as a rock is cooling, and is below its Curie temperature.

1.3.3.5 Isothermal remanent magnetisation (IRM)

This is a remanence acquired at a constant temperature and by strict definition can include, and
is occasionally referred to by, other remanence magnetisations such as CRM, VRM and ARM.
Typically, however, it is acquired by short applications of a strong magnetic field such as in the
measurement of a hysteresis loop; it is also commonly induced in nature through lightning

strikes.

1.3.3.6 Anhysteretic remanent magnetisation (ARM)

ARM is the net magnetisation acquired by applying a continuous direct current (DC) bias
field and simultaneous decaying alternating field (AF) of initially large amplitude (Figure 1.1).
Without a bias field, as the amplitude of the AF decays, particles of decreasing coercivity are
blocked in opposing AF directions, effectively cancelling each other out. The AF is either applied
in a single direction with the sample tumbling, or with in three perpendicular directions,
with the sample in a static position, thereby randomising particle magnetisations. A stepwise
increase in the applied AF field results in progressive AF demagnetisation of particles with
higher coercivities. A small DC bias field imposes a statistical preference in the direction of
the bias field for the remagnetised particles. A partial remanence (pARM) can be imparted by
only turning on the DC field for part of the AF cycle, analogous to pTRM acquisition during

cooling, or by using a peak field that is less than the maximum coercivity of the sample.
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Figure 1.1 Acquisition of pARM using a decaying AF (black line) and DC bias field (dashed green
line). The solid red line indicates the duration that the DC is applied. Image adapted from Tauxe
et al. (2008).

Other remanent magnetisations not mentioned here include detrital remanent magnetisation
(DRM), pressure or piezo remanent magnetisation (PRM), and gyromagnetic remanent

magnetisation (GRM).

1.3.4 Magnetic minerology

There are many magnetic minerals that are exist in nature; however, there are two iron-oxide
“solid solutions” (their original atoms can be substituted without changing the structure) that
are most important for palacomagnetism, ulvospinel-magnetite and ilmenite-hematite; these
are shown in a ternary diagram (Figure 1.2). In both series, titanium is the most common
substitute, and can be present in any abundance in the complete solid solution above the
temperature at which crystallisation occurs. As the rock cools, many compositions become
unstable causing titatanium concentrations to exsolve into ti-rich and ti-poor lamellae, toward
their end members. If cooling is sufficiently fast, i.e., the rock is quenched, the exsolution
process is impeded, allowing any composition of titanium-substituted metastable states to exist

in nature (Dunlop & Ozdemir, 1997).

Low-temperature oxidation can occur for a given titanomagnetite composition (z direction,

Figure 1.2), by solid-state diffusion; two thirds of the original Fe’* become Fe** while one third
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of the original Fe** are removed from the B sublattice Because ferrimagnetism of magnetite
results from Fe?" in the B sublattice (Fe** cancel each other out), removal of one third of these

cations decreases saturation magnetisation (Butler, 2004).

1.3.4.1 Magnetite

Magnetite is the most common magnetic mineral on Earth. It is the magnetic end member of
the stoichiometric ulvospinel-magnetite solid solution. It has a cubic lattice with inverse spinel
structure (Fe**(A) Fe,**(B) O*). Titanomagnetite is formed by the substitution of iron cations
with non-magnetic titanium cations (2Fe** > Fe** + Ti*"); this weakens the A-B exchange
interactions in the inverse spinel structure (where A and B represent the two antiparallel
sublattices). An increase in the amount of titanium substitution (x direction, Figure 1.2) results

in a near linear reduction in T (Dunlop & Ozdemir, 2007; Tauxe, 2008).
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Figure 1.2. Ternary diagram of titanium and iron oxides. The dashed area indicate the solid
solution series of titanomaghemites; x and z represent the titanium concentration and oxidation

parameter respectively. Redrawn after Dunlop and Ozdemir (2007).
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Magnetite is associated with a large M, (480 kAm™") and small changes from an equant
geometry tend to dominate the magnetic anisotropy energy. A characteristic feature of
magnetite and titanomagnetite is that they undergo a Verwey transition whereby their cubic
lattice distorts to monoclinic at ~110 K for magnetite. The specific temperature is affected by
the amount of titanium substitution and by oxidation, whereby maghematisation suppresses
the transition altogether. Magnetocrystalline anisotropy (E, ) increases substantially, leading to
a loss of magnetisation. The effect is minor for SD particles because they tend to be dominated
by E, rather than E,, but domain walls can be affected considerably and thereby so can MD
remanence. This forms the basis for low-temperature demagnetisation techniques used in

palaeointensity methods.

1.3.4.2 Hematite

Hematite has a rhombohedral crystal structure, and is antiferromagnetic whereby the
magnetisation of its sublattices are cantered. It can form in a melt by primary high-temperature
oxidation of titanomagnetite, or by several secondary processes such as oxidation of magnetite
over long periods at ambient temperatures (Dunlop & Ozdemir, 1997). Hematite does not
have a curie temperature (this is restricted to ferromagnets), but rather a Néel temperature of
675 °C. M, is more than an order of magnitude weaker than magnetite; ~2 kAm™ at ambient
temperatures (Butler, 2004). It is affected by the so-called Morin transition which occurs at
~ -20 °C, whereby the net anisotropy changes and so too does the crystallographic easy axis.
When cooling through this temperature, which is affected by titanium substitution and particle
size, spin-canting disappears and magnetisation held in the basal plane is lost, although some

is regained as it warms.

Coercivity (H) can be very high (hundreds of mT) but varies greatly with particle size,
increasing steadily from nano-particles to its maximum; after a particle size of ~15 pm it falls
off linearly with particle size (Banjeree, 1971; Tauxe et al., 2008). Its high coercivity can be
attributed to magnetoelastic anisotropy in SD crystals caused by internal stress due to crystal

twinning; its magnetostriction is similar to magnetite but H_is proportional to M.

1.3.5 Rock magnetic methods
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1.3.5.1 Hysteresis

Measurements of hysteresis loops are performed on bulk specimens (Figure 1.3), in which
assemblages of particles are fixed in position with random dipole moments. Assuming a
combined magnetisation (M) of zero (demagnetised), dipole moments align through torque with
B until the magnetisation reaches saturation. This forces the rotation of many dipole moments
beyond an anisotropic barrier, to rest in a new preferred ‘easy’ orientation that is closer to the
direction of B once the field is removed; this results in a saturation remanent magnetisation
(M,). If the direction of B is reversed, the field required to return the magnetisation to zero is
the bulk coercivity (B ). The coercivity of remanence (B_; not shown) is the antiparallel field
required to irreversibly rotate half of the dipole moments (for single domain uniaxial particles,

M /M = 0.5), reducing M_ to zero.

Figure 1.3. Minor and major hysteresis loops. M, magnetisation; B, applied field; M, saturation
magnetisation; Mrs’ saturation remanent magnetisation; Mr, isothermal remanent magnetisation

(minor loop); B, coercivity (Dunlop & Ozdemir, 1997).

Parameters from hysteresis measurements are typically used to identify bulk domain properties
of a sample. This is achieved historically by comparing the ratio of hysteresis parameters, M_/
M_ and B_/ B_in a Day et al. (1977) plot; however, a recent study conclude that this method is

not reliable, even for single-exsolved silicate crystals (Nikolaisen et al., 2020).
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1.3.5.2 First-order reversal curves

A first-order reversal curves (FORC) is a partial magnetic hysteresis curve, measured at a
series of evenly spaced points in a stepwise changing applied field (Mayergoyz, 1986). A FORC
diagram is constructed from multiple FORCs which start from increasing reversed field points
(B,) to positive saturation (B ). The magnetisation along any curve is represented by M (B , B)
at a point toward positive M. Measurement points from a grid of consecutive FORCs are used
to determine the FORC distribution by taking a mixed second derivative. A smoothing factor

is applied to reduce the experimental noise.

FORC diagrams are superior to the ambiguous parametric-ratio methods for domain state
classification; their interpretation is based on an extensive testing of well-defined samples and
through numerical and micromagnetic modelling (Roberts et al., 2014). The distribution is
transformed to B, B , representing the shifting field due to local interactions (or sensitivity to
the various domain states) and the coercivity distribution respectively. Characteristic signatures
can be identified for the various domain states that exist, as well as more precise observations
on anisotropy energies and magnetostatic interactions within the particle (Harrison et al.,
2019). The FORC signal can also be separated into three unique signals; remanent, induced and
transient FORC (Zhao et al., 2017). These can each identify different features and address some
of the ambiguity related to overlapping magnetic processes such as domain wall movement,

vortex state-changes and moment rotation.

1.3.5.3 Thermomagnetic measurements

M, decreases with increasing temperature, becoming zero at a particular materials Curie
temperature (T); this is because inter-atomic distances increase during thermal expansion
and therefore the strength of exchange coupling (and resultant M) decrease with increasing
temperature. At T these distances have increased to the point at which exchange coupling no
longer occur, and the material becomes paramagnetic. Thermomagnetic measurements of M_
as a function of temperature (M -T) can therefore be used to determine the T_ of the dominant
magnetic mineral, either by using the second derivative or extrapolation method (Leonhardt,

2006; Moskowitz, 1981; Petrovsky & Kapicka, 2006).
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High-temperature susceptibility (x-T) is used to determine the reversibility of susceptibility
during a heating and cooling experiment. The reversibility of the heating and cooling curves
indicates whether magnetic material has increased or reduced during heating, and cyclic
experiments can precisely identify the temperatures at which the alteration has occurred.

Irreversible but parallel curves suggest that no new mineral type has formed.

1.3.5.4 Anisotropy of magnetic susceptibility (AMS)

AMS is an important technique that has applications in the study of plate tectonics, palacosols
and detrital remanence magnetisations. It is also useful in providing information on the
strain history and initial fluid flow of volcanic lava flows and dykes. The manner in which
magnetic susceptibility relates the external field to magnetisation is generally regarded as a
scalar property; however, if anisotropy of magnetic susceptibility is large, the orientation of the
applied field can affect the outcome of palaeointensity measurements and it is appropriate to

consider magnetic responses as a tensor.

Anisotropy of remanence can affect certain palaeointensity results and may be assessed by
applying an ARM in at least three orientations (but typically more), and demagnetised along
the axis of the following ARM between each step, and the residual is vector subtracted from the
subsequent ARM. Each ARM step gives three orthogonal remanence components from which

a correction can be applied to obtain an anisotropy corrected intensity (Tauxe et al., 2008).

1.4 Palaeointensity methodology

The emphasis throughout all of this research has been to ensure that robust and reliable
palaeointensity information is obtained. Reliable palaeointensity data is intrinsically difficult to
acquire, particularly for periods extending back into the Precambrian era. Magnetic particles
with relaxation times of up to several billions of years are required; in addition, the integrity of
the magnetic signal must be preserved in rocks that are subjected to ever changing conditions
over geologic time. As the lack of data for the Neoproterozoic suggests, identifying suitable rocks
of a particular Precambrian age is problematic. Locating and dating rocks from particular key

periods spanning hundreds of millions of years is non-trivial; rocks are often weathered with
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limited or no exposure or have been reheated and possibly metamorphosed during subsequent
geological events. This can cause much, if not all, of the original magnetic signal to become
overprinted to record the field at the time of secondary reheating and cooling. Those rocks that
have not been reheated can often slowly oxidise in nature, causing alteration of the original
magnetic minerals and growth of new magnetic minerals; this can produce a CRM or modify a
TRM into a TCRM,; either of these would alter the magnetic signal that was originally recorded
as the rock cooled.

Significant problems further arise from the need to reheat the rock specimens in the laboratory
to high temperatures which may exceed the Tc of the magnetic minerals (e.g., 580 °C for
Magnetite). Alteration is common and can produce a CRM or TCRM, thereby damaging
the fidelity of the specimen. Many rocks, particularly those that are slow-cooled, contain
an excessive abundance of large ‘multi-domain” particles. When reheated during laboratory
experiments, the domain walls of these larger particles shift to new localised energy minima;
this causes a lack of reciprocity between cooling and heating blocking temperatures and can
lead to substantially biased palaeointensity results.

Various rock magnetic techniques are employed to minimise the use of unsuitable samples in
palaeointensity experiments; this includes specimens with a high percentage of multi-domain
particles, or those that are prone to thermal or chemical alteration. Despite efforts to select the
best quality rock samples, these problems can persist, particularly in non-ideal samples such as

those from the Precambrian.

1.4.1 Theory of palaeointensity

The idea of obtaining palaeointensity information using thermally induced magnetisations
on rocks and archaeological materials was initially proposed by Folgheraiter (1899). Several
decades later, Koenigsberger (1936) developed an experimental protocol in which the
NRM could be compared with a laboratory induced TRM. The same fundamental protocol
was subsequently adapted by Thellier and Thellier (1959) and has been the subject of many
variations since (Section 1.4.2). In addition, many alternative techniques have been developed
(Section 1.4.3), all of which compare the characteristic (ChRM) component of the NRM with
either a TRM or ARM.

Palaeointensity is made possible because the NRM, which is assumed to be a TRM, acquired
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by rocks are approximately linearly related to the applied field for low fields such as the Earth’s
(Néel, 1949). That is, MNRM is proportional to the ancient field (B ) by some constant (v,_);
similarly, M, , is proportional to the laboratory field (B,,) by a constant (v,,). If these two
proportionality constants are equal, for which an assumption is made (for pTRMs) that the
remanence is carried by non-interacting SD particles (Néel, 1949; Thellier & Thellier, 1959),

then the relationships can be arranged:

Eq 1.1 B,..= *B,

Equation 1.1 is the basis for obtaining palaeointensity information; however, there are many
complications, as previously mentioned. Arguably, the most important step in a palaeointensity
study is to determine whether the NRM is of a primary thermal nature, and has not undergone
chemical alteration or remagnetisation; i.e., the magnetisation that we are measuring at least

has the potential to give us the correct answer.

Palaeomagnetic field tests provide crucial information on the characteristic nature of the NRM;
they are the most direct methods for establishing whether rocks retain ancient magnetisation
(Graham, 1949). These tests are related to the palaeomagnetic direction, and are designed to
determine the timing of the remanent magnetisation relative to their depositional environment.
A reliable direction should be associated with a palaeointensity otherwise it cannot be

considered as a reliable primary magnetisation. The field tests are briefly described below:

Baked contact test — The country rock immediately adjacent to igneous rocks should be baked
during the formation of the igneous rock so that they both acquire a TRM that should agree
in direction (and strength). Older country rock, further away, that has not been baked should
carry a ChRM that is distinct; this constitutes a pass of the test and suggests that the ChRM is

primary.

Conglomerate and fold tests - A random distribution of ChRM directions in conglomerate
clasts is evidence that the magnetisation predates the deposition of the conglomerate. This
constitutes a positive conglomerate test and provides very strong evidence that the ChRM is
primary (Butler, 2004). The fold test exists to determine the timing of NRM relative to local or

regional folding events. If palacomagnetic directions converge after a structural correction is
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made to the bedding, the magnetisation predates the folding event.

A reversal test can also be performed on the directional data; this is based on the understanding
that the time-averaged field for normal and reversed polarity intervals should be antiparallel
(180 ° apart). If normal and reversed polarity ChRM averaged directions from a given suite of
sites are antiparallel, this indicates that secular variation is adequately averaged during both
intervals (Butler, 2004). If the angle is significantly less, then geomagnetic secular variation is
likely not averaged; this is useful data but it is important to distinguish between time-averaged

and time-instantaneous results.

For palaeointensity, there is an additional requirement to that of obtaining a reliable direction;
there must be evidence that the TRM has not been chemically altered; this requires a physical
analysis of the magnetic grains. There are several methods that can be used, such as high-
resolution scanning electron microscopy (SEM), sensitive high-resolution ion microprobe
(SHRIMP), quantum diamond magnetic (QDM) mapping and many more; these are complex
disciplines in their own right and are not discussed further here. We focus instead, on
palaeointensity, outlining the most common methods and discus how they attempt to overcome

the many problems to achieve reliable results.

1.4.2 KTT methods

The Konigsberger-Thellier-Thellier (KTT) family of experiments use a step-wise approach to
replacing NRM with pTRM. The original Thellier method (Thellier & Thellier, 1959) and its
subsequent variations (Aitken et al., 1988; Coe, 1967a; Tauxe & Staudigel, 2004; Yu & Tauxe,
2005) are widely regarded as the most robust of palaecointensity methods. They rely on a set of

three assumptions provided by Thellier (1938); the so-called “Thellier’s Laws”

The Law of Independence states that a pTRMs acquired between two temperatures are
independent (in direction and intensity) of those acquired between any two other temperature
steps. If this holds true then so too should the law of additivity, which states that the sum of all
pTRMs acquired below T should be equal to the total TRM. A third law of Reciprocity assumes
that a magnetisation acquired by cooling from a particular temperature is fully replaced by

reheating to that same temperature under the same conditions; in other words, the blocking
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(T,) and unblocking (T, ) temperature are identical. However, these assumptions are only valid
for SD particles, and break down as individual grain sizes or the interactions between grains

increase (e.g., Biggin & Bohnel, 2003; Dunlop & Ozdemir, 2001; Xu & Dunlop, 2004).

Advances in technology over the last several decades and improved protocols, have resulted in

several variations to the method. We discuss some of these below.

1.4.2.1 The Thellier-Thellier protocol (Thellier and Thellier, 1959)

Referred to as an “II” technique because it uses two in-field heatings for each temperature step.
A sample is first heated and cooled to temperature (T)) in the presence of a B field, imparting
a pTRM,; this is then repeated under the same conditions, but with the sample positioned so
that the field is now antiparallel (-B), thereby imparting a pTRM in the opposite direction. The
NRM remaining and the pTRM gained at each temperature step can be determined through
vector subtraction and addition respectively. This is then repeated at increasing temperature
steps until all of the NRM is replaced by pTRM, and the palaeointensity may be estimated using

equation 1.1.

1.4.2.2 The Coe protocol (Coe, 1967a)

Until recently, this was the most commonly used Thellier protocol. Referred to as the “ZI”
method because it heats and cools a sample firstly in a zero-field, and repeats the process in-
field for each temperature step T.. The NRM loss can be measured directly from the “Z” step;
the pTRM gained is determined from the “I” step. A modified version of the Coe protocol
reversed the steps to “IZ” (Aitken et al. 1988).

A repeated in-field step at lower temperature was introduced (Coe, 1967a, b) to check for
chemical alteration by comparing a newly imparted pTRM with the original. These so-called
“pTRM checks” meant that the step-wise approach could now repeatedly test for alteration and
then limit the temperature at which a palaeointensity is determined according to the amount
of alteration that is observed. However, the check only determines the amount of alteration
at that temperature step or below; it cannot identify alteration that may have occurred in

particles with higher unblocking temperatures. A problem can occur, in which the zero-field
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step proceeding an in-field step of a Coe experiment causes alteration that is not captured by
PTRM checks. This can continue undetected throughout an experiment, causing a shallowing

of the palaeointensity slope as the pTRM capacity is increased (Wang & Kent, 2021).

To address this, Wang and Kent (2021) use a “Repeated Thellier-Series Experiment” (RESET),
previously known as the MD-correction technique (Wang & Kent, 2013). Here, a repeated
experiment uses a synthetic NRM from an imparted TRM to check for changes in NRM
unblocking and pTRM acquisition between both experiments. The pTRM gains of each
experiment, when plotted together (tTRM check), must be linear and well-correlated in order
to satisfy the method. Similarly, the NRM (one is the synthetic NRM) unblocking of both
experiments are compared and meet the same requirements. These additional checks can
identify alteration that may have been missed by standard pTRM checks. The method also uses
this NRM slope as a palaeointensity slope corrected for MD bias (Wang and Kent, 2013, 2021).
Since MD tails can accumulate iteratively, a vital criterion for assessing MD effects in this way
is to repeat the initial experiment precisely, which includes the exact number and type of steps

in an identical order.

At lower temperatures, non-SD particles tend to have reduced capacity to acquire pTRM
compared to how capably they demagnetise, causing a concave-up curve in a Coe Arai diagram
(Xu & Dunlop, 1995). However, this is not always the case, and their effects can go undetected
creating bias in the palaeointensity estimate. A failure of the law of reciprocity results in
high and low-temperature pTRM “tails”; a high-temperature tail is a pTRM that is not fully
demagnetised reheating in a zero-field to T,, (T, > T,) (Shashkanov & Metallova, 1972),
whereas the low-temperature tail T, < T, (Dunlop & Ozdemir, 2001). Riisager and Riisager
(2001) developed the so-called “pTRM tail check” by applying an additional “Z” step, so that
the Coe sequence becomes “ZI-Z”; it determines whether the pTRM gained is entirely removed
by reheating to the same temperature step in a zero-field. Both the Coe (1967a) and Aitken et
al. (1988) variants also show a strong angular dependence on the applied filed resulting from

pTRM tails, which can substantially affect the outcome of results (Yu et al., 2004).

With the introduction of the Arai diagram (e.g., Figure 1.4; Nagata et al., 1963), the visualisation
and assessment of palaeointensity slope linearity and pTRM checks could be achieved by

plotting NRM lost against pTRM gained at each temperature step.
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Figure 1.4. Example of an Arai diagram (Nagata et al., 1963) used in the analysis of a Thellier-style
experiment (the sample shown is from data in chapter 4). Associated palaeomagnetic directions
are shown in an orthogonal plot (top right). The best-fit slope (red) for the calculation of B,
(Palaeointensity) is determined from the selected points (dark grey) and are interpreted to represent
the primary magnetisation. pTRM checks (blue triangles) test for alteration. A secondary (viscous)
overprint from a slightly stronger ambient field is highlighted in the low blocking temperature area
and in the orthogonal plot (purple). High temperature laboratory induced alteration is interpreted

to produce a change in slope in the high blocking temperature region (green).
1.4.2.3 The IZZI protocol (Tauxe and Staudigel, 2004)

Here, the “ZI” of Coe (1967a) and the “IZ” of Aitken et al. (1988) are combined, somewhat
misleadingly according to the protocol name, in the sequence “ZIIZP”, with “P” being a pTRM
check (Figure 1.5). It is the component magnitudes of the Z-I and I-Z pairs of steps that are

plotted together to make a single point on the Arai diagram (Figure 1.4).
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Figure 1.5. Schematic diagram for the IZZI protocol. Z, zero-field step; I, infield step; P, pTRM
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check (infield). Z-I pairs of steps are heated to the same temperature (joined by a horizontal line).

This method easily detects the angular dependence on the applied field, and negates the need
for a pTRM tail check. This is because the tails influence the two sets of alternating ZI and I1Z
steps independently, creating a zigzag effect on the Arai diagram that is proportional to size of

PTRM tails (Yu & Tauxe, 2005).

1.4.2.4 Data analysis

A prominent two-slope phenomenon can occur in “IZZI” Arai diagrams (and other protocols)
that may not be due to MD effects. If the break in slope corresponds to a change in the direction
of the recorded field, then this may be explained as the cause, provided that the associated
palaeointensity values of both slopes are Earth-like. Where no change in direction is observed,
interpretation becomes more difficult. Historically, palacointensity values have been accepted
from the lower temperature slopes with the logic that this approach should avoid high
temperature alteration (e.g., Thomas & Piper, 1992, 1995; Thomas, 1993). This can result in an
over-estimation of the field strength; whereas, accepting high-temperature segments of two-
slope Aria diagrams can result in under-estimation. High-temperature segments are generally
favoured more recently due to the association with more stable remanence; however, further
justification is necessary to accept such results. For example, if similar results are obtained
from single-slope Arai diagrams or from different palaeointensity techniques, alongside rock
magnetic evidence to support the results. The lack of pTRM acquisition corresponding to
significant NRM loss at low temperatures is not well understood; it may be due to an annealing

effect (Kosterov & Prévot, 1998), lightening induced IRM or some other rock magnetic effect.

A newmethod of analysing KTT data is the so-called Bias Corrected Estimation of Paleointensity
(BiCEP; Cych et al,, 2021). Rather than using what the authors describe as binary selection
criteria to determine between “good” and “bad” data, a Bayesian approach is used to consider
all data. Results are compared to a model which assumes a linear relationship between a
samples palaeointensity estimate and its Arai diagram linearity (as defined by the k' parameter;
Paterson, 2011). The Bayesian method for calculating k' also provides an uncertainty for
the zigzagging Arai diagram produced in an IZZI experiment. This new way of statistically

analysing KTT palaeointensity results does not affect the experimental procedure and can be
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compared against the more standard data analyses that use a set of selection criteria to produce
an overall more robust set of results.

When assessing the quality of a palaeointensity estimate from an Arai diagram, linearity is of
strict importance. A recent study identified a phenomenon, whereby a curved Arai diagram,
after receiving a fresh TRM in a repeated experiment, is not reproducible (became straight); so-
called “Fragile curvature”. This was followed by a subsequent growth of curvature in aged TRM
experiments over two years (Santos & Tauxe, 2019; Tauxe et al., 2021). This is very different to
the curvature resulting from MD particles, which are reproducible. The cause of this fragility

requires further explanation.

It should be noted that linearity does not guarantee a reliable palaeointensity estimate. It is
experimentally possible for a CRM to produce a linear Arai diagram (Kono, 1987); stringent
checks for alteration should therefore remain in place. Linear Arai diagrams that consist of
(T)CRM can be explained by the strong magnetic interactions that form between the new
magnetic particles, randomly modifying their intrinsic blocking/unblocking temperatures

(Draeger et al., 2006).

1.4.3 Other methods

1.4.3.1 Microwave method

The Geomagnetism Laboratory at the University of Liverpool operates a Triston microwave
palaeointensity system with low-temperature SQUID magnetometer (Suttie et al., 2010).
Demagnetisation of a sample occurs by ferromagnetic resonance, in which a high frequency
(~14.5 GHz) microwave field couples with the magnetic system within the sample, producing
magnons (quasi-particles associated with spin waves) which demagnetise the sample as the
energy is increased (Hill et al., 2002). The magnetic minerals are excited directly, avoiding
significant heating to the sample matrix. This has been demonstrated to have the effect of
reducing thermal alteration during palaeointensity experiments in both natural rock samples
and archaeological material (e.g., Casas et al., 2005; Hill et al., 2002, 2005). All of the same
previously mentioned thermal Thellier protocols can be used, producing similar results to

those from thermal Thellier-style experiments (Biggin et al., 2007; Grappone et al., 2019).
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1.4.3.2 Shaw method

The Shaw-DHT (LTD) method compares the stepwise AF demagnetisation of NRM with that
of alaboratory induced TRM. It uses ARM to measure the amount of alteration and uses this to

apply a correction to the palaeointensity slope. This method has a full chapter (3) devoted to it.

1.4.3.3 Multi-specimen method

Another common palaeointensity method is the multi-specimen method (MSP-DB; Dekkers
& Bohnel, 2006). This method uses multiple specimens to determine a single palaeointensity,
and firstly requires that all specimens are heated to a temperature that removes any viscous
component (T), as determined in a sister specimen, to leave only the natural remanent
magnetisation. A single heating is then applied, to a chosen temperature T < T < T, in multiple
specimens, applying a different bias field to each specimen. The single heating reduces the
potential for thermo-chemical alteration; however, it should still be able to sufficiently unblock
a significant fraction of the NRM. By overprinting the original NRM by different amounts in
each specimen, the field at which the overprinted remanence is equal to the original NRM can

be determined statistically. An additional heating is applied to T, in order to test for alteration.

A fraction-corrected (MSP-FC) variation corrects for the fraction of NRM used in the best-
fit slope of the individual MSP plot, in order to reduce the overall scatter. Additionally, the
original method has been shown to overestimate the field where MD particles are present and
T, # T, (Fabian & Leonhardt, 2007). As a result, Fabian and Leonhardt (2010) developed a
domain-state corrected (MSP-DSC) variation of the method. Here, the domain-state bias is
estimated by imparting and comparing a series of additional pTRMs to T, including in a field
that is antiparallel (-B) to the initial in-field pTRM. The domain-state correction is based on
the relative size of pTRM tails using individual magnetisations and susceptibilities of TRM

acquisition, based on a phenomenological model.

1.4.3.4 Pseudo-Thellier method

Where thermal alteration is too difficult to overcome, the Pseudo-Thellier (PsT) method can be

utilised to produce results, since it does not require any heating. It was designed for basalts with
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low Ti magnetite, and originally constructed as a method of obtaining relative palaeointensities
(Tauxe et al., 1995); it has since been possible to convert results into an absolute palaeointensity
method by means of a calibration factor (de Groot et al., 2013, 2016; Paterson et al., 2016; Yu,
2010). The NRM is AF demagnetised, after which a stepwise ARM acquisition (ARM AQ) is
applied using the same coercivity steps; the fully acquired ARM is then demagnetised. The
ARM acquisition and demagnetisation are plotted together to determine the reciprocity of
coercivity; these should produce a linear, unit slope. The pseudo-Thellier slope is derived from

NRM/ARM,

A strong grain-size dependence exists in the ratio of TRM/ARM which affects the PsT slope,
particularly in grain sizes 0.1 - 1 um (Dunlop & Argyle, 1997; Yu et al., 2003). As a result, a grain
size indicator was established as a selection criterion by de Groot et al. (2013); defined as the

magnitude of the AF for which half of the maximum ARM is imparted (B, , ARM). Comparing

12
the ratio of PsT slopes and expected palaeointensities with B, , ARM, determined that the
optimal range for B, , ARM is 23 - 63 mT (de Groot et al., 2013). There are fundamentally
different methods for calibrating the results to produce an absolute palaeointensity. Arguably,
the most well-established method of calibration defines a linear relationship between PsT
slopes and palaeointensity results from thermal methods (de Groot et al., 2013, 2015, 2016).
The resultant straight-line equation, which is based on using an ARM bias field of 40 uT, has

been refined in the latter study to:

Eql2 B =7.718x|slope, | + 14.6

al

The reliability of the calibration relation has not yet been established for weak intensities of
less than ~24 uT; furthermore, it is the nonlinear relationship towards lower intensities that
is suggested to explain the non-zero y-axis intercept. Paterson et al. (2016) proposed a new
calibration that resolves the non-zero intercept, whilst providing an accurate estimate of the
associated uncertainties. Thermally stable samples were given full TRM:s in different DC bias
fields; the PsT results were plotted against the TRM field strength, where various rock magnetic
parameters and best line fits were considered, including grain size to determine a generalised
calibration factor of 3.28 (+ 0.83) to be used with any ARM bias field (Paterson et al., 2016),
noting that additional studies are needed to determine the influence of ARM bias field. Yu

(2010) similarly determines a calibration factor using the ratio of susceptibilities YNRM/
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XARM for a group of samples, such that:
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1.4.3.5 Single crystal palaeointensity (SCP) technique

Palaeointensity experiments on single crystals have become increasingly popular during the
last two decades. Zircon crystals, which house magnetite inclusions, are resistant to chemical
alteration and can be dated using radiometric methods (Tarduno et al., 2014). Magnetic
inclusions within plagioclase and quartz crystals can also be suitable for palaeointensity
experiments (Kato et al., 2018). Several types of palaeointensity techniques can be adapted
for use, e.g., KTT and Shaw; however, a specialised holder is required in order to accurately

maintaining a specimen’s position, owing to the small size (~5mm once they are mounted).

SCP using zircons have been found to accurately recover the palaeointensity when compared
with high precision whole rock results from the 767 ka Bishop Tuft (Fu et al., 2017). However,
quantum diamond magnetic (QDM) mappingidentified that the bulk of remanent magnetisation
was carried by apatite inclusions which can be susceptible to alteration. This emphasises the

importance of careful characterisation of the magnetic carrier and their primary nature.

The SCP method has been used on the Jack Hills Hadean-zircon bearing rocks, located in
Western Australia; which are argued to contain some of the oldest palaeointensity recorders
on Earth (Tarduno et al., 2015, 2020). Weiss et al. (2015) argued that the Jack Hills Hadean-
zircon bearing rocks at Erawandoo Hill were either completely remagnetised, or lacked stable

magnetisation; however, these findings were strongly disputed (Bono et al., 2016).
1.4.4 Multi-method approach

Several of the experimental problems outlined may be mitigated by a departure from the
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traditional, single palaeointensity method (usually a variant of the Thellier-Thellier method)
approach, and instead utilised multiple methods. Higher success rates have attributed to this
multi-technique approach (e.g., de Groot et al., 2016; Thallner et al., 2021), and similar results
achieved using different methods are arguably more robust. Reliance on a single method can

result in success rates so small that they are not of value.

In this thesis, we focus on the first three methods outlined; the Multi-specimen and Pseudo-
Thellier methods do not form part of this research because only a limited number of the ancient
specimens were available to study, many of which carried large overprints. The Pseudo-Thellier
method was also not performed because many of the palaeointensities reported in this thesis
are less than 10 pT. In addition, large uncertainties of up to ~25 % may be associated with the
calibration factor required to convert the relative results to absolute palaeointensities (Paterson

etal., 2016).
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Chapter 2
Extended background
2.1 Introduction

Ithad long been understood that the source of Earth’s magnetic field is within its centre (Gilbert,
1600). A significant advance in our understanding came in 1839 thanks to Carl Friedrich
Gauss, who was able to model Earth’s magnetic field using spherical harmonic analysis (Gauss,
1839), and who’s principles are still used in present-day geomagnetic field models. Earth’s core
was first discovered by R. D. Oldham after identifying a seismic discontinuity (using P waves)
at the core mantle boundary (CMB) in 1906. It took twenty years to establish that the core was
liquid (Jeffreys, 1926); this was further confirmed along with the discovery of a solid inner core

in 1936 by Inge Lehmann (Brush, 1980).

It is now understood that the geomagnetic field is generated by self-sustaining dynamo process
which was first proposed by Joseph Larmor in 1920. The geodynamo process responsible
for generating the magnetic field is powered in Earth’s convecting, rotating outer core, and
is driven by the motion of electrically-conducting liquid iron. There are many thermal and
chemical processes that are intrinsically linked to this process, many of which have varied in

degree over the course of Earth history.

It is generally accepted that some sort of geodynamo process has existed for most of Earth
history, with evidence for a geomagnetic field dating back to ~3.4 Ga (Biggin et al., 2011) and
possibly 4.2 Ga (Tarduno et al., 2015). The early geodynamo, prior to the onset of inner core
nucleation (ICN), was most likely enabled purely by thermal convection (Gubbins et al., 2004;
Lister & Buffett, 1995). Early core temperatures allowed for rapid cooling from within, and
this was controlled by the temperature gradients in the liquid core and across the core-mantle

boundary (CMB).

The cooling continued until conditions were reached that enabled a phase change in the liquid

core, facilitating the nucleation of an inner core. Its formation brought about substantial change
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in conditions, bringing about new forces to drive the geodynamo. As the liquid iron solidifies
and grows, lighter elements are released into the outer core, these more buoyant elements
rise through the outer core and generate compositional convection. In addition to this, latent
heat is released during the phase change, also acting to provide buoyancy. A combination of
slow cooling and solidification of the inner core then results in thermo-chemical convection.
Unlike in the mantle, chemically-driven convection is more efficient than thermally-driven
convection and becomes the dominant driving force (Davies et al., 2015; Labrosse, 2003). This
is due in part to the difference in thermal diffusivity; heat conducts very slowly in the mantle
whereas adiabatic heat flow in the outer core is very large which makes thermal convection
far less efficient than in mantle. The density difference across the inner core boundary (ICB)
dictates the energy provided by compositional convection, however, this is poorly constrained

(Hirose et al., 2013; Labrosse, 2015).

The enigmatic age of the solid inner core is determined by a series of hierarchical events and
processes which start with the formation of the Earth and its core. Models which seek to define
the Earth’s thermal history and timing of ICN are governed largely by the entropy balance
within the core, which must adhere to several thermodynamical constraints (Labrosse et al
2003). The additional forces associated with arrival of the inner core substantially increase
entropy production in the outer core; because CMB heat flow is essentially fixed over short
timescales, limited by how fast the mantle can extract heat, the additional entropy can drive the

geodynamo (Nimmo, 2015).

In this chapter, we examine the conditions and processes that have taken place in earth’s core
and how these affect the geodynamo, and ultimately ICN. We use the most up-to-date set of
palaeointensity observations, taken from the PINT database (Biggin et al., 2015), to describe
the geomagnetic field through time and examine how this can inform on core conditions.
Estimates for ICN are examined by comparing the latest observational-based statistical models
and those based on numerical geodynamo simulations, exploring any correlations and/ or

contradictions.

2.2 The Earth’s core

2.2.1 Formation
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The Earth formed through accretion within a period of ~50 Myrs from solar system formation;
a process that occurred through a series impact events (Rubie et al., 2004). Gravitational
energy caused the differentiation of elements according to their density, into a metallic core
and silicate mantle. Processes such as percolation and diapirism would facilitate differentiation
of siderophile elements, which eventually partition into a central core. Geochemistry identifies
these siderophile elements as depleted in the mantle by comparing element abundances to

chondrites (Walter et al., 2000).

It has generally been considered that metal-silicate separation took place at the bottom of a
global magma ocean (Rubie et al., 2003). However, alternative models suggest that a large
collision event may have produced the magma ocean (Tonks & Melosh, 1992). Large collision
events, such as that which is believed to have led to the formation of the moon, would increase
temperatures and cause melting on a very large-scale. The energy to achieve the temperatures
required for core formation likely arose from a combination of the differentiation process
which reduces gravitational potential energy, from the decay of radioactive nuclides, and the

kinetic energy from collision events.

Secular cooling of the Earth over time reduced core temperatures sufficiently to allow
crystallisation of the liquid iron core. In addition to approaching temperatures at which
macroscopic solid metal can become thermodynamically stable, a stable crystalline cluster of
atoms must form. This requires that they overcome the nucleation energy barrier (Christian,
2002). Analyses show that this energy barrier to homogeneous nucleation from a purely liquid
alloy in the deep core is loo large unless critical supercooling occurred to the order of 1000 K.
This level of supercooling has been estimated to be vastly unachievable in the core unless the
entire core was supercooled (Huguet et al., 2018). Possible solutions come with substantial
caveats to overcome; despite this, we know the inner core exists. This is referred to as the core

nucleation paradox.

2.2.2 Physical properties

The composition of Earth’s core is an almost pure metallic alloy of ~85 % iron and probably

up to ~10 % nickel (Davies et al., 2015; Li et al., 2021; Vocadlo, 2013). Calculations based on
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observed seismic velocities, density functional theory (DFT) and thermal-pressure equations
of state, reveal an overall density deficiency in the outer core of ~10 % (Alfé et al., 2002; Nimmo,
2015; Pozzo et al., 2013; Vocadlo, 2013) with as low as ~5 % reported (Anderson & Isaak, 2002).
The deficit can be accounted for by a mixture of lighter elements. Recent studies show that
the core likely formed in oxidising conditions (Georg & Shahar, 2015; Siebert et al., 2013) and
given the abundance of silicate mantle, the most likely lighter elements appear to be silicon,
sulphur and oxygen (Badro et al., 2014; Morard et al., 2014; Siebert et al., 2013). These do not
fully account for the deficit, which requires elements such as C, P, and H (Davies et al., 2015;
Poirier, 1994). The lighter elements cannot substitute for iron and are released into the outer
core as the inner core freezes. As such, a notable difference exists in the amount light elements

between the inner (~3 %) and outer (~10 %) core (Nimmo, 2015).

Fundamental properties such as temperature, pressure and density vary with depth.
Temperatures are poorly constrained, however, in a vigorously convecting outer core, they are
expected to be close to the adiabat. Present day values (including pressure) are estimated to be
in the range of 5650 + 600 K (329 Gpa) at the ICB, and extrapolated to 4180 K + 400 K (135
GPa) at the CMB (Alfe et al,, 2007; Alfe et al., 2003; Nimmo, 2015). Density values can be
determined from seismic observations and these increase with depth. The density jump at the
ICB occurs due to the phase change and the difference in concentration of light elements. This
density difference, which is also poorly constrained, dominates compositional convection in
the outer core. The difference calculated from seismic waves is higher than that derived from
first principles, with recent best estimates between 3 and 7 % or 400 - 800 kg m~ (Nimmo

2015).

Thevigorously convecting outer core sustains the Earth’s magnetic field against ohmic dissipation
(Buffett, 2015). The well-mixed outer core is implied from its seismic density profile, and this
further implies that the temperature gradient is close to adiabatic (Peter Olson, 2013). The very
small fluid viscosity in the outer core (e.g., Perrillat et al., 2010; Poirier, 1988) implies a large
range of complicated flow length scales are present, however, the first-order flow is dominated
by three forces; the Coriolis force, which is comparable to the buoyancy and the Lorentz forces
combined; collectively referred to as the Magnetic, Archimedean, Coriolis (MAC) state (Yadav

etal., 2016). Higher-order quasi-geostrophic forces complete the force balance (QG-MAC).
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Analysis of P-wave velocities provide a seismologically complex picture of the inner core,
whereby its anisotropic structure varies radially and longitudinally (Lasbleis & Deguen, 2015).
Dominant observations include a hemispherical dichotomy, whereby the eastern hemisphere
is seismically faster and more isotropic than the western hemisphere (Alboussiére et al., 2010;
Aubert et al., 2008). This may be explained, in part, by East-West translation of the inner
core, whereby inner core convection produces a heat flux parallel to the equator which causes
the eastern side to melt, and the colder, western side to crystallise. Lateral variations of iron
grains are produced in the process, as they are allowed to grow during their transportation
(Monnereau et al., 2010). Thermal heterogeneity within the inner core shifts Earth's centre
of mass towards the crystalising side and isostatic equilibrium is continually restored by the

translation.

Equatorial Taylor column convection is generated in the outer core due to the Coriolis force;
the columns are aligned with, and sit just outside of the inner core tangent cylinder and only
come in to contact with the inner core at the equator. This causes more efficient heat transport
and faster equatorial cooling, producing preferential equatorial inner core growth (Aubert
et al., 2008; Frost et al.,, 2021; Yoshida et al., 1996). The stress imparted on the inner core
produces deformation and preferential alignment of crystals (Bergman, 1997; Yoshida et al,,
1996). Deformation mechanisms such as solidification texturing (Bergman, 1997) would allow
creeping deformation along a preferred orientation. A more recently proposed mechanism
is the self-diffusion of body-centred cubic iron phase (instead of hexagonally close-packed),
which at core temperatures and pressures, would allow easy texturing of iron in response to

stress (Belonoshko et al., 2017).

2.3 Thermal conductivity

Notwithstanding the importance of constraining CMB heat flux, or indeed the age of ICN,
the thermal conductivity in earth’s core is one of the most important geophysical parameters
in understanding many of deep earth dynamics and evolution. It is intrinsically linked to the
thermal history of the core, the amount of power available for the geodynamo, and the age of
inner core nucleation. All of these properties rely fundamentally on realistic values of thermal
conductivity. Unfortunately, it is one of the most poorly constrained quantities in deep Earth

science, with estimates varying by approximately a factor of 6 (Williams, 2018). Difficulties lie
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in computationally factoring or experimentally replicating the immense pressures (135 — 360
GPa) and temperatures (~5000 K) that are present in the core. Its value relies on other poorly
constrained parameters such as the fractional concentration of the specific light elements

present.

Until recently, estimates of thermal conductivity and electrical resistivity have been based on
extrapolations of resistivity measurements in shock-compressed Fe and Fe-Si alloys (Bi et al.,
2002; Keeler & Mitchell, 1969; Matassov, 1977; Stacey & Loper, 2007; Stacey & Anderson, 2001).
Various alternative methods for calculating thermal conductivity have since been adopted; such
as Density Functional Theory (Pozzo et al., 2012, 2013, 2014; Xu et al., 2018) and Diamond-
Anvil cell experiments (DAC) to higher, more core-like pressures of 100 — 170 GPa (Gomi et
al., 2013, 2016; Gomi & Hirose, 2015; Kondpkova et al., 2016; Ohta et al., 2016; Zhang et al.,
2020). Most of these recent studies (Gomi et al., 2013, 2016; Gomi & Hirose, 2015; De Koker
etal, 2012; Pozzo et al,, 2012, 2013, 2014; Xu et al., 2018; Zhang et al., 2020) similarly estimate
much higher thermal conductivity values (~90 — 130 Wm™" K™') than previously assumed. A
recent DAC experiment, however, achieves lower results of 18 - 44 Wm™ K™ (Konopkova
et al., 2016), and further recent studies (Hsieh et al., 2020; Zhang et al., 2021) support these
findings (approaching the CMB), noting that a slight increase silicon percentage in the outer

core considerably increases electrical resistivity and thereby reduces thermal conductivity.

If the higher values are accurate, it requires a revision of the adiabat gradient to ~ 12 to 15
TW in order to maintain a well-mixed vigorously convecting core. This is equal to, or exceeds
the most recent estimates of total CMB heat flux (Nimmo, 2015). If the thermal conduction
along the adiabat is equal to, or greater than the total heat flux across the CMB then thermal
convection would be inhibited and a stratified layer would form at the top of the core. High
CMB heat flux is also found to be required to maintain the two large low shear-wave velocity
provinces (LLSVPs) in the lower mantle (McNamara & Zhong, 2004; Peter Olson et al., 2015).
The discovery of several results of similarly high thermal conductivities from 2012 onwards,
led to the question of how could the geodynamo sustain itself for much of Earth history, in the

absence of an inner core? This was described as ‘the new core paradox’ by Olsen (2013).

A possible, and almost certain solution would require a higher CMB heat flux to allow for

thermal convection to maintain the geodynamo for an extensive part of Earth history, prior to
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the formation of the inner core (Davies, 2015; Labrosse, 2015; Pozzo et al., 2012). Subsequent
model results find that a higher present-day CMB heat flow of ~ 15 TW avoids the new Core
paradox, allowing the for thermal conductivity values of up to 130 Wm™ K" (P. Driscoll &
Bercovici, 2014).

Estimates of internal field strength (determined indirectly from ohmic losses in the outer core)
place constraints on the power required for the geodynamo (Buffett, 2010; Christensen &
Tilgner, 2004; Jackson & Livermore, 2009); however, the power available is usually determined
from estimations of total heat flux across the CMB. This changes on timescales limited by the
mantle (several 100 Myrs) and the same solutions may not apply for all of Earth history (Buffet,
2015). CMB heat flow is poorly constrained due, in part, to its dependence on equally, if not
even more poorly constrained parameters such as the rate at which the mantle can extract heat
(Lay et al., 2008), and thermal conductivity in the outer core. Estimates are obtained using
various methods to measure temperature differences across the CMB thermal boundary layer;
for example, seismological detection of phase transitions average at ~9 TW (Lay et al., 2006)
and a statistical model of the D” region produced 13 + 3 TW (Wu et al., 2011). Based on these
and other results, a modern-day estimate is ~7 — 17 TW (Buffett, 2015; Davies et al., 2021;
Davies, 2015; Lhuillier et al., 2019; Nimmo, 2015).
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Figure 2.1. Cartoon illustration of some key deep Earth processes, with vertical distances
to scale. Depicts two scenario’s whereby Q, (adiabatic heat flow in the outer core) < Q..
(heat flow across the core-mantle boundary) and the opposite. The first scenario aids thermal
convection as the liquid at the top of the outer core is able to cool and sink. Where Q_,, <
Q,,» a thermal or chemically stratified layer builds beneath the CMB. A regionaly stratified
layer would most likely lie underneath an LLSVP (large low shear velocity province) since this
relatively hot material would restrict Q

CMB’®

2.4 Stratification in the outer core

There have been many seismological observations over the last several decades of significant
P-wave velocity reductions (relative to PREM) near the top of the outer core, suggesting the
existence of a stably stratified layer (Helffrich & Kaneshima, 2010; Kaneshima, 2018; Lay &
Young, 1990; Tanaka, 2007; Tang et al., 2015). Other studies, however, interpret the seismic
observations differently and favour little to no stratification at the top of the core (Alexandrakis

& Eaton, 2010; Irving et al., 2018).

In the scenario where the heat transferred along the adiabatic gradient is greater than that across
the CMB (Figure 2.1, right side), the mantle is unable to remove the conducted heat and excess
heat accumulated at the top of the core. This prevents the process of thermal convection, which
requires buoyant material to cool and sink. This sub-adiabatic regime, which appears necessary
due to recent increases in thermal conductivity values, creates some form of stably stratified
layer near the top of the outer core (Buffett, 2015; De Koker et al., 2012; Pozzo et al., 2012). A
chemically stratified layer can also arise from the accumulation of light elements beneath the
CMB, forming a buoyant layer (Braginsky, 2006). However, theoretical calculations suggest an
increase in P-wave velocity would be required, rather than the observed seismological decrease,

with increased light element (Brodholt & Badro, 2017; Buffett & Seagle, 2010).

The properties of any layer, such as the thickness and extent of stratification is unclear; or
indeed, whether this layer would be thermally or chemically generated (Gastine et al., 2020).
Recent thermodynamic numerical models place upper bounds on the thickness of any stable
layer of 250 - 400 km, although it is noted that if the convective layer can significantly entrain

the fluid at the base of the stable layer, the upper bound on layer size quickly becomes zero
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(Greenwood et al., 2021). A separate recent suite of numerical models also supports the absence
of a stable layer. By comparing numerical field models for their Earth likeness at the CMB, they
find that only models which require a fully convecting core, or penetration distance spanning

the entire layer yield good agreement (Gastine et al., 2020); this implies no stratification.

The implications of a thick stratified layer may also be somewhat at odds with geomagnetic
observations of secular variation (Gubbins, 2007). Reverse flux patches appear to require thin
to no stratification in these regions, and imply that regional stratification is a strong possibility.
Recent models find that the stratification is indeed restricted to regions (Figure 2.1), and that
this would allow the geodynamo to operate in a sub-adiabatic regime on average, provided there
were regional anomalies with super-adiabatic heat flux (Gubbins et al., 2015; Labrosse, 2015;
Mound et al., 2019). The most likely scenario is heterogeneous thermo-chemical stratification,
which allows laterally-dependent convection (Mound et al., 2019; Olson, 2016). In support,
CMB heat flux is also not likely to be laterally homogeneous (Buffet, 2015: Mound et al., 2019;

Davies et al., 2021). This may be due to influence from the mantle.

2.5 Core/ mantle interactions

Various thermal, chemical, mechanical and electromagnetic interactions occur between the
two giant heat engines of the mantle and core at the CMB (Buffet, 2015). Long-term variations
(tens to hundreds of millions of years) in the palacomagnetic field are not typically associated
with the outer core, for which the convective turnover time is estimated to be a few centuries
(Hongre et al., 1998). These variations are likely forced through mantle processes changing
the total heat flux across the CMB and its lateral distribution (Buffett, 2015; Gubbins, 1994).
The mantle therefore likely exerts some dominance over the outer core and the geodynamo
on mantle flow timescales (mm yr'). Mantle control of the geodynamo can be determined
through numerical coupled core-mantle models (Olson, 2016; Olson et al., 2015) and through

observations of palacomagnetic behaviour (Biggin et al., 2012).

CMB heat flow plays a fundamental part in controlling the vigour of convection which drives
the geodynamo, and it depends on the temperature difference across the mantle’s basal thermal
boundary layer (TBL). Sources of substantial influence on the TBL include, in particular, the

LLSVPs situated under the Pacific and Africa. These long-term features of the lower mantle
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(Evans, 2010; Torsvik et al., 2010) are interpreted to consist of dense thermochemical piles,
although others interpret these to be purely thermal “superplumes” (Davies et al.,, 2012);
nevertheless, they are likely to restrict heat flux across the CMB in these regions (Garnero
et al., 2007). Vertical flux of relatively hotter or colder mantle material can also influence the
TBL in a similar manner; major examples of this include mantle plumes departing from the
CMB, subducted slabs reaching the lower mantle. These large-scale movements of mass can
also cause episodes of true polar wander (TPW), in which the non-hydrostatic moment of
inertia tensor is perturbed by the movement of mass of the Earth and seeks to realign itself

with Earth’s rotation.

On the basis of numerical geodynamo simulations (e.g., Olson, 2007), it is argued that, to first
order, CMB heat flow and reversal frequency are positively correlated (Biggin et al., 2012),
whereby average polarity reversals may be more frequent when core heat flow is high and
infrequent when it is low (Courtillot & Olson, 2007). The long-term variations of the field, in the
context of polarity reversal rates, is considered to follow a non-stationary process throughout
much of the Phanerozoic era, with three, near evenly-spaced superchrons separated by periods
of normal and hyperactive reversal rates. Decreases in average polarity reversals tend to be
observed to be a precursor to the onset of the Cretaceous superchron (Gallet & Pavlov, 2016),

and may be a feature prior to the other two superchrons (Hounslow et al., 2018).

Periods of weak palaeointensity are recently reported to occur 10-100 Myr prior to the onset of
the three Phanerozoic superchrons (Bono et al., 2019; Doubrovine et al., 2019; Hawkins et al.,
2019; Shcherbakova et al., 2017, 2020); this suggests an approximate 180 Myr quasi-periodicity
in dipole strength. Further support for this feature is provided by a recent study that identifies

a potential mid-Palaeozoic dipole low (Hawkins et al., 2021).

Such long-term recurring feature may be related to lithospheric subduction flux, with several
studies relating the effects of sinking slabs with the stability of the geomagnetic field (e.g., Gaffin,
1987; Pétrélis et al., 2011). A statistically significant, positive correlation between subduction
area flux (SAF) and reversal rates during the Phanerozoic has been identified, with SAF leading
a time delay of 120 Ma (Hounslow et al., 2018). The same study details the many complexities
and uncertainties in calculating these two phenomena, such as deficiencies in plate models

and reversal records, SAF does not represent volume or thermal mass, and the dynamics of
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the lowermost mantle are poorly understood. The timescale for subducting slabs reaching the
CMB can also vary substantially. Some can stagnate at the 660 km discontinuity (Fukao et al.,
2001), slowing their arrival. On the other hand, the effects of a subducting slab can be realised
long before (100’s kms) they reach the CMB since they likely displace hot mantle ahead of
them, thinning the TBL, causing the neighbouring TBL to thicken (Steinberger & Torsvik,
2012; Tan et al., 2002). A plausible subduction rate of ~1.5 cm yr! (Biggin et al., 2012; Goes et
al., 2008) would equate 2700km to 180 Myr travel time.

Positive correlations have also been made between reversal rates and large igneous province
(LIP) activity, with a lag ~50 Myr (Biggin et al., 2012); this lag agrees with model estimates of

rise-times of plumes that are rooted in the lowermost mantle (van Hinsbergen et al., 2011).

2.6 Early dynamo

The prediction of models that incorporate higher CMB heat flow is a younger inner core.
The faster core cooling rates required to produce the increased heat flow place constraints
on inner core age due to its current size; this in turn implies that the initial core was much
hotter than previously estimated. Large uncertainties are associated with early evolution of core
temperature (Badro et al., 2016), however, geochemical constraints on mantle cooling may not
allow for too high initial core temperatures (Keller & Schoene, 2018; Mittal et al., 2020). To
avoid mantle catastrophe, whereby the mantle becomes mostly molten when it is known to be
solid, requires a reduction in the mantle secular cooling rate to ~11 TW (Driscoll & Bercovici,

2014).

A younger inner core requires a dynamo capable of generating a geomagnetic field for ~3 Ga
without the additional forces that are provided by core solidification (O’Rourke et al., 2017;
Pozzo et al., 2012; Tarduno et al., 2010). Provided that at least parts of the core remained
super-adiabatic, it may be possible that there was sufficient initial heat available for thermal
convection to be the sole power source. There are, however, hypotheses in support of alternative
early power sources. The dynamo may have benefited from additional power provided by the
precipitation of light elements such as magnesium (Badro et al., 2016; Liu et al., 2020; Mittal et
al.,, 2020; O'Rourke & Stevenson, 2016). The precipitation of magnesium oxide (MgO) in the

core is a more efficient source of buoyancy than the compositional convection from inner-core
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growth by an order of magnitude (O’Rouke & Stevenson, 2016).

Theoretical models propose that MgO exsolution in the core (O’'Rouke & Stevenson, 2016)
provided a substantial energy source for the geodynamo. They also demonstrate that partitioning
of non-siderophiles (such as Mg & O) into the core, could occur through ‘two-stage accretion,
whereby increased temperatures are generated by major impact events such as the moon impact
(O’Rouke et al., 2017; Liu et al., 2019). Giant impacts were able to superheat parts of the earth
to temperatures that permit some metal-silicate equilibration (O’'Rouke & Stevenson, 2016). In
support, recent laboratory impact experiments that account for the previously neglected inertia
of massive impacts (Landeau et al., 2021), demonstrate that the mass transfer between metal
and silicates is substantially larger than previous estimates, reducing the accretion timescale
and the equilibration pressure. Experimental evidence also shows that MgO can dissolve in
core-forming iron melt at very high temperatures (Badro et al., 2016). MgO solubility depends
only on temperature, and so as the core cooled, the gravitational energy generated by this
precipitation gradually decreased. This is hypothesised to explain a gradually decreasing

Precambrian geomagnetic field intensity (Badro et al., 2016; Liu et al., 2019).

Recent coupled chemical thermodynamic models allow for various combinations of MgO,
SiO,, and FeO precipitation (Mittal et al., 2020). The results indicate that for a wide range of
parameter space, precipitation of either (or multiple) of these species is capable of supporting
the geodynamo across earth history, producing spikes in entropy at various times. All of the
model parameters adhere to initial and present-day constraints and produce ICN ages between

400 - 700 Ma, typically 550 Ma.

There is also increasing evidence to suggest that the early geomagnetic field was generated in
the lowermost mantle (Soubiran & Militzer, 2018; Stixrude et al., 2020; Ziegler & Stegman,
2013). Moon impact sized events can create temperatures high enough to remelt the silicate
mantle (Pahlevan & Stevenson, 2007). Evidence suggests that a deep molten mantle can be
negatively or neutrally buoyant (Mosenfelder et al., 2007; Stixrude et al., 2009); this would
cause crystallisation of the magma to occur at mid-levels, expanding in both vertical directions;
two distinct liquid mantles would then form, including an isolated basal magma ocean (BMO).
DFT-based molecular dynamics simulations show that electrical conductivity values of liquid

silicate melt at temperatures and pressures of a BMO exceed the requirement (10,000 S/m) for
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dynamo action (Stixrude et al., 2020). In addition, the other two fundamental constraints for
generating (convective velocities of 1 mm s or higher) and maintaining (magnetic Reynolds
number > 40) the early geomagnetic field are also likely exceeded (Soubiran & Militzer, 2018;
Stixrude et al., 2020). The theoretical field strength produced by these calculations is argued to

be in excellent agreement with paleointensity observations (Stixrude et al., 2020).

Ziegler and Stegman (2013) model a change in the power source of the geomagnetic field from
mantle to core at ~2.5 Ga, which may coincide with the change from a stagnant lid regime
(Driscoll and Bercovici 2014). At the same approximate time, the only punctuation occurs in a
generally continuous trajectory of decreasing compatible element concentrations in preserved
continental basalts over the last 4 Gyr (Keller and Schoene, 2018); spikes in entropy production
in the core have also recently been predicted by models to have occurred at ~2.5 Ga (Mittal et

al.,, 2020).

2.7 Palaeomagnetism

The geomagnetic field we observe at the surface originates in the outer core, with a small
external influence. Therefore, it displays many quantifiable characteristics that can be related
to, and inform on geodynamic processes in the fluid core (Aubert et al., 2010; Biggin et al.,
2008; Driscoll, 2016). Here we establish the characteristic traits of the geomagnetic field,
discussing some recent advances in our understanding, and examine how these relate to deep

earth processes.

2.7.1 Palaeofield characteristics

The geometry of the geomagnetic field is well established and is approximated by a geocentric
axial dipole (GAD) at Earth’s centre that is aligned with the earth’s rotation axis. It can be
described through spherical harmonics which use gauss coefficients of varying degree and
order; these are obtained (and calculated) from a set of globally distributed observations.
More observations enable the field to be described to higher orders but the lower order terms
dominate the field. Degree one accounts for 90 % of the power though geocentric dipoles about
the spin axis (g°,) and two equatorial axes (h’, and h' ); the total dipole is the vector sum of

these.
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The field exhibits variability on all timescales, and instantaneous observations record this
temporal variability, in which the field departs from a GAD. However, averaging these
observations over ~104 years, provides a good approximation of the observed GAD-like
magnetic field (Opdyke & Henry, 1969). It is important to note that small, systematic time-
averaged departures from GAD have been observed in studies spanning several decades
(Johnson & McFadden, 2015). These are thought to arise from vortices in the tangent cylinder
(tangent to the inner core), which create ‘flux lobes’ in the polar regions of the core. Spherical
harmonic models (to degree 13) using satellite data observe large variation in the radial
component of the geomagnetic field at high northern latitudes (Hulot et al., 2002). These non-

axisymmetric vortices persist in the time average of the main field over the past 400 years.

2.7.2 Polarity reversals

The time-averaged field (TAF) is determined by taking the average of multiple global directional
measurements; that is, an independent average of all Gauss coeflicients before using their
ratios to define its properties. Records of relative palaeointensity obtained from sediment cores
spanning the last 800 kyr, suggest that the TAF was stronger on average during periods of low
reversal rates (Valet et al., 2005). In addition, during the Phanerozoic, periods of high reversal
rate such as part of the Jurassic (140 — 200 Myr ago), may be also associated with lower-than-

average dipole moment (Biggin et al., 2012).

The stability of the geomagnetic field is defined by the frequency of polarity reversals. A reversal
of the magnetic field coincides with a large decrease in the axial dipole moment, which can
typically occur over ~20 kyr (Valet et al., 2005), and an associated increase in higher-order,
non-dipole components (Amit et al., 2010). However, there is also evidence for a precursor and
rebound phase in field strength, tens of thousands of years either side of a reversal, which itself

can take as little as a few thousand years (Valet et al., 2012).

Reversal rates over the last ~83 Myr can be obtained from the geomagnetic polarity time scale
(GPTS), from which it can be seen that 184 polarity intervals have occurred. The average
geomagnetic reversal rate during the Cenozoic is 2 - 3 Myr™, with the most recent reversal

~780 kyr ago (Leonhardt and Fabian, 2007). There are intervals, such as the mid-Cretaceous,
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during which the geomagnetic field did not undergo a reversal for ~40 Myr (Ogg, 2020); the
cretaceous normal polarity superchron (CNS). There are also periods of hyper-reversals with
rates of ~5 Myr™ such as in the mid-Jurassic, pre-CNS and the last 10 Myr (Biggin et al., 2012;

Doubrovine et al., 2019).

Reversal frequency is commonly described as a largely stochastic process (Biggin et al., 2012);
however, the sequence of superchrons can be characterised by long term correlations (Jonkers,
2003). Long term changes in the average frequency of polarity reversals are likely to be linked
to changes in CMB heat flow; a correlation can be observed between numerical simulations
of CMB heat flow variation and reversal frequency (Carbone et al., 2020; Driscoll & Olson,
2011). It has been suggested that the geodynamo is maintained near to a critical point between
an ordered and chaotic system (Jonkers, 2003); the geodynamo may exist in a regime whereby,
for example, the change from non-reversing (superchron) to reversing would take a relatively

small amount of additional CMB heat flow (Courtillot & Olson, 2007).

Excursions also frequently occur throughout Earth history; although these are harder to
demonstrate in the magnetic records, there appears to have been more than ten since the last
reversal (Lund etal., 2021). These may be described as failed reversals, whereby it is energetically
favourable for the axial dipole to regain power in the same polarity. A detailed study of PSV
and excursions during the interval 130-243 ka, identified four periods of low palaeointensity
and that corresponded (‘one-to one’) with four periods of high angular dispersion (Lund et al.,
2021); suggesting that a correlation may exist between high VGP scatter and low palaeointensity.
Two recent excursions that have been studied in detail are that of the Laschamp (41.3 + 0.6 ka),
which lasted ~1500 yr, and the Mono Lake 4.25 + 1.2 ka. The palaeointensity is reported to
recover to almost non-transitional values during the ~6 ka between the two excursions (Laj et

al,, 2014).

2.7.3 Secular variation

The secular variation, or rate of change of the field, is an important characteristic of the
geomagnetic field. Variation over the last several hundred years can be determined through
direct observations, whereas longer periods require indirect, palaeomagnetic measurements.

Palaeosecular variation (PSV) is a measure of spatial and temporal variation of the palaeofield
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over broad time scales ranging from hundreds to millions of years. Measurements are typically
provided by sequences of sediments and lava flows, from which a time-series of palaeomagnetic

records can be produced (Jackson & Finlay, 2015).

Angular dispersion (S) in the direction of virtual geomagnetic poles (VGPs) is a measure of
temporal variability in the magnetic field. PSV analyses should distinguish between temporal
variations during stable periods and polarity reversals by excluding transitional data captured
during a reversal. These data, which substantially deviate from a GAD, bias any analysis which
aims to define PSV for a given time period.

The transitional data is assessed by their VGP latitude, using a method such as that proposed
by Vandamme (1994) to determine the optimal cut-off angle. The method which was originally
tested on synthetic VGP data, assumes a Fisherian distribution of data (Fisher, 1953); it was
later found to work well on real palacomagnetic data for the period or 0 - 5 Ma (McElhinny &
McFadden, 1997).

The statistical analysis of PSV has often employed Model G (McFadden et al., 1988), whereby
S can be characterised by a covarying latitudinal dependence (S* = a*> + Ab?); where A is the
latitude, and parameters a and b are constants that represent equatorially symmetric (I - m
even) and anti-symmetric (I - m odd) spherical harmonic terms of gauss coeflicients with
respect to the axial dipole. These two families of gauss coeflicients are semi-independent from
each other and are claimed to be latitude-invariant and dependent respectively. A recent study,
however, found Model G to provide an unacceptable statistical fit for selected reliable PSV data
of the last 5 - 10 Ma (Doubrovine et al., 2019).

A strong power law relation was recently derived between median dipole dominance and the
Model G @ parameter (Biggin et al., 2020). Dynamo simulations demonstrate that as the dipole
dominance increases, VGP dispersion decreases and so too does its latitudinal dependence.
This useful relation (dipole dominance/ Model G @) can be applied to any time period, and is
particularly useful for Precambrian times where field morphology is very poorly constrained
due to a severe paucity in data. It uses directional data, which is easier to obtain than intensity
data, and is therefore more readily available. It allows the morphology to be defined in a more
quantitative way than using Model G; this can be used as a further constraint on geodynamo

models and may inform on the types of regimes required to generate such morphology.
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However, the authors found that dipole dominance was remarkably similar throughout much
of Earth history which indicates that similar field geometry existed through significant changes
in core regimes. It is also important to note that the median dipole dominance values obtained
are the average of multiple instantaneous field morphologies; this different to how the time-
averaged GAD field is determined, which is the independent average of the gauss coeflicients
of multiple directional measurements. Despite this, the dynamo simulations show some
correlation between their Model G parameters and the TAF allowing a modicum of insight

into this too.

VGP dispersion, considered as a function of latitude, has been suggested to correlate with
geomagnetic reversal frequency (Mcfadden, 1991); however, this relationship was later found
to be equivocal (Biggin et al., 2008; Tarduno et al., 2002). More recently, an in-depth study
(Doubrovine et al., 2019) analysed PSV data from the Cretaceous Normal Superchron (CNS;
average reversal rate = 0.05 Myr'), the pre-CNS (reversal rate = 4.6 Myr'), and the last 10
million years (reversal rate = ~4.4 - 4.8 Myr'). They found similar parameter values for
periods or high and low reversal frequency and thus, that a and b/a are not a reliable proxy for
the reversal frequency. Very different latitudinal dependencies of VGP dispersion were also
identified for two distinct periods; the CNS and the highly reversing Early Cretaceous-Jurassic
interval. VGP dispersion in the latter was found to be almost latitude-invariant, and therefore
cannot be explained by Model G. It was concluded, however, that a distinct increase of VGP
dispersion with latitude can be present during periods high and low reversal rates (Doubrovine

etal., 2019).

It has been argued that the latitudinal dependence of VGP scatter may arise from long-term
changes in core-mantle interactions, which causes changes in the equatorially symmetric or
antisymmetric relative contributions of the geodynamo (McFadden, 1991; Aubert et al., 2010).
It is not clear whether periods of long-term stability, such as the CNS, are coincidental with a
strongly antisymmetric geomagnetic field (dominated by the axial dipole g° ). If the outer core
is regionally stratified, as described by Mound et al (2019), it is feasible that subadiabatic, stably
stratified regions of the uppermost outer core located under the LLSVPs may be influencing PSV,
while the bottom-driven buoyancy powering the geodynamo operates almost independently in
dichotomous regions. This may explain why VGP scatter and model G parameters are found to

be similar during times of high and low reversal.
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Measurements of PSV provide a vital insight into geodynamo behaviour and can be used to
produce inverse models which map the advective flow within the outer core (Aubert, 2013;
Calkins, 2018; Hulot et al., 2002). They also provide constraints on forward models which aim
to determine, for example, the degree of stable stratification in the core (section 2.4). High
secular variation also helps to identify long-term, prominent anomalous features that exist in
the geomagnetic field, such as an area of relatively weaker intensity over the South Atlantic
region (Engbers et al., 2020). The persistence of the South Atlantic anomaly may suggest a
connection to the lower mantle where it coincides with the margin of an LLSVPs (Tarduno
et al,, 2015). Alternatively, it may be associated with long-term processes in the outer core
(Aubert et al., 2013; Engbers et al., 2020). It has long been claimed that a westward, eccentric
planetary gyre exists in the outer core (Bloxham & Jackson, 1991; Bullard, 1950; Dumberry &
More, 2020; Finlay et al., 2010; Halley, 1692). There is evidence of its persistence over hundreds
and possibly thousands to millions of years (Aubert, 2013). The flux patches associated with
this westward gyre, causes PSV to be most prominent at low latitudes in the Atlantic region,

and less so over the Pacific (Aubert et al., 2013).

2.8 Long-term evolution of the palaeomagnetic field

The sparsity of Precambrian palaeointensity data make analyses of long-term evolution of
the geomagnetic field non-trivial. The stability of the field is very difficult to ascertain with
reasonable certainty. It has been suggested that reversal rate of the palaeofield was low in the
Precambrian (Biggin et al., 2008; Coe & Glatzmaier, 2006; Dunlop & Yu, 2004); however, data
is significantly limited for much of this time, and so this may reflect a failure to capture many
polarity reversals. For example, sequences from the interval 1100 to 800 Myr record numerous

reversals as high as 5 - 10 per Myr and potential superchrons (Pavlov & Gallet, 2010).

Despite the limited data, an ever-increasing palaeointensity database (v.2015.05; http://earth.
liv.ac.uk/pint/; Biggin et al., 2015) has allowed improved statistical analyses of the average long-
term palaeomagnetic field (e.g., Bigginetal.,2015; Bonoetal.,2019). In addition, recent advances
in assessing the quality of palaeointensity (Q, ) data have been made with the introduction of
a system of quality scoring, using ten Q,, criteria (Biggin & Paterson, 2014); this has enabled

more systematic analyses of data reliability. The application of the Q,, criteria is tested by
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observing the misfit in the known relationship between palaeointensity and palacomagnetic
inclination for a dipole-dominated field with a varying Q,, cut-off. As the Q,, score increases,
a reduction in the misfit is observed across the PINT database (Biggin et al., 2015). However,
a robust analysis is difficult across geologic time because the field characteristics, such as the
dipole moment and its variability, are unknown; the effect of applying a Q,, cut-off on the
uncertainty of palaeointensity estimates is therefore difficult to determine. While it is also
possible that certain Q,, criteria may need more weighting than others, the QPI framework

is now the benchmark for how palaeointensity experiments should be planned and executed.

Biggin et al. (2009) reported a moderately reliable VDM of ~50 ZAm? at approximately 2750
Ma, and suggested that a Proterozoic period of low average dipole existed between two periods
of higher field intensity. Following on from this, Biggin et al. (2015) produced a comprehensive
statistical analysis of Precambrian palaeointensity. Data was QPI scored and binned into four
key periods; later than 1.3 Ga (Late & Recent), earlier than 2.4 Ga (Early) and the intervening
(Mid) interval. Approximately half of the VDM measurements in the Early and Late time
periods are high (greater than 50 ZAm2) compared with just 5% during the Mid period.
In agreement, Smirnov (2017) also found that relatively high palaeointensity values in the
Neoarchean and early Palaeoproterozoic were followed by a sustained period of weak dipole
strength. These late Archean highs were hypothesised to be the results of a basal magma ocean

until ~2.5 Gyr (Ziegler & Stegman, 2013).

Estimation of the average field strength and interpretations made from such data can vary
depending on data used. An alternative approach to selecting data was adopted by Bono et al
(2019), in which only slow cooled units were accepted for analyses, rather than the average of
time-instantaneous palaeointensity values. In the same study, a long-term, decaying trend was
identified from the early Archean until ICN at ~565 Ma. Whilst this ICN age compares well
with recent numerical geodynamo models (discussed in section 2.9), the approach meant that
many Precambrian palaeointensity data were excluded from the analysis and some periods of

high dipole moment were perhaps not given enough consideration.

Regardless of the approach, it is generally accepted that a dipole low preceded ICN (Bono et
al., 2019; Driscoll, 2016; Landeau et al., 2017); however, it is unclear whether this low extended

through the Neoproterozoic era due to a severe lack of data (Biggin et al., 2015). If it did, the
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Ediacaran may be of primary interest as the period leading up to ICN due to well-documented
unusual field behaviour (e.g., Halls et al., 2015), recently reported low field strengths (Bono
et al., 2019; Shcherbakova et al., 2020; Thallner et al., 2021) and recent numerical geodynamo
model estimates of ICN. Alternatively, further recent weak palaeointensity data (Shcherbakova
et al., 2017; Hawkins et al, 2019) suggest that the dipole low may be extended even further to
~400 Ma; this is supported by some model ICN age estimates (Pozzo et al., 2012; Davies et al.,
2015).

Numerical modelling is an important tool in determining the long-term evolution of the deep
Earth; they provide information on many fundamental parameters, on Earths total energy
budget and on key events such as ICN. However, as previously outlined, many fundamental
parameters are associated with large uncertainties. Palacomagnetic observations provide
real data constraints on numerical geodynamo simulations, as well as allowing for statistical
models that inform on core evolution (Aubert et al., 2009; Driscoll & Evans, 2016). They enable
comparison of synthetic and real statistical global field data, such as true dipole moments
(TDM) and virtual dipole moments (VDM), polarity reversals and PSV (Bouligand et al,
2005; McMillan et al., 2001). These two fields of research have made considerable independent
advances over the last decade or so; however, only a handful of studies (e.g., Aubert et al., 2009;
Driscoll, 2016; Davies et al., 2021) have combined the statistical analysis of palacomagnetic
data with the model outputs. This is an upcoming and exciting area uniquely equipped to

answer important questions on deep Earth evolution and long term-morphology of the field.

Improvedintegration of statistical palacomagneticanalysisis necessaryto ensure thatgeodynamo
models accurately reproduce real world observations. A recent system used palaeomagnetic
observational constraints to determine the quality of palaeomagnetic (geodynamo) models
(Q,,) with respect to capturing earth-like variability (Sprain et al., 2019). The basis for this
is that models should capture the geometry of the TAF and the temporal variations that are
known to occur, including polarity reversals. The study found that all of the 46 models tested
failed to capture the main aspects of the observed variability with only a few passing three
of the five outlined criteria, with large total misfits. A further study used the Q,,, criteria to
test whether a new set of geodynamo simulations could reproduce the paleomagnetic field
behaviour of the last 10 Myrs (Meduri et al., 2021). The authors reported the first numerical

simulations known to reproduce the fundamental characteristics of the paleomagnetic field
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since 10 Ma. They found that the dipole dominance (axial dipole terms/ non-axial terms to
spherical harmonic degree and order 12 at the CMB) can be used as a proxy for all five Q,,,

observable criteria, regardless of the input parameters used.

Such palaeomagnetic observations are important real constraints on deep Earth processes in
the geologic past. However, there is a severe lack of data for extended periods of the ancient
past, and there is a need for many more high-quality, palacointensity data in particular. These
data are absolutely key when it comes to having confidence in the models that determine our

understanding of the conditions that helped shape the earth we see today.

2.9 Latest estimates of ICN age

There has been much activity and advances in numerical geodynamo modelling over the last
decade, particularly since the discovery of higher thermal conductivity values (de Koker et al.,
2012; Pozzo et al., 2012). Many studies set out to explain how the geodynamo could sustain a
magnetic field throughout most of Earth history (Olson, 2013; Driscoll et al., 2014; Davies et
al., 2015; Tarduno et al., 2010); these required re-evaluation regarding some key deep Earth

processes and parameters including the age of ICN.

Pozzo et al (2012) were the first to produce a range of ICN ages that were modelled on
updated thermal conductivity values. They highlighted a wide range of possible ages based
on varying several uncertain parameters, however, ages older than ~1 Ga are seen as unlikely
due to constraints on the thickness of a stably stratified layer (e.g., Greenwood et al., 2021).
Their model no.5 (ICN age = 0.4 Ga) was perhaps the most earth-like, with CMB heat flux
just high enough to operate in an adiabatic regime, without a stably stratified layer or any
radiogenic heating; both of which would increase ICN age slightly. This model was reproduced
independently by Nimmo (2015) and was focussed on further by Davies et al. (2015) who
compared the effect of different parameterisations of core structure, which produced a mean

ICN age of 0.46 + 0.04 Ga (N = 10).

Several other suites of unique numerical geodynamo and core evolution models have been
used; each of which had varying key thermodynamic and chemical parameters (e.g., Davies et

al., 2015; Labrosse, 2015). These include models that are driven by whole-planet thermal history
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(Driscoll et al., 2016) and global circulation models of the mantle, from which CMB heat flux
is derived (Olsen et al., 2015). More recently, thermal conductivity values were re-evaluated for
Fe and FeNi under Earth’s outer core conditions to obtain ICN ages (Li et al., 2021). Another
recent study used modern seismology data combined with growth models and mineral physics
calculations (Frost et al., 2021). Statistical models of time-averaged palaeointensity data are
also used to determine ICN age estimates (Biggin et al., 2015; Bono et al., 2019). These models
are formed, in part, on the expectation that an observable average increase in palaeointensity
is recorded immediately following ICN due to the increase in compositional buoyancy force it

provides. Collectively, this is a multi-disciplinary approach to solving (and revising) ICN age

that has produced similar values (Figure 2.2).
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Figure 2.2. ICN age estimates from several studies and based on various approaches. Q_, .
core-mantle boundary heat flux; k, thermal conductivity; solid line, mean ICN age; dashed
lines, standard deviation, which takes each of the upper and lower bound markers as an age
unit (Olson et al., 2015; Nimmo 2015; Mittal et al., 2020). Several age estimates from the
included studies are omitted as they are arguably less reliable. Aubert et al. (2009) omits a
low Q,,; (6 TW), low K (50 W m™ K') model estimate of 1.8 Ga. For Pozzo et al. (2012),

we omit several model-estimates due to recent upper constraints on the thickness of a stably
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stratified layer. Only the favoured model of Nakagawa ¢ Tackley (2014) is shown, although
they produce a range of estimates, and only their estimate of 0.4 Ga is highlighted in Davies
et al. (2021). The latter study also produces age estimates (0.8 - 1.6 Ga) using high MgO
precipitation rates which are omitted. It should be noted that a part of the data used (The
Garder lava flows; Thomas & Piper 1992, 1995; Thomas 1993) in the analysis of Biggin et
al (2015) was later found to be an over-estimation of the palaeofield strength Kodama et al.
(2019). This has the effect of reducing the originally interpreted increase in palaeointensity.

High power models, which require high CMB heat flux to accommodate high thermal
conductivity, all favour a younger ICN age; these also appear to be the most agreed upon. A
consequence of this requirement is that moderate radiogenic heating has a relatively small
effect on ICN (Labrosse, 2015). While these consistent estimates are promising, numerical
models remain poorly constrained due to large parameter uncertainties. For example, a recent
suite of thermal evolution models predicts significantly different ages (>1 Ga) according to the
degree of MgO precipitation (Davies et al., 2021). However, the same study produces a narrow
range of inner core ages regardless of other uncertain parameters such as the ICB density jump.
Thermal conductivity values of 100 W m K produce age estimates of ~0.4 — 0.6 Ga; these
extend to ~0.8 Ga when using 70 W m™ K.

Despite recent advances in numerical geodynamo simulations, the models cannot reach certain
Earth-like parameters such as the Ekman number (ratio of viscous forces to Coriolis forces).
This is due to the immense computational requirements to simulate small scale convection in
the outer core. It also remains difficult to reduce the large uncertainty associated with many
of the input parameters, or to comprehensively include the complexities that likely exist in
core and mantle processes, such as heterogeneous layers and heating influences (Aubert et al.,
2010). The balance of forces used may also bear different results (Aubert, 2019; Yadav et al.,
2016). It therefore remains vitally important to compare these models to observable data, such

as records of palaeointensity and palaeosecular variation.

2.10 Contribution of this research

We can see from Figure 2.1 that an agreement exists in model estimates of ICN, falling within

the Neoproterozoic period (~0.5 — 1 Ga). The importance of correlating model-based estimates
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to the constraints provided by palaeointensity data has also previously been emphasised. It is
therefore crucial that a sufficient coverage of high-quality palaeointensity data from this period
is available for analysis; unfortunately, an almost complete sparsity of data exits, with just a
handful of studies to account for 500 Myrs of Earth history. The Neoproterozoic period seems
to be hampered by a lack of suitable target rocks, and additional problems associated with long
complicated weathering histories which causes alteration of the magnetic minerals and affects

their fidelity as original magnetic recorders.

Our focus was to obtain reliable palaeointensity data from key periods in the Neoproterozoic.
We targeted rocks from Chatham Grenville in Canada (530 Ma), the Franklin Large Igneous
Province (755 Ma) in high Arctic Canada, Mundine Wells dykes (720 Ma) and Bangemall Sills
(1070 Ma) in Western Australia. We carried out detailed rock magnetic and palacomagnetic
experiments on samples from each of these locations, which revealed some interesting
results that are difficult to reconcile with the expectation from model predictions. These new
data provide some important insight into the Precambrian palacomagnetic field and allow
comparisons to be made with existing Precambrian data and also with palaeofield characteristics
in the Phanerozoic. We also provide new constraints for numerical geodynamo simulations

and statistical field models which aim to determine the age of ICN.
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Chapter 3

Improvements to the Shaw-type absolute palaeointensity
method

This chapter is published as Lloyd, S. J., Paterson, G. A., Thallner, D., & Biggin, A. J. (2021).
Improvements to the Shaw-Type Absolute Palaecointensity Method. Frontiers in Earth Science,

9(]uly), 1-11. https://doi.org/ 10.3389/feart.2021.701863
Abstract

Palaeointensity information enables us to define the strength of Earth’s magnetic field over
geological time, providing a window into Earth’s deep interior. The difficulties in acquiring
reliable measurements are substantial, particularly from older rocks. Two of the most significant
causes of experimental failure are laboratory induced alteration of the magnetic remanence
carriers and effects relating to multidomain magnetic carriers. One method that has been
claimed to overcome both of these problems is the Shaw method. Here we detail and evaluate
the method, comparing various selection criteria in a controlled experiment performed on
a large, non-ideal dataset of mainly Precambrian rocks. Monte Carlo analyses are used to
determine an optimal set of selection criteria; the end result is a new, improved experimental
protocol that lends itself very well to the automated Rapid 2G magnetometer system enabling

experiments to be carried out expeditiously and with greater accuracy.
3.1 Introduction

The acquisition of absolute palaeointensity data is problematic. The minerals that carry
magnetic remanence are prone to various types of alteration in nature and in the laboratory.
The matrix can also alter to form new magnetic minerals. This alteration affects the original
magnetic signal and can lead to inaccurate estimates of past field strength. The pre-requisite
that reliable palacomagnetic directions and ages are obtained from suitable rocks is followed by
time-consuming experiments, which often yield low success rates. To aid the process, there are

several different methods with which a palaeointensity can be determined. Of these, variants
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of the thermal Thellier method (Thellier & Thellier, 1959; Coe, 1967; Tauxe & Staudigel,
2004) remains the most robust for assemblages of non-interacting uniaxial SD grains, due
to its explicit theoretical basis grounded in the work of Néel (1949). However, it does have
disadvantages that may be overcome by using alternative techniques such as the Shaw method

(Shaw 1974; Tsunakawa & Shaw 1994, Yamamoto et al., 2003).

The Thellier method can only be used to calculate a palaeointensity at temperatures below
those at which alteration occurs. The primary magnetic remanence of ancient rocks is often
carried by grains associated with high unblocking temperatures and any thermo-chemical
alteration that may influence the primary remanence during heating in the laboratory is not
usually corrected for. The method can also suffer from multidomain (MD) effects associated
with a failure of Thellier’s laws of thermoremanence, causing non-linear Arai plots, which can
lead to erroneous palaeointensity estimates (Levi & Merrill, 1976; Shcherbakov et al., 2001;
Paterson, 2011). This can lead to significant problems because of an oft-present multi-slope
phenomenon that is not easily overcome, causing under/over-estimations of the field strength

(Thomas & Piper 1992; Xu & Dunlop 2004; Smirnov et al., 2017).

Compared with other palaeointensity methods, the imparted laboratory remanence in a Shaw
experiment is somewhat more analogous to that acquired in nature, in that it is acquired
during a single cooling from above the Curie temperature rather than during multiple stepwise
heating-cooling cycles with lower peak temperatures. In principle, this makes it less prone to
the multidomain effects associated with blocking and unblocking of partial thermoremanent
magnetisations, and is said to be domain-state independent (Biggin & Paterson, 2014).
Repeated measurements (before and after heating) of anhysteretic remanent magnetisation
(ARM) are used to correct any physiochemical alteration of the magnetic minerals; this allows
palaeointensities to be calculated from a thermal remanent magnetisation (TRM) at higher
temperatures that would otherwise be beyond the range of a Thellier experiment. However, it
should be noted that heating above the Curie temperature (T ) can induce alteration affecting
the whole specimen. Additional uncertainties are associated with the Shaw method and its
subsequent variations; in particular, the use of ARM as an analogous substitute for TRM, given
the well-established grain size dependency of the ratio of ARM and TRM (Tanaka & Komuro,
2009).
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The palaeointensity average for the past 0-5 Ma is also noticeably lower when using the Shaw
method compared with the Thellier method according to the PINT database (v.2015.05; http://
earth.livac.uk/pint/; Biggin et al., 2015). This discrepancy requires that both methods be

scrutinised for any systematic biases that they may introduce.

Here we aim to provide a practical evaluation of several aspects of the Shaw-DHT method
using a large dataset of wellcharacterised samples. A base set of selection criteria are applied
to all data, after which, two linearity parameters with varying selection criteria are applied to
the palaeointensity slope and compared. These include the curvature parameter (|k’|; Paterson
2011; Paterson et al., 2014b) and the R? correlation coeflicient (R? ; Paterson et al., 2016).
R? is the square of the Pearson correlation (R ) used in other Shaw palaeointensity studies
(Yamamoto et al., 2003). The aim is to determine the most effective set of selection criteria and
provide a quantitative measure of their accuracy and precision. We also examine any potential

effects of varying the high-temperature hold durations used in the experimental heatings.

3.2 The Shaw method

The Shaw method produces a palaeointensity estimate by comparing the alternating frequency
(AF) demagnetisation spectra of a natural remanent magnetisation (NRM) with that of a TRM
that is acquired in a single step. Alteration is measured by comparing the demagnetisation
spectra of an ARM imparted prior to, and following the laboratory heating; the difference is

calculated for each coercivity step and applied as a correction to the TRM (Figure 3.1).

Originally proposed by Shaw (1974), the current method is the product of modifications that
allow a palaeointensity to be calculated in the presence of alteration (Kono 1978; Rolph & Shaw
1985). The double heating technique (DHT) was further added (Tsunakawa & Shaw, 1994)
with the purpose of testing the reliability of the ARM corrections. This involves a controlled
repeat of the initial experiment, replacing the NRM with a laboratory TRM. If subsequent ARM

corrections lead to the recovery the TRM, it suggests that the initial corrections are reliable.
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The Shaw-DHT method (referred to as the Tsunakawa-Shaw method) now includes low-
temperature demagnetisation (LTD; Yamamoto et al., 2003), which is said to preferentially
remove remanence magnetisation held by MD grains (c.f. Ahn et al. 2016). The validity of the
Shaw LTD-DHT method has been recognised in historical lavas (Mochizuki et al., 2004; Oishi
et al., 2005; Yamamoto et al., 2003; Yamamoto & Hoshi, 2008) and in archaeological samples

(Yamamoto et al., 2015).

The inclusion of LTD treatment is optional with respect to the theory behind the DHT.
Recent studies of rocks that were moderately to highly MD (15 - 28 %), obtained very similar
palaeointensity estimates from LTD and non-LTD sister specimens (Yamamoto et al., 2007;
Lloyd et al., 2021a) and other studies successfully use the method without LTD (Thallner et al.,
2021). However, the incorporation of LTD can be important, not only for removing MD-like
remanence, but also for the additional information it provides. The remanence loss due to LTD
can be measured in the NRM, ARM and TRM steps; this can be used to quantify the size of the
MD component, differences in the various remanent magnetisation losses and in general how

the LTD influences the coercivity spectra.

Here we outline the full experimental LTD-DHT method; note that the LTD method also
requires an LTD treatment prior to demagnetising the NRM and TRMs (steps 1,3 and 5). These
are then compared with the LTD treated ARMs (steps 2b, 4b and 6b; italics). The procedural

steps are as follows:

1) (NRM) Stepwise AF demagnetisation of the NRM, usually up to 100-180 mT.

2a) (ARM) An ARM is imparted over the full coercivity range that was used in the NRM
demagnetisation, and then progressively AF demagnetised using the same steps as for the
NRM. The ARM direct current (DC) bias field is usually 2-3 times higher than the TRM DC
bias field to compensate for a weaker ARM acquisition. The ARM AF demagnetising field must
always equal the maximum AF demagnetisation

step of the NRM.

2b) (ARM, ) LTD-ARM; the sameas step 2abut with LTD treatment prior to AF demagnetisation.
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3) (TRM,) A TRM is imparted by heating in a magnetically shielded oven to above T _(typically
to 600 °C for magnetite), with heating and cooling in a constant DC bias field. This is then
stepwise AF demagnetised to the same maximum level as the preceding steps. The DC bias

field should be close to the expected palaeointensity or a sensible moderate value, i.e., 20 uT.

4a) (ARM,) A second ARM is imparted over the full coercivity range, as before, and stepwise

AF demagnetised to the same maximum level.

4b) (ARM, ) LTD-ARM; the sameasstep 4abut with LTD treatment prior to AF demagnetisation.

5) (TRM,) A second TRM is imparted and demagnetised in an identical manner to step (3),

usually with a longer hold duration.

6a) (ARM,) A third ARM is imparted and demagnetised in an identical manner to steps (2a
and 4a).

6b) (ARM, ) LTD-ARM; the same as step 6a but with LTD treatment prior to demagnetisation.

The key parameters obtained from a Shaw experiment are defined as follows:

« TRM *(i) TRM (i) x [ARM (i)/ARM,(i)]; TRM is corrected at each AF demagnetisation
step for the ARM /ARM, ratio at the same AF step.

» Slope  (NRM/TRM,,) is the palaeointensity slope calculated using the corrected TRM,.

o TRM*(i) TRM,(i) x [ARM, (i)/ARM,(i)]; TRM, is corrected at each AF demagnetisation
step for the ARM,/ARM, ratio at the same AF step Slope . (TRM /TRM,¥) is the correction
validation made using the slope between TRM, and the corrected TRM, and should be within

5% of unity.

The AF demagnetisation spectra used for all slopes corresponds to the coercivity range
determined as the ChRM, except slope., which should use the full coercivity range or close to

it, but no less than the ChRM. Heating of samples are often conducted in a vacuum in order to
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repress high-temperature oxidation during laboratory heatings (Mochizuki et al., 2004). The
Shaw LTD-DHT studies after Mochizuki et al. (2004) usually used vacuum heating.

The hold durations used for heating steps are chosen somewhat arbitrarily and have varied
across different studies. It is common practice to prolong the second hold duration to allow
a similar amount of alteration to occur in a specimen that has presumably undergone some
thermal stabilisation. Some examples of first (second) heat hold durations are: 30 (60) minutes
(Tsunakawa and Shaw, 1994), 10 (20) minutes (Yamamoto et al.,, 2003), 24 (48) minutes
(Yamamoto & Hoshi, 2008), 20-35 (30-45) minutes (Mochizuki et al., 2011), 15 (30) minutes
(Yamamoto & Yamaoka, 2018), and 30 (40) minutes (Okayama et al., 2019). Specimens must
be held above the Curie temperature of their remanence bearing minerals for enough time to
homogeneously heat the specimen; however, heating durations have been shown to alter the
ARM/TRM ratio and potentially affect the palaeointensity estimate (Tanaka & Komuro, 2009)

and should therefore be subject to scrutiny.

ARM corrections are performed at each measurement point rather than applying a single
correction obtained from the best fit slope of ARM /ARM ; although the slope is a linear fit,
the plot of ARM /ARM, need not be linear. This means that a unit slope does not necessarily
mean that no alteration has taken place. In the results that will be discussed, we find that
the curvature observed in slope, (k',) tends to be inversely proportional to the difference in
curvature between the corrected and uncorrected palaeointensity slope (Ak’), so that k', =
-Ak’ (Supplementary Figure A1.1). This is indicative of the non-linear behaviour of the ARM,/
ARM, data being transferred to the NRM/TRM* plot by the ARM correction.

3.3 Samples and experimental procedures

3.3.1 Monte Carlo Down-Sampling and Testing Linear Parameters

A large dataset of measurements undertaken on 426 individual specimens was compiled from
multiple Shaw-DHT experiments, mostly carried out at the University of Liverpool

over the last 3 years. Full multi-method palaeointensities are now published on many of these
sample sets (Lloyd et al., 2021; Thallner et al., 2021). The experiments were performed using

a wide variety of varying input parameters, including differences in the laboratory TRM bias
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field, ARM bias field, hold durations, sample positions, oven used and number of measurement
steps. Most, but not all were heated in a vacuum, and many were subjected to LTD treatment.
Here, we do not test how LTD impacts on the palaeointensity estimates although this is

something that could be done in the future.

Rock type Age N

Dolerite Sills 1070 Ma 48 Table 3.1. Summary of all
Dolerite Dykes 755 Ma 69 samples used in the dataset.
Dolerite Dykes 720 Ma 43 Included are specimens
Dykes 590 Ma 33 from studies by Thallner
Lavas 570 Ma 112

Lavas 551 Ma 23 et al. (2021) and Lloyd
Grenville Dyke 531 Ma 23 et al. (2021a) and other
Andesitic Lava 1914 & 46 AD 51 submitted work.

Kiln wall samples <2Ka 24

The specimens (Table 3.1) vary widely in lithology and age, from present day lavas and
igneous rocks reheated in the walls of a kiln, to Precambrian dolerite dykes and sills extending
to more than 1Ga. These ancient samples are non-ideal recorders with various degrees of
magnetominerological alteration. Included in the modern-day lavas are Shaw LTD-DHT data
available in the MagIC database from a study on the andesitic lavas of Sakurajima (Yamamoto &
Hoshi 2008). The deliberately large proportion of extremely non-ideal samples, which includes
specimens that were originally determined to be unsuitable for palaeointensity based on rock

magnetic results, is meant to ensure that the results represent a worst-case scenario.

A simulated palaeointensity experiment was constructed (similar to Pan et al., 2002) by
utilising the data from steps 3-6 of the standard Shaw-DHT method (see method description).
A full TRM was imparted on all specimens, resetting their primary remanence and replacing it
with a new thermal remanence (step 3 in the method description); importantly, this does not
render them all thermally stable, since alteration is still observed in the majority of slopes, ,
(Supplementary Table A2.2). This laboratory induced TRM becomes the control that we aim
to recover by comparing it with an additional, ARM corrected TRM (steps four to six in the
method description). If a unit slope is produced when comparing the control TRM with the
subsequent corrected TRM, the ARM correction is determined to be successful in exactly the

same way as slope,. in a standard Shaw-DHT experiment.
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The simulated palaeointensities produced here are the original slope, values. The fundamental
difference between this and a normal Shaw-DHT experiment is that here, there is no double
heating; ARM corrections can be tested directly, whereas in the standard method, slope.. is an
indirect test of the corrections performed in steps 1 and 2. We begin by applying a base set of

selection criteria to the entire dataset (Table 3.2), these include (Paterson et al., 2016)

fRESID
which ensures that the palaeointensity slope is origin-trending, and the scatter parameter
B (Coe et al., 1978), which is used to assess the slope uncertainty. After the base selection
criteria are applied, the remaining data are randomly down-sampled ten thousand times with

increasing number of specimens (N; starting at N = 3), as follows;

1. Three specimens are randomly sampled from the dataset, and this is repeated ten thousand

times.

2. Every sampled specimen is analysed to determine a simulated palaeointensity (TRM,/

TRM.,,) using their full coercivity spectra.

3. For each set of three randomly sampled specimens, a mean palaeointensity and standard
deviation is calculated. This produces ten thousand mean palaeointensities and standard

deviations, each from an N of 3.

4. The ten thousand mean palaeointensities are sorted to calculate their 95 % confidence limit

and then averaged to produce an overall mean palaeointensity for an N of 3.

5. The ten thousand standard deviations are sorted to calculate their 95% confidence limit and

then averaged to produce a mean standard deviation.

6. This iterative process is repeated, generating an overall mean palaeointensity and mean
standard deviation with their respective 95 % confidence limits for each increasing N. The

accuracy and standard deviation of the mean is assessed as a function of N.

After we establish a set of results using the base set of selection criteria, the entire process (steps

1-6) is repeated four more times, after various additional selection criteria are applied to the
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data. R* is applied with two minima, R*, >0.990 and R* > 0.995; |K'| is also applied with

two minima, |k’| < 0.2 and |K’| < 0.1. Each selection criterion is added individually to the base
set of selection criteria and the results are randomly down-sampled ten thousand times each

time, producing a total of five sets of down-sampled results for comparison.

Parameter Criterion Table 3.2. Base set of selection that
* < I5¢ is applied to the entire dataset, and
DANG <15° - oddi L of i

MA DANC <150 in addition to each of the parameters
MAD,,,, <15° tested in this study. All parameters

p <0.1 follow the Standard Palaeointensity
Frssn =01 Definitions (Paterson et al., 2014).

These parameters (R* _and |k'|) are used to assess Shaw plot linearity-the importance of strict
linearity in the Shaw NRM-TRM * plot has previously been highlighted (Tanaka &

Komuro, 2009) and is considered further in the Discussion. Since all the specimens are
thermally reset, the full coercivity range is used for all simulated palaeointensity slope fits; this
removes any user bias that can result from the slope selection of a preferred coercivity range.
Performance is measured by determining the number of specimens required to achieve an

acceptable level (10 % of the correct mean) of accuracy and precision with 95 % confidence.

The selection criteria are also compared using the published Sakurajima data (Yamamoto &
Hoshi 2008). We are also able to determine how effective the DHT is at rejecting unreliable

results in the same study because the expected field strength is known.

3.3.2 Testing the double heating technique

The DHT is designed to provide additional confidence in the Shaw method, however, variations
in the heating hold durations may influence the palaeointensity results that are obtained,
particularly since TRM/ARM ratios have been demonstrated to evolve with excessive heating
time (Tanaka & Kamuro, 2009). Here, we examine the effect of varying experimental hold
durations to determine if any heating time-dependency exists. To do this, we carried out a
Shaw-DHT palaeointensity experiment on a set of 23 specimens, using hold durations that are

shorter than usual whilst ensuring that equilibrium above T is reached. We then compared the
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slope,. values with sister specimens that underwent longer hold durations.

The samples from this experiment were from seven different sites and two different ages (five
dolerite dykes aged 755 Ma and two sills aged 1070 Ma; Supplementary Table A2.1). The 23 half-
inch length cylindrical cores were heated in a vacuum to 610 °C and held for 15 minutes for the
acquisition of both TRM, and TRM, (the second hold would normally be approximately twice
as long). The TRMs were imparted using a 20 uT bias field. A third TRM was then imparted on
three specimens from one site (MD6) to observe any differences in their AF demagnetisation

spectra. The specimens were held at 610 °C for 40 minutes using a 20 uT DC bias field.

Sister-specimens of the specimens used in this experiment yielded reversible high- temperature
susceptibility curves (Supplementary Figure A1.2) and high-quality thermal Thellier results with
a narrow distribution of remanence-bearing single-domain magnetite grains (Supplementary
Figure A1.3). Their well-defined mineralogy and characteristics make them suitable to use in

this comparison of hold duration effects.

3.4 Results

3.4.1 Whole data set results

Results obtained after applying all of the selection criteria to the entire data set of 426
specimens (without down-sampling) are given in Table 3.3 and Supplementary Table A2.2.
These simulated palaeointensity results are exactly equivalent to the slope.. values in the original
experiments. Irrespective of the selection criteria used, an accurate mean palaeointensity is
obtained (0.99-1.0). The standard deviations of results, however, differ considerably. Overall
standard deviations range from 21% using only the base selection criteria to 9 % for results with
the additional criterion |k’| <0.1.

Using |k'| with a threshold of < 0.2 produces improved results to that of R* | >0.995 and notably
improved over the results from R* > 0.990, which is widely used in current analyses (Table
3.2; Figures 3.2 and 3.3). A further improvement is observed when decreasing the curvature
minimum to < 0.1, however, given that the difference is small, and its use may potentially
discard specimens unnecessarily, we consider that a minimum acceptable curvature of < 0.2 is

optimal.
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The results in Table 3.3 all have a base set of selection criteria (Table 3.2) applied to them, which
remove 24 of the 426 results. In Figure 3.2, we compare the two linearity parameters with
selected minima (R, > 0.990 and |k'| < 0.2) on the full dataset of 426 specimens. No base
selection criteria are applied in this comparison of the two parameters; therefore, the values
differ slightly from those in Table 3.3. Use of the single criterion |k’| < 0.2 appears to be more
effective at rejecting non-ideal results, producing a mean result of 1.00 + 0.12; this is compared
to the criterion R? > 0.990 which rejects fewer specimens and produces a higher standard

deviation (mean = 1.01 +0.17).

overall results down sampled results
Parameter Mean PI  SD (%) N N (CIPI+10 %)
Base only 0.99 20.8 402 18
R?,,, >0.990 1.00 16.4 360 15
R%,, >0.995 1.00 11.6 308
K'| <0.2 0.99 11.0 341
k'|<0.1 1.00 9.4 286 4

Table 3.3. Simulated palaeointensity results and standard deviations according to the selection
criteria used. The base selection criteria (Table 3.2) are applied in all scenarios. Overall results:
Mean PI, mean palaeointensity; SD (%), standard deviation; N, number of results to pass the
selection criteria. Down sampled results: N (CI PI + 10 %), number of randomly sampled results
required for the 95 % confidence interval to be within 10 % of the correct mean result (the lower

the better).

3.4.2 Down-sampling results

The Monte Carlo down-sampling also produced accurate mean palaeointensities, regardless
of the number of specimens averaged (Figure 3.3a, Table 3.3 and Supplementary Table A2.3;
see Lloyd et al., 2021b). All selection criteria yield an accurate mean intensity, but with varying
scatter (standard deviation) and number of accepted results. Of the four sets with additional
linearity checks, those that assess curvature yield the lowest result scatter (~9-11 %), while
retaining 70-80 % of the pre-screened results. When assessing plot curvature, we also observe

consistently smaller numbers of specimens required to obtain a mean palaeointensity estimate
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that has a confidence interval within 10 % of the mean. That is, using |k’| < 0.2 or |k'| < 0.1, in
addition to the base selection criteria can yield a more precise palaeointensity estimate from

fewer specimens (4-6 specimens) than using the R* ~ (7-15 specimens). Furthermore, we

observe that with our proposed selection we have a much smaller 95 % confidence interval
around the mean standard deviation (Figure 3.3b) which indicates that we can obtain a more

constrained estimate of the data scatter than with other selection criteria.
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Figure 3.2. The full dataset of 426 simulated palaeointensity results are plotted against linearity

parameters |k'| (a) and R?__(b). Here, no base selection criteria (Table 3.2) are applied before we

plot the data, therefore, the values in these figures differ slightly to those in Table 3.3. Green circles,
accepted results at the selected minima; red circles, rejected results at |k'| > 0.2 and R* < 0.990.

A few rejected results are not observed as they are outliers, falling outside the selected scale.

4.3 True palaeointensity comparison

The selection criteria were also tested on the original Shaw LTD-DHT palaeointensity results
from Sakurajima. The single linearity criterion (|k’| < 0.2) was compared with the main two
current Shaw-DHT selection criteria, (R2m >0.990 combined with slopeT =1+0.05; Yamamoto
& Hoshi 2008). All specimen results pass the R? and |k'| criteria; the only difference is due
to the slope . criterion, which causes six specimens to be rejected in the original published data
(Figure 3.4a). Intensity error fractions for all but one of the rejected palaeointensity results
are less than 8 % and are closer to the expected geomagnetic field intensity than many of the
successful results (Figure 3.4a). The results obtained using the single criterion |k'| are slightly

improved over the current Shaw-DHT selection criteria (without the use of a second heating)



CHAPTER 3: IMPROVEMENTS TO THE SHAW-TYPE METHOD 96

in terms of the number of successful results, the mean palaeointensity result, and the standard

deviation (Figure 3.4b).
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Figure 3.3. Plots of the down-sampled results with increasing N, shown up to N = 21. a) Mean
palaeointensity (dots) are the (N) mean of ten thousand randomly sampled specimens, and
associated 95% confidence interval (solid lines) results after applying each set of the tested selection
criteria. b) Mean standard deviation (dots) is the (N) mean of ten thousand randomly sampled
specimens and associated 95 % confidence interval (solid lines) results after applying each set of

the tested selection criteria.

3.4.4 DHT hold time results

As part of the original palaeointensity experiments that were carried out on the specimens in
this study, one Shaw-DHT experiment was carried out on a subset that included specimens
from seven different sites and three localities (Figure 3.5a). The experiment was designed to

explore the effect of varying hold durations on the palaeointensity estimates and associated
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slope, values. The effect of shorter hold durations on some slope. values were not expected and
are highlighted here. The slope . values obtained were unusually high for several, but not all,

specimens and they appear to cluster according to site (Figure 3.5a).

We compared the high slope. results from site MD6 with sister specimens that were subjected to
longer hold durations, and noted that the values are affected by the hold duration used (Figure
3.5b). Sister specimens that underwent shorter hold durations (those in Figure 3.5a) produced
high slope, values. This is in contrast to sister specimens with a combined hold duration of

80 minutes, which produced a near unit slope . (Figure 3.5b and Supplementary Figure A1.4).
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Figure 3.4. Palaeointensity results of the two volcanic lava flows from Sakurajima, (Yamamoto ¢
Hoshi 2008). IGRF values are 45.7 and 46.0 uT. a) All individual palaeointensity results using the
current Shaw (LTD)-DHT selection criteria. Results separated according to Yamamoto and Hoshi
(2008). The only rejected results are due to a failure of the slope, criterion (highlighted in red). IEF
(%) is the intensity error fraction ((m-p)/ pu x 100); m, estimated mean geomagnetic field intensity;
u, expected geomagnetic field intensity determined from IGRF-10 data. b) A comparison of the
results when applying the same Shaw-DHT selection criteria; R* > 0.990 and slope . (sT) =
1 £ 0.05 (left) versus |k'| < 0.2 (right). The blue horizontal line represents the mean expected

palaeointensity according to IGRF-10.
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It has recently been noted that Slope,. values may be dependent on hold duration (Lloyd et al.,
2021a); this is now further supported in more detail here. To analyse the cause of these latest
observations, we subjected three of the specimens from site MD6 to a third TRM, heating to
610 °C using a hold duration of 40 minutes and compared the AF demagnetisation spectra.
In Figure 3.6 we show that a large decrease in the magnitude of TRM, is the cause of the high
slope,. value in all three specimens, and this was brought about by the corresponding short hold

duration (Figure 3.5b).

Alteration appears to have continued to affect TRM during the acquisition of TRM,, but has
caused a reversal of TRM magnitude which finishes close to the original TRM, position. The
changes in demagnetisation spectra (Figure 3.6) infer that the heating would cause a change
in slope  (TRM,-TRM,* plot) depending on the time spent at high temperature. This result is
in agreement with specimens from site MD6 that had longer hold durations and unit slope..
values (Figure 3.5). It is also worth noting that ARM appears to be unaffected by the apparent

alteration to TRM.

3.5 Discussion

3.5.1 Summary of results and significance

Notably improved results are achieved by replacing the R* _ with the curvature parameter [K'|.
This is because it provides a more direct measure of linearity, the fundamental characteristic
that should be tested for in the Shaw-type palaeointensity slope. A non-linear ARM-corrected
Shaw palaeointensity slope suggests that changes in ARM are not behaving as an analogous
substitute for TRM changes, most likely due to non-uniform high-temperature alteration
affecting certain grain sizes (coercivity ranges) more than others. ARM/TRM ratios have
previously been shown to differ with grain size and heating times (Tanaka & Komuro, 2009).
TheR? parameter does not perform as well because it has a strong dependence on the number
of points selected in the best-fit slope, which allows for increased curvature for a larger number
of points. It can also be sensitive to random noise, which can decrease correlation despite a
general linear trend in the data. In this sense, R* measure both NRM-TRM reciprocity (i.e.,
linearity) as well data scatter. We argue it is more appropriate to use two criteria more attuned

to testing for reciprocity and scatter separately. For example combining curvature (|k'[) with
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the B parameter; The ratio of the standard error of the slope to the absolute value of the slope
(Coe et al., 1978; Paterson et al., 2014). These data pass the § minimum as part of the base

selection criteria which suggests that the noise is acceptable.

The results based on using |k'| as a primary selection criterion are improved over existing data
selection. The notable improvement in accuracy and precision when using |[k’| < 0.2 instead of
R? >0.990 does not come at the expense of a lower success rate; these remain similar at 350
and 329 respectively from a potential 426; this is because the R* criterion is rejecting more
of the accurate palaeointensities than the |k'| criterion. The improved results are also obtained

without a second heating (viewed as though the simulated experiment data were from an initial

heating) and therefore, without using the DHT.

With the use of modern equipment such as a Rapid 2G, this new version of the method, with

improved palaeointensity slope selection criteria (|k| B) and without the DHT, can be

> fRESID’
almost fully automated and able to produce as many as 100 palaeointensity and directional
results per week using high resolution AF steps, while other more time-consuming methods

may take up to ten times longer.

3.5.2 Observations on the DHT

The validity of the DHT for natural rocks has been discussed by Tsunakawa and Shaw (1994)
using historical or young lavas, where it was found to detect non-ideal behaviour or non-unity
in the slope of TRM -TRM,* plots. The results from such specimens were viewed as unreliable
because they could potentially give an erroneous slope in the NRM-TRM * plots (Tsunakawa
& Shaw, 1994; Yamamoto et al., 2003).

The initial findings presented in this study, however, suggest that it may be possible for the
DHT to allow alteration to occur undetected in certain samples and that slope, values could
potentially be dependent on the hold duration used (c.f. Lloyd et al., 2021a). This is highlighted
in Figure 3.5b where sister specimens with varying hold durations produced very different

slope . values.
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Figure 3.5. Comparison of slope. results. a) Results from a single Shaw-DHT experiment designed
to test the effect of varying hold durations on palaeointensity estimates and slopeT values using
hold durations of 15 minutes for TRM, and TRM.,,. Values are plotted by site in ascending order.
b) Comparison of slope. results from site MDG6 as a function of total hold duration. The high slope..
values (boxed) are the same specimens from box in figure 3.4A; these are compared with sister

specimens from other Shaw-DHT experiments that had longer total hold durations.

TRM and ARM can both be affected independently by alteration (Tsunakawa & Shaw, 1994;
Tanaka & Komuro, 2009), which is demonstrated by the existence of non-unit slopeT values,
however, the magnitude of their remanent magnetisation can also increase and decrease in
the same experiment (Figure 3.6). These results are preliminary, and require further study to
understand the cause of, and extent to which the observed phenomena can occur; however,
the reversibility of remanent magnetisation magnitudes after prolonged heating may not be
uncommon. We often see results where slope, and slope,, are opposite in magnitude, where
the ARM slopes are less than and more than one, or vice versa (e.g., Yamamoto & Tsunakawa,
2005; Yamamoto et al., 2007); this implies that the ARM magnitudes are reversing. If slopeA
(ARM/ARM))) < 1, the heating has caused an overall increase in ARM over the coercivity steps
used; if then, the slopeA, (ARM,/ARM,) > 1, the ARM magnitude is altering in the opposite
sense during the second heating. It is also possible that this occurs undetected in a single

heating.
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The cause of reversing magnitude in TRM and or ARM, which can occur in either remanence
independently, is unclear. The loss of TRM observed in Figure 3.6 may be due to the oxidation
of magnetite to hematite, however, this does not explain the subsequent increase in TRM.,. It
is possible for new minerals to form that will acquire an increased TRM, but with coercivities
too high to contribute to the ARM. This may account for the slight increase in residual
magnetisation observed in TRM, (Figure 3.6¢), but does not explain the reversing magnitude

of the full TRM, which appears to require more than one mechanism.
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Figure 3.6. AF demagnetisation information for specimen 6.2A of site MD6. (a) Vector-subtracted
TRM AF demagnetisation spectra. (b) Vector-subtracted ARM AF demagnetisation spectra. (c)

Magnitudes of the remanence and residual magnetisations.

A requirement of the Shaw-DHT method is that sufficient alteration occurs in the second
heating in order to validate the initial ARM corrections. It is this second alteration correction
that provides an indication of whether ARM and TRM are acting as analogues within the
specimen. There are currently no criteria to prevent a specimen from becoming thermally
stable during the first heating (alteration has saturated), which is inferred by a non-unit slope,
combined with a unit slope,, (e.g., Yamamoto & Tsunakawa 2005; Yamamoto et al., 2007).
Where a specimen experiences little to no initial alteration, it should be expected to behave
similarly in the subsequent heating, in which case, both slope,, and slope,, should be close to

unity.

The technique also tends to remove accurate palaeointensity results, rather than outliers in the
original Sakurajima palaeointensity study (Figure 3.4a); in this case it appears to say little about
the accuracy of the palaeointensity estimate. It should be acknowledged, however, that any

criterion designed for rejecting inaccurate estimates, can reject some of the accurate estimates.
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An alternative and arguably more useful technique to test the validity of the alteration
corrections would be to vary hold durations with sister specimens during their one and only
heating. This enables a more direct assessment of alteration effects and ARM corrections at the
palaeointensity level of the experiment, rather than the assessment coming from separate ARM
corrections after further and excessive heating. Variations in palaeointensity values from sister

specimens can be quantified and large standard deviations can be rejected.

3.6 Conclusions

We have identified a set of improved selection criteria for the Shaw-type palaeointensity method
by down-sampling simulated palaeointensity results from a large dataset of 426 individual
specimens. Use of the improved selection criteria demonstrate notably increased accuracy
and precision of mean palaeointensity results. This comes with only a minor reduction in the
number of successful results and, importantly, without the use of a second heating. We also
highlight an additional measure as a safeguard to detect undesirable behaviour that requires
varying the hold duration in sister specimens; however, the exact usage and interpretation of

this approach requires further investigation.

We find that the DHT may allow alteration to occur undetected, and that slope,. appears to be
dependent on the hold durations used in certain instances. In the analysis of historical lavas
from Sakurajima, the effectiveness of the DHT was not demonstrated. We therefore suggest
that a larger scale study of the DHT efficacy is required. The results suggest that it may not be
necessary to include the DHT, however, more work is needed to better understand the broad
spectrum of how alteration affects remanence magnetisations in the method. The removal
of the DHT allows the method to be carried out much more expeditiously and almost fully

automated if used in conjunction with modern equipment such as the Rapid 2G system.
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Chapter 4

First palaeointensity data from the cryogenian and their
potential implications for inner core nucleation age

This chapter is published as Lloyd, S. J., Biggin, A. J., Halls, H., & Hill, M. J. (2021). First
Palaeointensity Data from the Cryogenian and their potential implications for Inner Core

Nucleation Age. Geophysical Journal International. https://doi.org/10.1093/gji/ggab090
Abstract

The timing of inner core nucleation is a hugely significant event in Earth’s evolution and has
been the subject of intense debate. Some of the most recent theoretical estimates for the age
of nucleation fall throughout the Neoproterozoic era; much younger than previously thought.
A young inner core requires faster recent core cooling rates and a likely hotter early core;
knowledge of its age would be invaluable in understanding Earth’s thermal history and total
energy budget. Predictions generated by numerical dynamo models need to be tested against
such data, but records are currently much too sparse to constrain the event to a precise period
of time. Here, we present results from 720 Ma dolerite dykes (and one sill) from the Franklin
Large Igneous Province, which fall within a crucial 300 Myr gap in palaeointensity records.
This study uses three independent techniques on whole rocks from 11 sites spread across High
Arctic Canada and Greenland to produce virtual dipole moments ranging from 5 to 20 ZAm?*
(mean 11 ZAm?); almost one order of magnitude lower than the present-day field. These weak-
field results agree with recent ultralow palaeointensity data obtained from Ediacaran rocks
formed ~150 Myr later and may support that the dynamo was on the brink of collapse in the

Neoproterozoic prior to a young inner core formation date.
4.1 Introduction

A fundamental and intensely debated topic in Earth science relates to the question: when did
inner core nucleation (ICN) occur? (e.g. Gubbins et al., 2014; Biggin et al., 2015; O’'Rourke
& Stevenson, 2016; Bono et al., 2019). Palaeomagnetic information recorded in rocks can

potentially be used to constrain events which occurred in the deep Earth in the ancient past.
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ICN is expecte