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                                                   ABSTRACT 
Thesis title: Numerical Investigation of river discharge and tidal variations 

impact on the salinity in deltaic systems 

Author: Konstantinos Matsoukis 

 

The present project is an effort to identify key parameters and controlling factors of salinity variations 

in deltaic systems. The salinity’s driving mechanisms and response to hydrodynamic changes are under 

investigation. This is demanded because of the risks that these ecosystems are subject to by increases 

of salinity due to sea level rise and human activities. Numerical modelling is implemented to study the 

salinity distribution in idealized deltas configuration under various hydrodynamic conditions. In 

particular, variations of the river discharge and tidal levels are considered.  

The results indicate that salinity undergoes significant seasonal changes due to dynamic flow 

variability. Sustained drought periods could result in critical conditions with salt intrusion in the delta’s 

trunk (fluvial) channel. On the contrary, high river discharges during wet periods could mix completely 

the vertical column with freshwater for at least some distance from the river mouth. Tides could 

contribute further in mixing improving the conditions in the delta by decreasing the salinity in the 

downstream delta areas. Hence, many tidally influenced deltas could contain higher freshwater 

volumes than river dominated systems. Nevertheless, tidal level increases could limit significantly the 

deltas freshwater availability in mesotidal or macrotidal regimes. Results analysis and implementation 

of simple and innovative techniques uncovered the existence of certain correlations that could be 

useful as prognostic tools of salinity. Channels classification by their class or number of links provides 

a correlation that shows the salinity to increase with the decrease of either the channels order or 

delta’s cross-section width. In addition, radial and depth averages of salinity are negatively and 

exponentially correlated with the river discharge. The extracted exponential equation summarizes 

successfully the complex 3D delta dynamics into a 1D analytical solution. The equation resembles 

theoretical solutions of the 1D advection-diffusion equations under certain theoretical assumptions 

of which many are satisfied in the present idealized models setup. The above correlations incur 

modifications when external (e.g. hydrodynamic forcing) or intrinsic (e.g. bathymetry) parameters 

cause changes to the spatial salinity distribution. Bathymetric effects affect the salinity distribution in 

both horizontal and vertical directions especially at low flow periods when the bottom friction 

becomes stronger. Increases of the river discharge and/or tidal level override these effects.  

This study aspires to provide knowledge that could be useful for the development of technical or non-

technical solutions for the aversion of salinization issues in deltas. With the goal of contributing to the 

efforts for the development of environmentally friendlier solutions, the last part of this work 

investigates the effect of different shape but equal volume hydrographs on the salinity. The results 

show that it is possible to alleviate the consequences of increased salinity by better management of 

existing water resources instead of seeking for additional ones.   
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PREFACE 

The need for the present PhD project derives from the tremendous consequences of climate change 

and global warming on deltaic systems. These complex and environmentally sensitive coastal 

ecosystems face the hazard of serious degradation because of sea level rise. One of the main threats 

for them is the increase of salinity levels which is detrimental for a number of activities including soil 

cultivation, irrigation and drinking water consumption. Sea level rise in combination with human 

interferences such as dam construction, river diversions and groundwater extraction exacerbate the 

problem by limiting the freshwater availability. This puts further pressure on the deltas’ sustainability.  

It is imperative for the deltas to remain sustainable as they accommodate large populations and 

constitute an important source of economy because many anthropogenic activities take place there. 

The physical processes taking place in a delta and its complex dynamics is an ongoing research topic. 

Even though much of this research discusses salinity related issues, most studies are surficial and site-

specific. Basic knowledge in this field derives mainly from estuarine studies because of their 

similarities with deltas. This project is an independent non-site specific modelling study on the salinity 

distribution in river deltas. It is an attempt to identify the effect of certain parameters (i.e. river 

discharge, tides, and bathymetry) on the salinity’s seasonal, spatial and temporal variation in both 

horizontal and vertical directions. This is done through 3D idealized numerical modelling. The models’ 

output is further analysed to detect correlations of salinity with physical parameters and delta’s 

topography. This can be achieved by the implementation of innovative methods and techniques that 

are proposed. The goal is to 1): increase our understanding of salinity’s response into external forcing 

in channelized networks, 2): achieve parameterizations to be used as predictive tools of salinity and 

3) provide knowledge for better management of freshwater resources instead of resorting to 

expensive and harmful for the environment technical solutions.  

The thesis starts with an introduction chapter that presents basic information on river deltas and 

articulates the problem of salinization. The second chapter is a literature review that contains basic 

theoretical knowledge on concepts related to this research and a review on previous works on salinity 

in river deltas. The third chapter provides information on the building process and setup of the two 

idealized models that were used for the purposes of this project. The next part of the thesis is written 

in the form of research papers. The three papers included comprise the core of this work and present 

the results, analysis and outcome of this research. The papers are structured in the traditional way 

with different sections for Introduction, Methods, Results, Discussion and Conclusions. An overall 

discussion chapter comes next that tries to connect and unify the research outcomes from the three 

different papers. It also elaborates further on some of the findings. The thesis ends by summarizing 

the conclusions and suggestions for future work. The list of tables and figures includes only those 

outside of the three paper chapters that follow their own numbering independently from the other 

chapters. On the contrary, the bibliography includes references from every chapter.  
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1. INTRODUCTION 

 Scope of the project  
River deltas are delicate and valuable ecosystems. They are rich in aquaculture, have fertile regions 

and accommodate large populations that perform many anthropogenic activities there (e.g. land 

cultivation, irrigation, agriculture, fish farming and drinking water consumption). Their importance in 

economy, ecology and their role in environmental balance renders them a subject of continuous 

research that has intensified in recent years. These complex morphological formations are subject 

currently in many changes due to natural and/or anthropogenic climate change and human activities. 

A better understanding of the physical mechanisms and processes taking place in deltas is required in 

order to predict future changes and propose measures to alleviate their impact. Scientists endeavour 

to shed light on the physics controlling deltas’ distributary network. The effect of river discharge, tides, 

waves and sediment properties on mouth bar deposits, channels bifurcation, avulsion and distribution 

in deltas has been the topic of many papers (Dalrymple & Choi, 2007; D. A. Edmonds & Slingerland, 

2007; D. Edmonds et al. 2010; Edmonds & Slingerland, 2010; Fagherazzi, 2008; Fagherazzi et al., 2015;  

Geleynse et al. 2010; Geleynse et al., 2011; Hoitink et al.2017; Jerolmack, 2009; Jerolmack & Swenson, 

2007; Leonardi et al. 2013; Leonardi et al. 2015; Nardin et al. 2013;Nardin & Fagherazzi, 2012;  

Nienhuis et al., 2020;Nienhuis et al. 2018; Caldwell and Edmonds, 2014; Zhang et al. 2018). Many site-

specific studies focused on the morphological changes occurring in deltas influenced by climate 

change and human constructions such as diking, river diversions and dam construction (Allison, 1998; 

Allison et al.2017; Brunier et al. 2014; Kravtsova et al.2009; Maloney et al., 2018; Nittrouer et al.2011; 

Passalacqua et al.2013; Sassi et al. 2012; Shaw et al. 2013; Zhang et al., 2018). Land loss and 

subsidence, sediment load deficiency, channels erosion and migration are all issues that pose great 

concern and with which the scientific community is occupied seeking appropriate solutions. Such 

problems combined with sea level rise result in another important issue that is the increase of salinity 

in deltaic systems. This causes many problems because salinity can be detrimental for the water 

quality, some marine and vegetation species and can indirectly affect human health. The direct and 

indirect consequences from an increase in salinity can be catastrophic for the delta’s sustainability. 

Therefore, the issue of salinization in deltas attains great interest in recent years. Research on this 

topic develops in parallel with the aforementioned topics and has progressed significantly in late 

decades.   

The majority of related studies concerns the investigation of salinity’s response to changes in 

hydrodynamic forcing (e.g. river discharge, tides) and their impact on the salt intrusion length (see 

section 2.2). So far, our understanding on this topic is largely based on our knowledge from estuaries 

where density changes due to variations in the hydrodynamic forcing have been extensively studied. 

However, this has not been tested adequately in the case of channelized networks such as deltas. The 

present study attempts to fill this gap and detect any differences on the spatiotemporal salinity 

distribution and evolution in the presence of a multichannel system. This is done through idealized 

numerical modelling. The choice for idealized modelling is done with the consideration that existing 

literature is mainly site-specific and inhibits conclusions with some generality and universality. It is 

further supported by the fact that idealization allows to isolate the effects of different parameters 

(e.g. river discharge, tides) on certain variables (e.g. salinity). This is necessary in order to increase our 

understanding of the controlling factors of salinity distribution in deltas. This project goes beyond a 

simple monitoring and illustration of the salt intrusion zone and investigates the linkage between 

salinity and the complex features of a river delta (e.g. multichannel system, irregular bathymetry and 

topography). Simple techniques and methods were implemented for this purpose and with the 

aspiration to derive correlations of salinity with intrinsic delta features (e.g. bifurcation order) and 
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relationships between external and internal system variables (e.g. river discharge and salinity 

respectively). Such parameterizations could act as prognostic tools that will allow to predict future 

changes in salinity under various hydrodynamic conditions. The aim is to provide in the end results 

and conclusions that could be used for the development of solutions to alleviate the impact of 

salinization. Lately, the need for the development of friendlier environmental solutions instead of 

technical ones has been identified. In that sense, adaptions to the water management policy might be 

an alternative. These, should also take into account possible changes to catchments’ hydrographs and 

limitations in freshwater supply as a result of climate change and human interferences. With the 

ambition to provide meaningful results for better water management, the last chapter of this study is 

an investigation of the effect of various annual hydrographs on salinity. The work aimed to identify 

the optimum shape for establishing long-lasting freshwater conditions. This kind of information is 

crucial because it indicates possible changes to the flow distribution that could act against salinization. 

In addition, it gives an insight on the salinity’s response to changes of the hydrograph’s shape from 

natural or anthropogenic causes.  

 River Deltas definition and main features  
River deltas are sedimentary deposits developed after cliff or rock erosion from stream flow and 

consequent transferring of the associated sediments into the ocean. Nemec (2009) defines deltas as 

‘a deposit built by a terrestrial feeder system, typically alluvial, into or against a body of standing 

water, either lake or a sea’. Sediment loads start to deposit as soon as they enter into the receiving 

water body forming a complex channels system of a dendritic shape usually. Elliott (1986) describes 

deltas as ‘discrete shoreline protuberances formed where river enter oceans, semi-enclosed seas, 

lakes or lagoons and supply sediments more rapidly than they can be redistributed’. Deltas occur in 

all latitudes and climatic zones except for the poles. They are found in sections linked to drainage 

basins that carry sufficient sediments to produce a delta. A major concentration of deltas occurs 

globally in two regions, the circum-Arctic as a result of seasonal melt-water delivering high amount of 

sediments and the South East Asia. Rock weathering because of the warm tropic climate in 

combination with enhanced rainfall due to monsoonal periods contribute to the delta building in 

South East Asia (Roberts et al. 2012). Deltas consist of a subaerial delta plain with rather coarser 

material deposited and a subaqueous delta front and pro delta where finer sediments are transported 

(Wright, 1977). The delta plain is further subdivided in an upper and a lower part. The upper plain is 

beyond the tidal influence and has usually large flood basins with freshwater peats and lacustrine 

deposits. The lower part of the delta plain is under tidal influence and contains brackish to saline 

interdistributary areas such as lagoons, salt marshes and tidal flats. The subaqueous delta area lies 

below the low tide and so it remains completely underwater. Mouth bars form at the delta front and 

at the mouth of distributaries where sand bodies are built. The pro delta lies further seaward and is 

the most distal part composed of fine silt to clay deposits (Hori & Saito 2007). Figure 1 displays the 

basic delta features as discussed.  

 Deltas Classification 
Delta’s high variability in geomorphology, sedimentology and stratigraphy leads to various 

configurations around the world. Several classification schemes have been proposed by many authors 

depending on the source of variability (Roberts et al. 2012). A first approach is to categorize deltas 

based on their plan morphology. Based on their shape, deltas can be classified as arcuate, digitate or 

cuspate (Hasslet, 2000). An arcuate delta, meaning that it forms an arc-shape is the commonest type 

of all. These deltas are composed by relatively coarse material with well-defined distributaries and 

equal balance between wave and river activity. Digitate (or bird’s foot) deltas are developed under 

strong river action when the wave energy is weak and progradation occurs transporting the sediment 
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supply further beyond the shoreline. Cuspate deltas form in regions where strong wave currents act 

spreading the sediments in various directions. As a result, their shape resembles the arcuate type but 

with less distributaries. However, in recent years, deltas are most commonly classified based on the 

ratio between marine and fluvial processes in a deltaic environment.  

 

Figure 1 Basic delta features in a) fluvial dominated and b) tide-dominated deltas (taken from Saito & Hori 2007) 

Fischer et al. (1969) emphasized on the main role that flow sources, wave energy and tidal currents 

have on determining the deltas geomorphology and subdivided them in high-constructive and high-

destructive deltas. Basin processes dominate in the latter while fluvial processes dominate in the 

former case. Focusing on the fluvial and marine intensities, Galloway (1975) classified deltas in three 

main categories: river-dominated, tide-dominated and wave-dominated (Figure 2). River dominated 

deltas occur in micro-tidal regimes with limited wave energy. The sediment input from the river 

exceeds the capability of waves and tides to redistribute it and so these deltas are typically elongated 

acquiring a shape that is commonly referred to as a bird’s foot. Examples are the Mississippi, 

Atchafalaya and Wax Lake deltas in the Gulf of Mexico (USA) (Figure 3A). Wave dominated deltas (e.g. 

San Francisco, Nile and Niger deltas, Figure 3B) form when the strong wave currents control the 

sediments distribution and determine the size and shape of the delta. They exhibit mouth bars under 

the influence of longshore currents and transgressive processes which lead to shore-parallel sand 

bodies. Tide-dominated deltas display usually more estuarine-like geometry with many tidal flats and 

mouth bars present developed perpendicular to the shore (Fagherazzi, 2008). Tide-dominated deltas 

are observed in regions of large tidal ranges where the tide currents are stronger than the river 

outflows. Such examples are the Ganges-Brahmaputra (Bangladesh, Figure 3C) and the Mekong 

(Vietnam) deltas (Roberts et al. 2012). Galloway’s classification scheme was further revised by 

Coleman & Wright (1975) who added a sand body geometry classification and Orton and Reading 

(1993) who added the grain size of the sediments delivered to the delta as another parameter in the 

classification scheme. For the purposes of this study which does not focus necessarily on sediment 

properties, the classic Galloway’s scheme will be adopted.  

The density difference between the inflowing water and the receiving standing water body affects the 

flow jet and sedimentation processes at the river mouth (Chorley et al.1984) and thus is identified as 

another parameter that can influence a delta’s geomorphology. Bates (1953) established the following 
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three conditions in relevance to the water density: 1) Homopycnal where there is no density contrast. 

In this case there is no vertical gradient and three-dimensional mixing occurs. 2) Hyperpycnal where 

the river discharge is denser than and plunges beneath the water of receiving basin. 3) Hypopycnal 

where the river is less dense than the standing water and spreading of the sediments occurs through 

the expansion of a buoyant plume. 

Wright (1977) identified the river mouth forms (as a result of sedimentation) for the homopycnal and 

hypopycnal conditions when the tidal range and wave power of the receiving basin are negligible to 

the river outflows. In such cases, the effluent processes are classified as 1) inertia dominated, 2) 

friction dominated or 3) buoyancy dominated (Figure 4). Fully turbulent jet diffusion develops in the 

case of inertia effluents with low lateral spreading angles. The plume decelerates progressively and 

narrow river mouth bars are formed.  

 

Figure 2 Galloway’s (1975) river deltas classification according to river, wave and tide influence (taken from Roberts et al. 
2012) 

 

Figure 3 A) River Dominated Delta (Mississippi, available at www.earth.esa.int) B) Wave Dominated Delta (Nile, available at 
www.esa.int) C) Tide-Dominated Delta (Ganges Brahmaputra, Google Earth photo) 
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Figure 4 Plan views of A) Inertia-dominated B) Friction Dominated and C) Buoyancy Dominated effluents (modified from 
Wright 1977).  

Friction dominates where there is a depth shallowing seaward of the river mouth causing more rapid 

deceleration and lateral expansion. Frequent channels bifurcation is observed in this case. Finally, 

buoyant effluents develop in the absence of mixing factors (e.g. low tidal range) and in high depths 

favouring stratification. Much less bifurcation occurs in such cases.  

 Channels Classification  
As common in every river network, river deltas consist of a trunk channel and several distributary and 

terminal distributary channels. The trunk channel derives from a coalescing of a drainage basin’s rivers 

and it is the main delta channel that feeds the distributive system (Olariu and Bhattacharya, 2006). 

This main channel ends at the delta apex which is the point where distributary channels start to form. 

This happens when the flow in the trunk channel reaches an open area and other channels start to 

A 

B 

C 
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develop due to topographic differences (Olariu and Bhattacharya, 2006). The distributary channels 

present relatively low gradients to the trunk and are further bifurcated when a single channel (referred 

to as a parent channel) branches into two or more channels referred to as daughter channels (Coffey, 

2017).  With each bifurcation, the discharge is split into the new formed channels. The channels 

become smaller in the downstream direction. Yalin (1992) developed empirical relationships that 

showed that both the depth and width of a channel decrease downstream as the river discharge does 

too even though these may be subject to changes due to human activities. Distributary channels that 

extend between the last subaerial bifurcation and the last subaqueous channelization, usually located 

at the very end of the delta are defined as terminal distributary channels (Olariu and Bhattacharya, 

2006). The terminal channels differ from the distributary network because they develop steeper 

angles normal to the main river channel and are usually shallower and narrower. Both distributary and 

terminal channels are important features as they control water, sediment and nutrient routing 

(Coffey, 2017).  The areas between the distributary channels (referred to as inter-distributary areas) 

change downstream from fresh water through brackish to saline environments. In the case that 

distributary channels enter lagoons or lakes, new minor deltas may be formed.  

 Role significance of river deltas in global society and economy 
 Deltas are productive aquatic and coastal ecosystems that have highly fertile soils, diverse landscapes 

and are easily navigable. These areas have also high concentration of freshwater, nutrients and 

sediment inputs in their coastal zone. This makes them attractive places for living and working and 

creates perfect conditions for dense population and high economic activity (Bianchi 2016). It is 

estimated that half a billion people worldwide are dependent on deltaic ecosystems (Ericson et al., 

2006;Nicholls et al., 2018). Thus, deltas are extremely important from an environmental and economic 

point of view. Since antiquity, deltas played a key role for the civilization. For example, the Yangtze 

deltaic plain in China has always been a very fertile region. Built in the centre of it, the city of Shanghai 

developed quickly in time and became one of the most important industrial and economic centres in 

the world (Chen and Zong, 1999). Some other examples of deltas with critical role for both society and 

economy are: the Mekong Delta that constitutes 50% of Vietnam’s cultivation-mainly rice and shrimp- 

(Dun, 2011), the densely populated Ganges-Brahmaputra Delta in Bangladesh where rapid agricultural 

development, urbanization and industrialization took place in recent years through the use of water 

for irrigation, industry and public supply (Whitehead, Sarkar, et al., 2015) and the Mississippi Delta 

which is a source of freshwater in the Gulf of Mexico and provides food, habitat and nursery ground 

for a number of ecologically important species (Kolker et al., 2018). Moreover, many deltas host 

reservoirs of oil and natural gas making them even more important for the global economy (Roberts 

et al. 2012). Significant hydrocarbons have been discovered in at least eighteen deltaic provinces 

worldwide (Wescott 1992).For example, the Niger Delta oil and gas resources rank as the twelfth 

largest in the world (Tuttle et al.1999). Rich in oil and gas basins have also been found in the Mahakam, 

Pearl River and Nile deltas (Deng 2016).  In addition, deltas can provide a coastal defence buffer 

against storms (Nicholls et al.2018, Loucks 2019) if their aggradation rate remains in balance or 

exceeds land subsidence and relative sea level rise (Syvitski et al.2009). This is the case in some deltas 

as for example the Amazon and Mahakam that provide a level of ongoing protection from storm-surge 

landward penetration (Syvitski et al.2009). However, this may change in the future due to climate 

change and human activities as it is explained in the next paragraph.   
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 River Deltas Sustainability  
River deltas belong to a complex natural system and are directly influenced by the physical processes 

taking place in it (Figure 5). Human activities in the river catchment can have a severe impact on delta’s 

maintenance and sustainability by modifying water flows and sedimentary processes (Syvitski et al., 

2009; Nicholls et al.2018 ). The sediment supply in the delta is limited by activities such as 

intensification of agriculture, including deforestation, and dam construction that cause erosion 

increasing flooding risk (Hasslet, 2000). Global warming and climate change exacerbate this risk 

through sea level rise (IPCC 2007). The total volume of sediments delivered to deltas reflects 

conditions in the drainage basin and indicates climate change impact. Changes of the sea level are 

important in a depositional context because they can indicate channels extension and shortening in 

periods of falling and rising sea level respectively (Blum & Tornqvist, 2000). The issue becomes even 

more acute when compounded by land subsidence. This usually results from natural sediment 

compaction, often occurring in deltas, but is now further accelerated by urban construction, 

groundwater extraction and rivers channelization. Consequently, the rate of relative sea level rise 

(RSLR), which is the combination of land subsidence and sea level rise increases further (Tessler et al., 

2015). Overall, deltas’ submergence and erosion can be the outcome of the combination of human 

interferences in the ecosystem with climate-driven processes such as precipitation, sea level rise and 

storm frequency and intension (Ericson et al., 2006) .  

 

Figure 5 Natural Processes in a deltaic ecosystem (from Nicholls et al. 2018) 
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Many deltas around the world face similar challenges. For instance, the Mississippi Delta has seen a 

total loss of 2551 km2 in a period of 50 years which is attributed to RSLR increase and decrease of 

sediment capacity due to dam construction upstream (Kesel 1989; Penland et al. 1988; Visser et 

al.2012). Land subsidence in rates overwhelming that of SLR in the Ganges-Brahmaputra and Mekong 

deltas puts in danger millions of people that may have to be displaced (Syvitski et al., 2009) while the 

sediment capacity in the Yangtze delta has been significantly reduced in recent decades due to dams 

construction (Hu and Ding, 2009; Zhang et al., 2018). Finally, the Nile delta is subject to erosion and 

possible flooding threat because of changes in the wave activity after the construction of the Aswan 

dam (El-Raey et al. 1999). Flooding of the delta plain as a consequence of erosion will lead to a rise of 

the water table and incursion of sea water especially during sustained dry season periods decreasing 

the fresh water availability. Considering that the agricultural activity is significantly high in the majority 

of the deltas, salinization could be a serious damage for these regions. The issue of salinization is 

discussed in more detail in the next paragraph. 

 Salinization of Deltas 
A direct impact of the sea level rise is the increased salinity levels inside deltas  (Hull and Titus 1986; 

Bhuiyan and Dutta, 2012; Hong and Shen, 2012; Bricheno et al. 2021) . This could have several adverse 

effects. High salinity in soil and water is detrimental for the anthropogenic activities taking place in 

river deltas and causes ecological degradation. Increased salinity levels damage soil cultivation and 

crop production (Clarke et al.2015; Kashefipour et al. 2012; Su et al.2005) and decrease the water 

quality for irrigation, agriculture and drinking (Allison, 1964; Smedema & Shiati, 2002; Rosen et al., 

2018). For example, severe reduction of rice and wheat production is reported in the Bangladesh delta 

where  many freshwater rice paddies have been converted to brackish water shrimp farms (Sarwar, 

2005; Bricheno and Wolf, 2018). Conversion of freshwater to brackish or saltwater habitats has also 

occurred in the Mississippi Delta where serious ecological degradation is taking place because of 

frequent flooding (Holm and Sasser, 2001; Kaplan et al., 2010). Nevertheless, salinity can have an 

indirect impact on society by threatening livelihood, income generation and compromise food security 

(Khanom, 2016). Consumption of saline waters is known to increase health risks and be responsible 

for stroke and hypertension (Khan et al., 2011; Rahman et al., 2019; Vineis et al. 2011). Many cholera 

outbreaks in Bangladesh occurred after flooding episodes because the water supply was 

contaminated (Sarwar, 2005). Saline water has been also reported as a leading cause for hypertension 

(Rahman et al., 2019). Environmental consequences extend to vegetation and aquatic life as well. 

Many vegetation (e.g. Sagittaria Latifolia, Sagittaria Lancifolia, phragmites australis) and marine 

species (e.g. benthic animals,larvae fish,shrimps)  cannot survive in saline environments  (Day et al. 

1989; LaSalle & Bishop 1990; Chen 2004,White et al.2019) while high salinity may be responsible also 

for plant stress and mortality and hampering of tree production (Kaplan et al., 2010; Bhuiyan and 

Dutta, 2012). In addition, high vertical salinity gradients can develop anoxic conditions detrimental for 

fisheries, recreation and tourism (Chant, 2012).  

The issue of salinization has raised serious concerns in recent years since many deltas face already its 

implications. For example, the Mekong River Delta in Vietnam saw an increase of the salinity levels by 

8.6% in the 1980s which rose to 13.1% by the first decade of the 21st century (CGIAR, 2016) and is 

expected to increase even further after a dam construction in the lower delta. Low rainfall due to the 

El Nino phenomenon prolongs drought periods with freshwater shortage which is harmful for farming. 

The Ganges-Brahmaputra delta in Bangladesh also faces sustained drought periods because of 

changes in the monsoon rainfall. Combined with sea level rise after enhanced cyclones activity, it 

increases dramatically the salinity in the area (Whitehead, Barbour, et al., 2015). As a result, the crop 

production is hampered due to lack of good quality irrigation water and farmers experience a 
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significant yield loss. This is devastating for the country’s economy since 30% of its cultivatable land 

lies in the delta area and 53% of this is affected by salinity in various degrees (Rahman, 2012; Seal & 

Baten, 2012; Whitehead et al., 2015; Zaman et al., 2017). Furthermore, a water diversion project in 

the Yangtze Delta in China has enhanced salt intrusion in the delta and it is expected to become worse 

during dry seasons (Hu & Ding, 2009). As a result, freshwater demand for 50 million people has been 

frequently interrupted in recent years (Wu et al., 2016). The deltas of the Louisiana, USA (Mississippi, 

Atchafalaya, and Wax Lake) also face ecological degradation caused by salinity intrusion. The present 

status of primary plant succession, wildlife, and vegetation and fisheries dynamics is endangered 

(Holm et al, 2001). More examples on salinization issues in deltas around the globe are included in 

chapters 4,5 and 6. 

2. LITTERATURE REVIEW 
The study of the salt intrusion in deltas requires knowledge of estuarine processes because the same 

dynamics apply. The two systems have many similarities. In fact, river deltas can be considered as 

estuaries affected by morphodynamic processes of sedimentation (de Miranda et al.2017). 

Sedimentation processes influence the distribution of fine-grained sediment that are prone to be 

located in the inner half of estuaries while deltas export mud to the delta front and pro-delta 

(Sutherland et al. 2015). Usually estuaries evolve to deltas under stable sea level conditions when 

there is sufficient time for continuous sediment supply (Dalrymple et al.1992; Heap 2004). The result 

is a complex multi-channel system that distinguishes deltas from estuaries. It is this channelized 

network that makes the study of salt intrusion more challenging in deltas than estuaries. The deltas’ 

complex morphology introduces more degrees of uncertainty due to the variable depths and cross-

sections that interfere and may cause deviations to simple predictive models and/or analytical 

solutions that have been developed for estuaries when implemented for deltas (Nguyen and Savenije 

2006). For example, the freshwater discharge distribution over a multi-channel estuary with many 

branches such as the Mekong Delta is very difficult to compute and cannot be measured directly 

(Nguyen et al.2008). More importantly, river deltas are more vulnerable to human activities and in 

some cases the anthropic control on the natural environment can override the climatic signal, forcing 

deltas toward a man-made river-dominated system (Maselli & Trincardi, 2013; Bellafiore et al.2021). 

The rapid response of these natural habitats to human perturbation should be seriously considered in 

any management attempt because of the extra challenges it poses on such endeavours (Maselli & 

Trincardi 2013). The present work aspires to fill the gap into our knowledge of the effect that braided 

networks may have on what is already known about salinity response to hydrodynamic changes and 

salt intrusion.  

The first part of this chapter presents succinctly fundamental theoretical concepts related to the 

content of this research. Definitions are provided and the topics are further discussed based on the 

existing literature. The second part cites earlier studies that focused exclusively on salinity in river 

deltas and not estuaries.  

 MAIN CONCEPTS 

2.1.1. Estuarine Circulation  
Estuaries connect the coast with the sea and act as a transition state from low to high salinity. The 

horizontal salinity gradient that develops has a key role on the estuarine physics because it induces a 

vertically varying pressure gradient (Geyer 2010) and thus is usually associated with densimetric 

differences and stratification. The horizontal gradient induces a seaward flux that balances the 

landward salt transport controlled by tidal dispersion and estuarine circulation (Hansen & Rattray, 

1965). The estuarine circulation expresses the tidally averaged along-channel velocity through an 
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estuarine cross-section (Geyer and MacCready, 2014). This circulation is a density contrast between 

ocean and river water (MacCready et al., 2021) which results in a bidirectional flow that transports 

fresh water offshore at the surface and denser water onshore at the bottom (Figure 6). The pressure 

gradient induced by the horizontal salinity gradient ϑS⁄ϑx can be related to the estuarine circulation 

through the simplified tidally averaged one dimensional momentum equation (Geyer 2010): 

𝑔
𝜗𝜂

𝜗𝑥
+ 𝛽𝑔

𝜗𝑆

𝜗𝑥
(ℎ − 𝑧) =  𝐴𝑧

𝜗2𝑢

𝜗𝑧2
                                                    (1) 

g, η,  β, h, u and z are the gravity acceleration, water free surface, saline contraction, water depth, 

horizontal velocity and the vertical coordinate measured upward from the bottom. 𝐴𝑧 is the vertical 

eddy viscosity that represents the turbulent stress. Its magnitude is determined by tidal flow and 

stratification. 

The landward flow (inflow) gradually rises and joins the river outflow in the upper half of the estuary 

resulting in an overall pattern called exchange flow (Geyer and MacCready 2014). The importance of 

the exchange flow lies on trapping of sinking particles such as sediments and organic matter because 

of the strong vertical density gradients that develop. This could lead to high sediment accumulation, 

excess nutrient recycling and anoxic conditions at the bed (Feely et al., 2010; Traykovski et al. 2004). 

In addition, the volume flux of the exchange flow is much greater than that of the river alone 

(MacCready and Geyer 2010). The scale of the exchange flow can derive from the analytical solution 

of equation 1 with respect to the horizontal velocity expressing the estuarine circulation and is equal 

to (MacCready and Geyer 2010): 

𝑢 =  
1

48

𝛽𝑔
𝜗𝑆
𝜗𝑥

ℎ3

𝐴𝑧
               (2) 

 

 

Figure 6  Schematic representation of the intrusion of seawater (dark blue) in a longitudinal section of a prismatic estuary. 
(taken from CoastalWiki) 

 

Revisions on the estuarine circulation 

The role of tides 

Tidal effects and nonlinearities in early estuarine studies (Chatwin, 1976; Pritchard, 1956; Hansen & 

Rattray, 1965) were parameterised through the mixing coefficients while tidal motion and processes 

were removed by averaging. In that sense, estuarine circulation can be referred to as gravitational 

circulation because it is assumed that the primary driving force is the baroclinic pressure gradient 

(Geyer and MacCready 2014). However, this downgrades significantly the role of tides in the estuarine 

circulation. It has been demonstrated that tidal variations in estuaries with strong tidal forcing may 
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affect significantly the stratification in a much larger amount than the gravitational circulation does 

(Geyer and MacCready, 2014). The phenomenon of the strain-induced periodic stratification (SIPS) 

has been introduced by Simpson et al. (1990). According to this, vertical mixing decreases at the ebb 

and increases at the flood tide causing the landward flow at the bottom layer to be higher during the 

flood than the ebb tide (Jay and Musiak, 1994). This tidal asymmetry (referred as tidal straining 

according to Burchard & Hetland (2010)) results in a circulation similar to the gravitational one 

(landward flow at the deep and seaward at the surface water) that enhances the estuarine circulation. 

Based on a series of 1D modelling experiments, Burchard & Hetland (2010) identified that the velocity 

components due to tidal straining and gravitational circulation have the same vertical shape but the 

former could be twice the latter. If the longitudinal salinity gradient intensifies further, the salt field 

follows a transition from a SIPS state to runaway stratification (Monismith et al.2002; Simpson et al., 

1990) that refers to an increased stratification when straining overtakes mixing (Geyer and 

MacCready, 2014).  

Secondary estuarine circulation  

In previous considerations of the estuarine circulation, the focus is given only on the along-estuary 

and vertical structure of velocity and salinity (Geyer et al.2020). Nevertheless, the lateral dimension 

has important effects on the estuarine circulation (Geyer and MacCready 2014). This topic has been 

addressed in a number of remarkable studies (Burchard et al. 2011; Geyer et al.2008; Lerczak & Geyer, 

2004; Nunes & Simpson, 1985; Scully et al. 2009; Smith, 1977). Cross-estuary gradients of velocity and 

salinity are often larger than their along-estuary gradients and so the magnitude of the cross-estuary 

advective terms in the momentum equation can be larger than their along-estuary ones (Chant 2010). 

In addition, secondary flows – defined as the flow that is normal to the along-estuary flow- play an 

important role on the mixing of tracers and they can determine the fate and transport of material 

along an estuary (Chant 2010). Interestingly, many studies on this topic identified that lateral straining 

might be more important than along estuary resulting in maximum stratification during the flood 

rather than the ebb tide (Lacy et al.2003; Ralston and Stacey 2005; Scully and Geyer 2012; Becherer 

et al.2015; Schulz et al.2015). This is the result of a lateral circulation induced by a cross-estuary 

density gradient and carries surface water at the centre of the channel during flood tide with the 

reverse occurring at the ebb tide.  The development of cross-estuary gradients setup by lateral shears 

in the along-estuary flow is also defined as differential advection (Chant 2010). In particular, Schulz et 

al. (2015) emphasized on the coupling between lateral circulation induced by differential advection 

and restratification at the end of the flood tide. Building on this work for a more complex geometry 

case, Geyer et al. (2020) identified that lateral salinity gradients generated by differential advection at 

the edge of the channel drive a tidally oscillating cross‐channel flow that strongly influences the 

stratification, along‐estuary salt balance and momentum balance. 

The effect of secondary flows on the estuarine circulation can be important in deltaic systems where 

their complex morphology presents significant lateral variations of the depth.  

Total exchange flow  

Finally, the most recent advance on the topic considers the Total Exchange Flow (TEF), a method in 

which the subtidal transport is calculated as a function of salinity instead of spatial position (Geyer 

and MacCready 2014). Results from related studies (Chen et al., 2012; MacCready, 2011; Wang et al., 

2017; MacCready et al.2018; Lorenz et al.2019) suggest that TEF can provide a more robust and 

kinematically accurate quantification of estuarine exchange flow (MacCready and Geyer 2014;Geyer 

et al.2020). However, this goes beyond the scope of this project and will not be further discussed.  
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2.1.2. Transport time scales  

Exchange flow increases the longitudinal dispersion of passive tracers in an estuary with low buoyancy 

but causes trapping of sinking waterborne material (Geyer & MacCready, 2014). It is imperative then 

to know the transport time of substances through an aquatic system because if this is shorter than the 

scale of their biochemical processes then the latter cannot be exerted (Wang et al. 2004; Yuan et al. 

2007). The transport time is expressed through flushing and residence time. These two magnitudes 

have different definitions and physical meaning.  

Flushing times 
 Flushing time (FT) is defined as the time required for the cumulative freshwater inflow to equal the 

amount of freshwater originally present in the region (Dyer 1973; Sheldon and Alber, 2002). In a river 

dominated system, the flushing time could be simply calculated just by dividing the estuary volume 

over the total flow rate. However, in the case of gravitational circulation this neglects the flushing due 

to tidal dispersion. Sheldon and Alber (2002) define the flushing time 𝑡 for an estuary as the ratio of 

an initial freshwater volume 𝑉𝑜𝑙 over the freshwater inflow𝑄𝑓: 

𝑡 =  
𝑉𝑜𝑙 (

𝑆𝑜 −  𝑆𝑒
𝑆𝑜

)

𝑄𝑓
                                                               (3) 

with 𝑆𝑜 and 𝑆𝑒 the ocean and the average estuarine salinity respectively. Equation 3 represents the 

‘freshwater fraction method’ for flushing time calculation  (Lauff 1967; Dyer 1973; Fischer et al. 1979; 

Williams, 1986). Sheldon and Alber (2006) showed that tidal effects are implicitly included in the 

calculation with the freshwater fraction method which is more appropriate for estuaries with high 

freshwater inflow (i.e. large salinity difference between the estuary and the ocean). In such cases, the 

freshwater fraction provides very similar results to other methods that consider explicitly the tide as 

a flushing agent such as the tidal prism models method (Lucas 2010). On the contrary, equation 3 is 

not deemed successful in the case of well-mixed systems with low freshwater inflow (i.e. negligible 

salinity difference between ocean and estuary) (Lucas 2010). Equation 3 applies either to the whole 

estuary or to different estuarine segments so that the total transit time is taken as the sum of the 

specific segment times (Sheldon and Alber, 2002). The determination of the freshwater inflow 𝑄𝑓 to 

be introduced in the equation can be a difficult task since the river discharge in real estuaries is barely 

at steady state (Alber and Sheldon, 1999). To overcome this issue, many researchers implemented the 

method by taking monthly or seasonal discharge averages or averages over a user-defined period 

(Pilson 1985;Christian et al.1991;Asselin & Spaulding 1993;Balls, 1994; Lebo et al. 1994; Swanson & 

Mendelson 1996;Eyre and Twigg, 1997;Chan Hilton et al. 1998; Alber and Sheldon, 1999; Hagy, 

Boynton and Sanford, 2000; Huang and Spaulding, 2002; Sheldon and Alber, 2002; Huang, 2007). Alber 

and Sheldon(1999) proposed a specific technique to determine the appropriate averaging period of 

the river discharge by assuming that this should be equal or very close to the flushing time itself. They 

found that their so called Date Specific Method (DSM) was successful for the calculation of flushing 

times in Georgia Estuaries. Becker et al. (2010) implemented DSM to determine the appropriate 

means of incorporating flow history into a discharge value when investigating the discharge-salt 

intrusion relationship in the Cape Fear River. Using the same method, Paerl et al. (2014) developed 

relationships between flushing times and pigment concentrations indicative of total phytoplankton 

biomass in two lagoonal ecosystems. The DSM has been implemented in this project as well (see 

chapter 4 and 6).  
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Residence times 
The residence time is defined as the remaining time that a particle will spend in a certain region after 

first arriving at some starting location (Zimmerman, 1976; Sheldon and Alber, 2002). Therefore, it is a 

site-specific time applied within a restricted geographical area such as an estuary, a water basin or a 

box model  (Hagy et al.  2000; Sheldon and Alber, 2002; Sámano et al., 2012). It depends on the 

location of a water particle within the embayment and whether it is close to the open boundaries or 

not (Lucas 2010). Its estimation usually requires numerical modelling (Sheldon and Alber, 2002). If the 

constituent is a reactive scalar with a growth or loss rate (e.g. phytoplankton) the previous definition 

of the residence time may not be appropriate to describe its variability (Lucas 2010). The tide can have 

an impact on this because a constituent may enter, leave and enter again in the domain. However, 

this is not a concern for the present study that does not deal with reactive scalars.  

In this study, only flushing and residence times were considered. Flushing time was determined 

through the freshwater fraction equation in order to compare the time for freshwater replenishment 

between dry and wet seasons. Annual flow distributions were considered in an effort to detect the 

most efficient shape for faster water renewal.  The residence time was determined spatially through 

model results by counting the time that the salinity remains below a threshold value in various 

locations.  

However, it is worthy for completeness to introduce two other additional transport time scales. These 

are the water age and trapping due to stratification time. In addition to flushing and residence times, 

these are also important to know in a deltaic system where  the complex morphology adds one more 

factor of influence to the transport time scales. 

Age and trapping time 

The age of a fluid element within an embayment is the time that has elapsed since the element 

entered the embayment (Bolin and Rodhe, 1973; Zimmerman, 1976; Dronkers and Zimmerman, 1982; 

Lucas 2010). Therefore, age and residence time are complementary and together they constitute the 

transit time of a fluid element (Sheldon and Alber 2002). Earlier modelling studies (Monsen et al.2002; 

Banas and Hickey 2005) indicated that particle ages can vary significantly in both space and time. 

The time scale of stratification can have a direct or indirect effect on transport time scales. In 

particular, tidally periodic instead of persistent stratification may cause particle trapping in flood-

dominated estuaries by allowing particles to sink during stratified ebb tides. On the other hand, 

particles can be resuspended during destratified floods when up-estuary transport occurs (Chant and 

Stoner, 2001). Therefore, high-frequency variations of stratification and mixing can yield long-term 

effects different from a persistent condition and so knowledge of stratification time scales are 

important to understand the physics of a certain estuary (Lucas 2010). 

2.1.3. Buoyant plumes 
Freshwater debouches into the ocean from a river mouth and mixes with deeper and denser water 

forming a buoyant plume. These are distinct regions with dynamics influenced significantly by the 

freshwater and are found in various sizes and scales. They are subject to wind, tidal and riverine forcing 

(O’Donnel 2010; Horner-Devine et al. 2015). The fate of the river-borne material in the ocean depends 

largely on the plume’s physical processes and transport (Horner-Devine, Hetland and MacDonald, 

2015). Garvine (1995) classified the plumes into small and large scale based on the Kelvin number. 

According to this definition, small-scale plumes are characterized by strong advection, Froude 

numbers close to unity and small Coriolis effects. On the contrary, small advection and Froude 

numbers together with order one Coriolis effects correspond to large scale plumes. A plume’s 

classification may be simplified by comparing only the two length scales, alongshore and across-shore 
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(L and γL respectively, see Figure 7). Large-scale plumes are usually elongated along the coast and 

exhibit 𝛾 ≤ 1 values.  

 

Figure 7 A sketch of an idealized buoyant plume whose limit is bounded by the dashed line, a) the along-shore (x) and across-
shore (y) plume development and its length (L in x and γL in y). U is the alongshore velocity. The ambient water has a 𝜌𝑜  
density while the plume’s density is 𝜌𝑜 − 𝛥𝜌. b) the plume’s vertical structure in the z direction with an h depth.(taken from 
Garvine 1995).  

 

Vertical structure 
Buoyant plumes could also been classified based on their vertical structure. In a fundamental work, 

Yankovsky & Chapman (1997) investigated the vertical structure of the plumes and identified two main 

conditions. The first is when the plume occupies the entire water column and the density front extends 

from the surface to the bottom. This is called a bottom-advected plume (Figure 8A, B) since it is mainly 

controlled by advection at the bottom boundary layer. The second type refers to a case when the 

offshore buoyant flow is limited within a thin layer having no contact with the bottom layer. This 

constitutes the surface advected plume (Figure 8C,D). However, many plumes may belong into an 

intermediate stage. In this case, the buoyant flow is transported offshore through the whole vertical 

column until some distance where the upper part of the plume detaches and spreads seaward with a 

thin layer close to the surface. Poggioli & Horner-Devine (2018) define the location where the plume 

is detached from the bottom as the liftoff point. Its location is important for the system’s dynamics 

since it separates the areas with supercritical from the areas with subcritical flow because the Froude 

number at the liftoff point equals 1. Horner-Devine et al. (2015) name the region beyond the liftoff 

point as near-field where it is considered that the riverine momentum exceeds the plume’s buoyancy.  
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Figure 8 Plan view of a bottom A) and surface C) advected plume. Vertical cross-section of a bottom B) and surface D) advected 
plume. For the notations we refer to Yankovsky and Chapman (1997) where this sketch is taken from.  

The complex dynamics and nonlinear flows that develop within the surface to bottom density front 

had been already identified in earlier studies (Csanady, 1984; D. G. Wright, 1989; Chapman & Lentz, 

1994). More attention though has been given to surface advected plumes (Chao & Boicourt, 1986; 

Chao, 1988; O’Donnell, 1990; Oye & Mellor 1992; Kourafalou et al.1996;  1996b;1999, 2001; 

Yankovsky et al. 2001; Schiller & Kourafalou2010; Schiller et al.2011). These studies show that the 

plume develops two distinct regimes: a bulge region near the river mouth and a downstream coastal 

current (Chao & Boicourt, 1986; Fong & Geyer, 2002). The majority of the research concerns the 

downstream current. A common feature in all plume studies is the deflection of this coastal current 

to the right under the influence of the Coriolis force (Chao & Boicourt, 1986) or ambient crossflows 

(O’Donnell, 1990). This occurs when inflow momentum is lost so that lateral spreading is arrested and 

thus the plume dynamics are dominated by Earth’s rotation (Horner-Devine, Hetland and MacDonald, 

2015).  

Tidal influence  
Tidal influence is also important in a plume’s structure since tidal currents in the inner-shelf might be 

larger than buoyancy-driven ones (O’Donnel 2010). Chao (1990) was the first to examine the tidal 

modulation of the river-forced estuarine plumes and stated that the tidal residual circulation enhances 

the plume growth and limits the coastal jet. Isobe (2005) indicated the development of more 

symmetric plumes with the tide enhancement. In a study on the effect of tides on mouth bar 

morphology and hydrodynamics, Leonardi et al. (2013) found that the flow jet spreading was much 

larger in cases including tides than those that did not. Similar conclusions derived from other studies 

that included tidal effects on their investigation of buoyant plume evolution (Chao, 1990; Isobe, 2005; 

Guo and Valle-Levinson, 2007; Lee and Valle-Levinson, 2013). Tidally-driven mixing competes 

A B 

C D 
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stratification induced by tidal straining. Garvine (1999) noticed a decrease of upshelf and downshelf 

buoyant plume penetration with the increase of tidal amplitude in a series of experiments. 

Vertical Mixing 
The plume structure is subject to changes not only from tidally-driven but also from vertical mixing 

due to inertial shear. Vertical turbulence and density gradients in the field determine the impact of 

mixing in a plume (Horner-Devine, Hetland and MacDonald, 2015). Hetland (2005) studied an idealized 

plume with results indicating that the influence of inertia shear mixing is larger in the near-field region 

characterized by low salinity areas. The high intensity of turbulence and mixing in the near-field region 

is reported in other studies too (MacDonald & Geyer, 2004; MacDonald et al. 2007; McCabe et 

al.2008). The mixing enhancement is caused by shear increase as the plume spreads offshore due to 

the high density differences between the plume and ambient waters. In its turn, the increase of mixing 

results in deceleration of the offshore plume transport (Yuan and Horner-Devine, 2013; Horner-

Devine, Hetland and MacDonald, 2015). 

Other parameters   
The role of wind and waves mixing in a plume structure is also important but goes beyond the scope 

of this project and is not discussed. 

The shape and morphology of a buoyant plume depend on the coastal geometry and river discharge 

magnitude. In combination with external forcing different types develop (Horner-Devine, Hetland and 

MacDonald, 2015). In the case of a river delta in particular, freshwater debouches in the ocean through 

a multichannel system (Figure 9). Plumes that develop at the end of each channel outlet interact with 

each other depending on their spacing. Therefore, the nature and spacing of the distributaries can 

have a crucial role on the plume characterization (Yuan et al. 2011; Horner-Devine et al., 2015). The 

next paragraph focuses on available methods to classify these distributaries based on common 

physical characteristics.  

 

Figure 9 Typical plume morphology for a delta. The coloured image is an example of such a plume in the Mekong Delta 
(taken from (Horner-Devine, Hetland and MacDonald, 2015) 
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2.1.4. Bifurcation methods 
River deltas are formed in a dendritic shape including many tributaries. This structure resembles 

riverine networks in drainage basins. In hydrology and geomorphology studies, the geometry of these 

networks is usually described based on stream labelling and ordering methods (Ranalli & Scheidegger, 

1968). Such methods set a hierarchy to the delta tributaries. The most common one is the so called 

Strahler-Horton scheme. Horton (1945) devised a system of channels classification (or ordering)  and 

introduced the concept of ‘stream order’ (Smart, 1968). This is a dimensionless parameter that 

distinguishes different classes (i.e. orders) of streams by assigning at each one of them an integer non-

dimensional number. Horton’s method applies to complete streams and not nodes or links and so the 

order remains unchanged along the stream (Figure 10A). This makes it difficult to distinguish 

branchless channels of first or higher order since the latter can be extensions of longer streams 

starting from the river source (Ranalli and Scheidegger, 1968). Strahler (1952) revised Horton’s 

method by grouping branchless channels into first order (Figure 10B). If two channels of equal order 

make a junction, then the order of the parent (upstream) channel increases by one. If the parent 

channel makes a junction with a lower order channel then its order does not change. The Strahler-

Horton order acts a proxy for a stream’s physical characteristics such as the length or the basin’s area 

(Kovchegov and Zaliapin, 2019). The number 𝑁of streams decreases as the Strahler-Horton 𝐾 order 

increases according to Horton's law of stream numbers (1945): 

 

𝑁𝑘

𝑁𝑘+1
=  𝑅𝐵            , 𝑅𝐵  ≥ 2                                                 (4) 

 

 

Figure 10 A) Horton’s method B) Strahler’s method (taken from Ranalli & Scheidegger 1968) 

 

Tree-like structure is ubiquitous in nature allowing for the implementation of the Strahler-Horton 

method in a wide range of scientific areas (Chunikhina, 2018).  These include hydrology (Tarboton et 

al.1988; Maritan et al., 1996; Tarboton, 1996; Banavarn et al. 1999; Kirchner et al. 2000; Biswal and 

A B 
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Marani, 2010), geomorphology (Dodds and Rothman, 2000, 2001; Heckmann et al. 2015), 

mathematics and statistics (Kovchegov and Zaliapin, 2017, 2019; Yamamoto, 2017), neuroscience 

(Pries and Secomb 2008), computer science ( Kemp, 1979; Devroye and Kruszewski, 1995;Nebel 2000; 

Chunikhina 2018), biology (Borchert and Slade 1981; Turcotte et al.1998) and social sciences (Arenas 

et al., 2004).  

It should be noted that other schemes developed in parallel with the Strahler-Horton such as e.g. 

Scheidegger-Shreve, Milton-Oiller and STORET (Ranalli and Scheidegger, 1968) are less popular. 

Despite some criticism on the Strahler-Horton method (Ranalli and Scheidegger, 1968; Tokunaga, 

1978; Tarboton, 1996; Moussa, 2009) that emphasizes on inaccuracies of the channels delineations in 

maps, it is preferred because of its simplicity (Smart, 1968; Moussa, 2009).  As a result, many authors 

developed methods to incorporate it to the geomorphologic instantaneous unit hydrograph (GIUH), 

(Gupta et al.1980; Rosso, 1984; Gupta and Mesa, 1988; Rinaldo et al., 1995; Rodriguez et al. 2005; 

Kumar et al. 2007; Lee et al. 2008; Moussa, 2009).  

In addition to the number and class of streams in a modular network, the set of nodes and links 

connecting them is another important feature which is termed as connectivity (Passalacqua, 2017). 

Connectivity is important because it is linked with the transfer of matter, energy or organisms between 

two different landscape compartments (e.g. streams) (Fryirs, 2013; Wohl et al. 2017). Riverine 

connectivity in particular, represents the exchange of material (e.g. salinity) longitudinally, laterally 

and vertically across watersheds and stream channels (Kondolf et al., 2006; Wohl et al. 2017). River 

deltas are among the systems where such connectivity is high (Fryirs, 2013; Sendrowski and 

Passalacqua, 2017). Therefore, the research on the process-based connectivity between delta 

channels and inter-distributary areas has intensified in recent years (Hiat and Passalacqua, 2015; 

Passalacqua 2017). This deltaic processes connectivity occurs through exchange of information 

between external forcing (river discharge, tides and winds) and the response of internal variables such 

as water level, sediment concentrations, nutrients and/or salinity (Passalacqua, 2017; Sendrowski and 

Passalacqua , 2017).  

In that sense, the introduction of the width function method might be sensible since it involves the 

number of nodes and links between channels. The width function concept was first introduced by 

Shreve (1969) and gives the number of links in a network at a flow distance 𝑥 from the outlet. The 

flow distance is measured along the network and not radially from the outlet (Rodriguez-Iturbe and 

Rinaldo 1997). Kirkby (1976) implemented the method for a random network model by counting the 

number of links within a certain space step defining their limits as generations. Kirkby (1976) identified 

the influence of a catchment’s width on a hydrograph’s peak. Gupta and Mesa (1988) considered the 

width function as a planimetric projection of channels network and implemented it to explore physical 

and analytical connections between channels network and hydrological response. The role and the 

nature of the width’s function influence on the hydrological response of a drainage basin has been 

investigated by many authors (Gupta and Mesa, 1988; Rinaldo et al. 1991; Snell and Sivapalan, 1994; 

Rinaldo et al., 1995; Botter and Rinaldo, 2003; Collischonn et al., 2017).  
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Figure 11 Example of the width function method. a) A channel network delineated by the continuous lines. The dashed lines 
(named generations) are drawn with an x space step. b) The number of links between each one of the 8 generations. (Taken 
from Kirkby, 1976).  

 PREVIOUS WORK ON RIVER DELTAS SALINITY 
Previous works involving salinity in river deltas are mainly site-specific. Most studies focus on the salt 

intrusion (SI) length and its response to changes in hydrodynamic forcing and human interferences. 

Some early studies on the salt wedge penetration are available for the Mississippi River Delta (Bates, 

1953; Wright and Coleman, 1971, 1974), Danube (Bondar 1968) and  Po (Nelson 1970; Dazzi and 

Tomasino, 1975) deltas. Studying the effects of effluent dynamics on morphological processes in the 

Mississippi Delta, Wright and Coleman (1974) observed that the salt wedge toe remains seaward of 

the delta’s mouth bars when discharges are high but intrudes into the distributary channels during 

periods of low discharges. This seasonal effect was observed by Nelson (1970) in the Po delta as well. 

The salt wedge penetrates the delta during high tide and low river flow but is being flushed out by 

high flows when the tide is low. 

Climate change and sea level rise (SLR) implications lead to an intensification of the research in this 

field in later decades. Many papers investigate the impact on salt intrusion for a number of potential 

sea level rise scenarios. This kind of work can be found in the Mekong (Tran and Likitdecharote 2010; 

Toan, 2014; Anh et al. 2015; Trieu and Phong, 2015; Anh et al., 2018), Bangladesh (Bhuiyan and Dutta, 

2012; Dasgupta et al., 2015; Bricheno and Wolf, 2018; Bricheno et al. 2021), Yangtze (W. Chen et al., 

2016) Pearl River (Chen et al., 2016) and Po (Bellafiore et al., 2021) deltas. There is a consensus on the 

SLR negative effect that leads to higher salinity levels and increase of the salt intrusion length. In the 

Mekong, modelling studies revealed that a landward shift of SI caused by both SLR and upstream flow 

reduction should be expected in the future (Tran and Likitdecharote 2010; Trieu and Phong 2015). 

According to Ahn et al. (2018) this will also increase the flushing times in the area. Toan (2014) 

proposes a number of adaptive measures such as sluice gates and dyke systems to prevent SI. W.Chen 
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et al. (2016) modelled salinity in the Yangtze and found that the isohalines shift upstream nonlinearly 

with the SLR and detected a quadratic expression linking SLR and salinity. Bellafiore et al. (2021) used 

observations and numerical experiments to study SI in the Po Delta. They concluded that river 

discharge is more important for salinity than SLR unless land subsidence occurs at the same time. In 

addition, they identified advective and shear dispersive fluxes among the main drivers of salt intrusion. 

In the delta of Bangladesh, Dasgupta et al. (2015) reported an increase of high salinity areas after 

implementing a number of climate change scenarios. Bricheno and Wolf (2018) considered a number 

of SLR and river flow future scenarios in the Bangladesh and noticed a strong seasonal signal in the 

freshwater distribution due to the discharges high variability between monsoonal and dry periods. In 

a similar study, Bricheno et al. (2021) state that the impact from SLR is mitigated when it is balanced 

by stronger discharges. Seasonal variations on the salt intrusion and stratification are reported in the 

Pearl River delta too by Chen et al. (2016) who did numerical modelling to study the salinity response 

to potential SLR. Interestingly, their model results indicated a strengthening of the estuarine 

circulation by SLR.  

Many authors have focused on variations of SI between high and low flow seasons and all agree on 

the fact that it becomes worse during dry periods. Nowacki et al. (2015) did a field study on a tidal 

river in the Mekong delta. Two campaigns during high and low flow discharges showed a transition of 

the system from tidal freshwater to partially mixed estuarine system respectively. Gugliotta et al. 

(2017) took field measurements in the Mekong that show salt intrusion extending further upstream 

during dry periods. Studying the SI in the Karnafouli Estuary which belongs to the Ganges-

Brahmaputra-Meghna delta, Akter and Tanim (2021) saw an increase of salt intrusion in dry seasons 

too. They attribute it to nonlinear advection, low discharge, spring-neap interactions and tidal 

asymmetry. Increase of salt intrusion could be the result of other parameters in addition to seasonal 

flow variations and SLR. For example, Sherin et al. (2020) add depletion of groundwater level as an 

extra cause of SI increase. Furthermore, Liu et al. (2019) took observations in the Pearl River Delta and 

attributed increase of salt intrusion to uneven sand dredging, rising tides and changes of wind 

directions. Rising tides and north-easterly winds strengthen tidal dynamics and push saltwater further 

upstream. Finally, Hong et al. (2020) found in their modelling work for the Pearl River Delta that SLR 

will not only increase salinity but also stratification and tidal range. The rate of stratification increase 

due to SLR in the Pearl River delta is higher during low flow periods.  

Other studies investigated the impact of anthropogenic factors on SI. Although not absolute, human 

structures seem to cause an increase of salinity in most cases. For instance, the field study of Wolanski 

et al. (1998) in the Mekong suggests that the planned construction of 100 hydroelectric dams and 

water diversions would increase salt intrusion. Using large data sets from the Mekong, Eslami et al. 

(2019) found that upstream hydro-infrastructure development increases both tidal amplitude and 

salinity due to reduced sediment supply and downstream sand mining. Sand dredging and excavations 

in the Pearl River Delta result in a decrease of the upstream width-depth channels ratio, a decrease of 

river discharge and increase of salt intrusion. Hu and Ping (2009) modelled the impact of jetties and 

groines constructed in the Yangtze and found that these result in an enhancement of salt intrusion. 

For the same delta, Dai et al. (2011) discovered that the abnormal salinity conditions during an 

extreme dry year occurred in partial coincidence with the second impoundment phase of the Three 

Gorges Dam (TGD). Xie et al. (2020) conducted a field experiment in the Yangtze and also detected an 

increase of salinity because of river discharge decrease caused by the TGD. However, the operation of 

the TGD allows water storage which can be released during the dry seasons shortening significantly 

the periods with undrinkable water in this region (Chen et al; 2016). In the Mississippi delta, a number 

of river diversions have been made for wetland restoration.  Lane et al. (2007) studied the impact of 
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river diversions and suggested that salt water intrusion could be controlled with a proper management 

of discharge structures. They found that discharges from the river diversion greatly affected salinity, 

with the large spring pulses often causing the entire estuary to become fresh for a short period of 

time. Das et al. (2012) saw that the effect on salinity differs locally. For example, areas closer to coastal 

sections don’t present significant changes of salinity due to the stronger marine influence. With the 

Mississippi delta as an example, White et al. (2019) simulated multi-decadal changes in estuarine 

hydrodynamics under assumed sea-level rise scenarios. Their conclusion was that the negative effect 

of SLR on salinity could be offset by appropriate river diversions.    

Some studies look on the salinity intrusion in mega deltas such as the Ganges-Brahmaputra-Megna or 

the Pearl River delta. Very often, authors follow a common approach which is to focus into a part only 

and not the entire delta. This may include a number of the delta’s branches. Therefore, the limits 

between an estuarine and a delta study might be obscure sometimes. Gong and Shen (2011) 

investigated the response of salinity intrusion to changes in river discharge and tidal mixing in the 

Modaomen Estuary which includes a number of the more downstream branches in the Pearl River 

Delta. Using a numerical modelling system with nested grids, the authors observed asymmetries of 

the salt intrusion response to changes in river discharge and tidal mixing which are developed because 

the time rate of salt intrusion increase during decreasing flows is smaller than that of salt intrusion 

decrease during increasing flows. Through a field survey for the Modaomen Estuary, Gong et al. (2014) 

discovered differences between advective and tidal salt fluxes along the estuary. The authors found 

that both kind of fluxes are important during neap while the advective flux is more important during 

the spring tides. Liu et al. (2017) also investigated salt intrusion in the Modaomen by coupling 1D-3D 

modelling. Their results suggest that the effects of tides and river discharge on the salt intrusion length 

can be expressed through a regression function. Gong et al. (2013) looked at the salinity intrusion in 

another Estuary (Huangmaohai) included in the Pearl River Delta. In this case, differences in the salt 

transport pattern between diurnal and semi-diurnal tides were observed with the latter ones resulting 

in weaker salt intrusion. More recently, Gong et al. (2018) investigated the effects of winds and waves 

on salt intrusion in the Pearl River. Local and remote winds strengthen SI while the waves decrease it 

by increasing mixing. In addition, Shen et al. (2018) simulated the impact of coastal reclamation in the 

Pearl River delta and found that this causes an increase of salinity because of impeded flow and 

decreased wave heights in the area.  

Akter and Tanim (2021) studied the Karnafouli Estuary that belongs to the Ganges-Brahmaputra-

Meghna deltaic system. They found that the salt intrusion length is related with river discharges 

through a power law equation with an exponent equal to -0.64. Likewise, Nguyen and Tanaka (2007) 

investigated the effect of morphology on the salinity distribution in the Dihn An estuary which is a 

very large branch in the Mekong delta. Implementing a three-dimensional model they discovered that 

changes in estuarine morphology can affect salinity intrusion. River mouth width is found to be directly 

proportional to the averaged salinity concentration. Nguyen and Savenije (2006) tested the 

applicability in multichannel systems such as the Mekong delta of analytical equations developed by 

Savenije (2005) that predicts salt intrusion based on channel topography, river discharge and tidal 

data. Later, Nguyen et al. (2008) proved that it is possible to estimate the freshwater distribution over 

branches of a multi-channel estuary using the theoretical model by Savenije (2005) in combination 

with salinity measurements.  

Finally, notable is the work that has been done in the Po delta which is a complex system of 

interconnected bodies such as river branches, lagoons and salt marshes. It reveals the effect on salinity 

due to water exchange between different water bodies. Maicu et al. (2018) investigated the salinity 

levels in the various lagoons of the Po delta. They found that the salinity can be low in lagoons that 
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have multiple connections with the river branches or have little exchange with sea water. On the 

contrary, the salinity is high in lagoons with little connection with the river network and have stronger 

marine influence. Bellafiore et al. (2021) analysed data acquired from stations in the Po delta and 

confirmed these conclusions by adding that the tide modulates the variability in the lagoons.  

2.3 REASONING FOR IDEALIZATION   
The majority of the cited papers in the previous section is quite interesting and enlightening and offers 

useful knowledge on the salt intrusion response to changes of the hydrodynamic forcing and human 

interventions. Some general conclusions can be extracted such as the negative effect of SLR, the 

strengthening of SI during dry seasons or the asymmetric response to increasing and decreasing flows. 

However, these papers concern studies that are site-specific. Therefore, their results have mainly a 

local interest and may lack universality. The focus of each paper depends on the local characteristics. 

For example, studies in the Yangtze delta focus inevitably on the TGD impact as those for the 

Mississippi delta take into consideration a number of river diversions present in the area. Similarly, 

the work on the Bangladesh delta concentrates on the high seasonality due to the monsoons and SLR 

effects because of frequent inundation. In addition, the relationship and interactions between forcing 

factors in each system and their per se effect on salinity is difficult to identify in a real complex system 

where all these parameters are intertwined to each other. There is a need to work in a more simplified 

approach to detect this effect. This should be possible through idealization. So far, there is a lack of 

idealized studies in the bibliography. These are needed for two reasons. First to derive conclusions 

with some universality that could refer to deltas of similar hydrodynamic conditions and secondly to 

investigate deeper the effect of certain parameters isolated from other influences. The present project 

endeavours to fill this gap and go beyond a simple illustration of salinity fields under various 

hydrodynamic forcing. 

The reasoning for the need of idealized studies lies on the difficulty to distinguish the interconnection 

between the many physical variables involved in a complex real system and isolate their effect on the 

physical phenomenon. The analysis of complex real cases is done usually through numerical modelling. 

The focus is mostly on the calibration and validation of these models based on field data and 

measurements in order to be used as predictive tools of external variables effects. These may include 

natural impact (e.g. climate change) or human interventions (e.g. engineering works). However, this 

sets limitations on the level of understanding that these models can safely provide to us on the 

fundamental mechanisms of the under study natural phenomenon. 

In view of that, an alternative approach is necessary that eases the complexity of a real case. This can 

be done by studying the effect of an internal variable in the same system isolated from other 

parameters that are usually entangled with it. Therefore, idealization offers the opportunity of a better 

physical insight because it reduces the level of complexity. The use of idealized models aims to reveal 

the direct impact of external forcing factors in a system’s variable separately for each one of them. 

This is very useful to know for the design of solutions to avert this impact per case which is to what 

this study aspires to contribute. However, an idealized approach can have several limitations if it is 

used to interpret conditions in a real system. These are further discussed in section 7.1.  
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2.4 AIMS/OBJECTIVE 
This project studies the topic of salt intrusion in deltaic systems. It is a topic that has been addressed 

adequately enough already for estuaries where a vast literature is available. However, it is not certain 

yet how previous research findings and conclusions for estuaries relate to channelized networks and 

how the differences in topography and geometry between the two systems affect these conclusions. 

This project investigates the salinity response to changes in hydrodynamic forcing in river deltas and 

compares results with what is known from estuaries. The approach of idealization is adapted and its 

efficiency on studying river deltas is tested. The appropriateness and adequacy of idealized models to 

provide plausible explanations on the effect of a parameter in salinity distribution when this cannot 

be distinguished in real models is investigated. The lack of idealized studies has been identified in the 

literature with the majority of studies having a site-specific focus and interest. Idealized modelling is 

chosen here to fill this gap and provide if possible 1) conclusions with some universality, 2) a better 

understanding of the physical processes and 3) the effect of various parameters on salinity isolated 

from other influences. In addition, it is attempted to correlate salinity with delta’s network and extract 

simple parameterizations and solutions. The ultimate goal is to come up with conclusions from which 

the society may benefit through the development of prognostic/diagnostic tools that could help for 

the design of a policy and solutions (technical or not) against salinization. With this in mind, the 

possibility of establishing longer-lasting fresher water conditions in deltas by better management of 

existing water resources than seeking for additional ones is investigated.  

Overall, the modelling results analysis aims to 1) Increase our understanding on salinity’s response to 

external forcing in channelized networks, 2) achieve qualitative and quantitative salinity 

parameterizations that could act as predictive tools and 3) investigate the effect of hydrographs shape 

on salinity while seeking better water management policy.  
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3. METHODS 
 Numerical modelling was carried out using the Delft3D modelling suite (Deltares, 2013). Delft3D 

comprises modules designed to carry out simulations for flows, sediment transport, waves, water 

quality and morphological processes. In particular, the Delft3D-FLOW module -implemented in this 

case- solves the Navier-Stokes equations for an incompressible fluid under the shallow water and 

Boussinesq assumptions. A detailed description of the Delft3D-FLOW governing equations is provided 

in Lesser et al. 2004, Van der Wegen and Roelvink (2008) and the user manual by Deltares (2013). 

Delft3D is selected in this study because it is a widely used and well-established software that has 

been implemented successfully in similar applications like the modelling of river deltas, fresh water 

discharges in bays, stratified density flows and salt intrusion problems (de Nijs and Pietrzak , 2012; Hu 

& Ding, 2009; Elhakeem &Elshorbagy, 2013;  Martyr-Koller et al., 2017). It has several advantages 

being an open-source software easily accessible with the option of both structured and unstructured 

meshes and is capable of 3D simulations of ocean basins, coastal seas and rivers, etc. (Lesser, 2004). 

The model variables are arranged in a staggered grid (Arakawa C-grid) as indicated in Figure 12A and 

B. Water level (ζ) and density (ρ) are defined in the centre of the cell. The flow velocity components 

(u,v,w) are perpendicular to the grid cell face. Figure 12C shows a schematic diagram with the setup 

of the x, y and z coordinates in the Delft3D model.  

 

 

 

Figure 12 Variable arrangement in a staggered grid in Delft3D, 3D (A) and plan (B) view. C) The orientation of the x, y ,z 
coordinates in Delft3D 

In this project, it is decided to simulate the changes of spatiotemporal salinity distribution in a delta 

with similar and realistic physical features to natural systems but with no intention to reproduce any 

specific real bathymetry. The goal is to avoid any comparison with site-specific cases so that results 

and conclusions are more generic. Therefore, the first step is to build an idealized delta configuration 

that will be used for the simulations with salinity. The choice of an idealized approach is further 

discussed in sections 2.3 and 7.1. The idealized delta is built through a 2D morphological simulation. 

The setup of the simulation must ensure that the idealized delta morphology is realistic and close to 

what is found in nature as much as possible.  
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A real delta morphology is determined by hydrodynamic forcing (Galloway, 1975) and sediment 

properties (Orton and Reading, 1993). Authors have investigated the effects on morphology from river 

discharge (Edmonds et al., 2010; Leonardi et al. 2015), tides (Leonardi et al., 2013; 2015; Hoitink and 

Jay, 2016; Hoitink et al., 2017; Nienhuis et al. 2018;2020) and waves (Jerolmack and Swenson, 2007; 

Nardin and Fagherazzi, 2012; Nardin et al., 2013;Nienhuis et al. 2020; Liu et al. 2020) while others 

focused  on the factors affecting distributary networks range and patterns (Jerolmack and Swenson, 

2007; Syvitski and Saito, 2007; Kleinhans et al., 2008; Geleynse et al., 2010). The role of sediment 

properties on deltas’ morphology is also important and has been assessed in a number of modelling 

studies (Edmonds and Slingerland 2010; Geleynse et al., 2011; Caldwell and Edmonds, 2014; Burpee 

et al., 2015; Liu et al., 2020) that managed to identify typical delta configurations for various grain 

sizes, sediment types and composition and river discharges. Edmonds and Slingerland (2010) carried 

out a number of experiments in Delft3D to investigate the effect of sediment cohesion on delta 

morphology. They setup 2D simulations in a rectangular grid and modelled the development of delta 

morphology under the influence of a constant river discharge flowing in a water basin through a 

rectangular channel that carries sediments. By modifying each time parameters such as the median 

grain size and sediment discharges for cohesive and non-cohesive material, they found that highly 

cohesive sediments tend to form bird’s-foot deltas while fan-like deltas are developed with less 

cohesive material. Following the same concept, Caldwell and Edmonds (2014) investigated the effect 

on morphology of sediment properties such as median, standard deviation, skewness and percent 

cohesive sediments. They found that semi-circular delta planforms tend to store coarse-grained while 

fine-grained sediments usually correspond to more elongated shapes.  

These very interesting results have been used to build our delta configurations. Using a rectangular 

grid, a water basin is considered with a channel of certain length and width. The basin has initially a 

uniform bathymetry. A constant river discharge is implemented carrying sediments of both cohesive 

and non-cohesive material. A multi-channel bathymetry is created then through sediments deposition 

and erosion. Sediment parameters are determined after a sensitivity analysis based on the findings 

from the experiments of Edmonds and Slingerland (2010) and Caldwell and Edmonds (2014). After 

this, the model is converted to a 3D version to include salinity. Spin-up simulations are first conducted 

to develop initial conditions for salinity.  

With this method, two idealized models with similar but different delta configurations were built to 

study the salinity’s response to changes in hydrodynamic forcing. The first model was designed to 

simulate salinity in a river dominated delta (chapter 4). The second model was setup for simulations 

including tidal forcing (chapter 5) and various river flow distributions (chapter 6).This chapter provides 

the setup of the morphological and the spin-up simulations for these two idealized models.   

 MORPHOLOGICAL SIMULATIONS SETUP 

3.1.1. First Model Version Setup 
The first model has a structured and rectangular grid that covers an area of 16 km2 (Figure 13A). The 

grid resolution is 20 m in both X and Y directions but reduces to 10 m in the middle of the domain in 

the range of ordinates that include the rectangular river inlet to increase accuracy. The inlet is set at 

the west boundary and is 400 m long and 200 m wide. The grid cells between the inlet’s side lines and 

the model’s lateral boundaries are inactive.  

Initial conditions and setting parameters  

The model is initiated with no surface elevation throughout the domain. A uniform bathymetry is 

introduced of 2.5 m depth everywhere. The bed subsurface is erodible and has initially a 5 m 

sediments layer thickness everywhere. The coast on the west boundary is non-erodible and its width 
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is equal to the inlet’s length (400 m). The grid resolution is such that allows the use of the default 

Delft3D values for horizontal viscosity/diffusivity equal to 1 m2/s and 10 m2/s respectively. A uniform 

bottom roughness is considered with a Chezy coefficient equal to 45 m1/2/s. A numerical scheme 

denoted as Cyclic method (Stelling and Leendertse 1992) is implemented based on an implicit scheme 

that does not impose time restrictions. For computational efficiency, the time step is set equal to 30 

seconds. To speed up the morphological processes, a morphological factor equal to 70 is introduced 

in the model.  

Boundary conditions 

Zero gradient water level (Neumann condition) is prescribed at the lateral boundaries. A constant 

surface water elevation is imposed at the offshore boundary. No sediment input is considered at the 

boundaries. The model is forced with a steady river discharge equal to 900 m3/s. The riverine input 

carries into the basin equilibrium concentrations of a cohesive and a non-cohesive sediment fraction. 

Both fractions have a concentration of 0.15 kg/m3. This value is chosen based on the experiments of  

Edmonds and Slingerland (2010) in order to obtain a fan-like delta. The 2D model calculates the 

suspended sediment transport through the depth-averaged version of the advection-diffusion 

equation:  

𝜗𝐶

𝜗𝑡
+  

𝜗𝑢𝑥𝐶

𝜗𝑥
+

𝜗𝑢𝑦𝐶

𝜗𝑦
+

𝜗(𝑢𝑧 − 𝑤𝑠)𝐶

𝜗𝑧

= 𝐷𝑥

𝜗2𝐶

𝜗𝑥2
+   𝐷𝑦

𝜗2𝐶

𝜗𝑦2
+  𝐷𝑧

𝜗2𝐶

𝜗𝑧2
                                                             (6) 

𝐶 is the concentration of each sediment fraction, 𝑢𝑥 , 𝑢𝑦, 𝑢𝑧 are the x-y and z directed flow velocities, 

𝑤𝑠 is the settling velocity and  𝐷𝑥, 𝐷𝑦, 𝐷𝑧 are the directional eddy diffusivities. During the simulation, 

bed erosion and sedimentation occurs throughout the domain under the influence of the river 

discharge. The model is stopped  after 30 days of simulation time  when a fan-like delta has been 

developed with the typical meandering and channels curvature (Figure 13B). Table 1 lists collectively 

all the user-defined parameters and coefficients introduced in the model. 

 

Figure 13 First model A) grid and B) bathymetry. The non-erodible coast is represented by grey colour in A and dark blue in 
B. Negative values in B indicate areas above the sea level.    
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 Table 1 User-defined physical and sediment parameters introduced in the first model version 

Parameter 

D50 for sand 500 μm 

Density for hindered settling 1600 kg/m3 

Specific density for sediments 2650 kg/m3 

Initial sediment layer thickness at 
bed  

5 m  

Critical bed shear stress for erosion 1 N/m2 

Critical bed shear stress for 
sedimentation 

1000 N/m2 

Chezy coefficient 45 m1/2/s 

Horizontal diffusion 10 m2/s 

Horizontal viscosity 1 m2/s  

Cohesive sediment input 0.15 kg/m3 

Non-cohesive sediment input 0.15 kg/m3 

Morphological factor 70 

Time step 30 seconds 
 

3.1.2. Second Model Version Setup 
The delta configuration of the first model is used for simulating the salinity in a system with no 

influence from tides and/or waves. The setup follows closely that of other morphological modelling 

studies mentioned above. However, the critical difference between the present and those studies is 

that this model is built to be eventually used for simulating baroclinic flows. In this case, larger 

dimensions would be preferable for several reasons. The model needs to include other bathymetric 

features such as a pro-delta area extending beyond the ends of the channels and a much deeper 

offshore area to represent the sea. The goal is to monitor any bathymetric effects on the salinity 

distribution knowing that these are usually important. In addition, it is required to allow uninhibited 

the development of the offshore buoyant plume that is commonly present in studies including 

buoyancy. Therefore, the model needs to extend beyond the channels and to secure also enough 

space between the delta and the boundaries to preclude any impact on the salinity distribution. 

Finally, it is necessary to keep a certain distance between the offshore and the upstream boundary 

when tides are included so that the tide is attenuated before entering in the river channel.  

With this in mind, the second model has a structured and rectangular grid that covers an area of 20 

km x 22 km (Figure 14A). This is about 27 times the area of the first model. Larger dimensions force 

an increase of the grid resolution that in this case varies from 50 m to 200 m in the X direction and 

between 20 m and 100 m in the Y direction of a Cartesian co-ordinate system. This increase can have 

an impact on channels meandering because the grid discretization is an important factor when 

developing a delta morphology but this is discussed in more detail in section 7.1. As in the first model, 

the resolution is finer close to the river mouth (Figure 14B). The river channel located at the west 

boundary is 1.3 km long and 380 m wide.  
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Initial conditions and setting parameters  

The rationale behind the two morphological simulations is similar and so many of the setting 

parameters remain the same in this second version. The model is initiated with no surface elevation 

throughout the domain. The initial bathymetry is uniform with a depth equal to 3 m up to 10 km from 

the west (river) boundary. After this point, a bed slope of 0.5o is imposed and the water depth reaches 

30 m at the offshore boundary. The horizontal and vertical diffusion/viscosity and the roughness 

coefficients do not change from the previous case. All the user-defined setting parameters are listed 

in Table 2. The morphological processes are speeded up by a factor of 175 following the work of 

Edmonds et al.(2010) and Caldwell and Edmonds (2014).   

Boundary conditions 

The model is forced by an upstream steady river discharge equal to 3000 m3/s. The bed’s subsurface 

sediment layer thickness remains as before (5 m) but the larger channel dimensions require also a 

larger river discharge to be able to erode the bed in long distances from the mouth. As a result, the 

time step decreases to 12 seconds in this case. The lateral and offshore boundary conditions 

prescribed in the first model version apply in this second case as well.  

Sediment settings  

The sediment input and many of the sediment parameters are different in this case compared to the 

previous one. Several changes are required in order to create a larger and elongated delta in this larger 

model. Critical factors affecting a delta’s shape are the median grain size (D50), sediment cohesion and 

critical shear stress for erosion (Edmonds et al.(2010); Caldwell and Edmonds (2014) ;Burpee et al. 

(2015)). These parameters are determined after a sensitivity analysis with the purpose of identifying 

the appropriate values to result in a fan-like delta shape but elongated so that it covers as much as 

possible a larger area. The median grain size D50 is decreased to 225 μm because it is known that less 

coarse material results in more elongated deltas (Caldwell and Edmonds 2014). Sediment 

concentration is increased in this case. However, the cohesive input is chosen to be much higher than 

the non-cohesive (0.5 kg/m3 and 0.2 kg/m3 respectively) because higher cohesion tends to transform 

the delta from a fan-like to a bird’s foot shape (Edmonds and Slingerland 2010) and thus these become 

larger. Despite the increases and decreases of several parameters (Table 2), these remain within 

ranges that do retain a fan delta shape as much as possible. The selection of the setting parameters 

and the factors for delta morphology are further discussed in chapter 7.1. 

Bathymetry output  

With these input parameters and forcing, the model ran for 34 days until the bathymetry in Figure 

15A was developed. It can be seen that the multichannel system covers an area of approximately 4.8 

km x 8 km (Figure 15B) instead of 1.5 km x 3.2 km in the first model version. There is more than 4 km 

space between the channels end and the two lateral boundaries. The pro-delta area can be 

distinguished by a change in the depth gradient about 6 km far from the upstream river boundary. Its 

length is about 3 km and ends in a distance of 10 km from the upstream boundary where the bed 

slope has been imposed. Beyond that point, the depth increases continuously reaching 30 m at the 

offshore boundary. This bathymetry is then introduced as a bottom boundary condition in the 

simulations with salinity.  
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Figure 14 A) The gird of the large model version. B) A zoom in the red box area of panel A so that the resolution around the 
river inlet is better visualized. Inactive cells are represented by grey colour.  

 

Figure 15 A) The second model version bathymetry. The depth starts to increase at X =10km with a 0.50 slope. The depth at 
the offshore boundary is 30m. B) Zoom in the delta bathymetry.  
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Table 2 Physical and sediment parameters introduced in the large model version 

Parameter 

D50 for sand 225μm 

Density for hindered settling 1600 kg/m3 

Specific density for sediments 2650 kg/m3 

Initial sediment layer thickness at 
bed 

5 m  

Critical bed shear stress for erosion 0.5 N/m2 

Critical bed shear stress for 
sedimentation 

1000 N/m2 

Chezy coefficient 45 m1/2/s 

Horizontal diffusion 10 m2/s 

Horizontal viscosity 1 m2/s  

Cohesive sediment input 0.5 kg/m3 

Non-cohesive sediment input 0.2 kg/m3 

Morphological factor 175 

Time step 12 seconds 
 

 SPIN-UP SALINITY SIMULATIONS SETUP 
Simulations including salinity need to be three-dimensional to capture the vertical density variations 

and its effect on the flow (section 2.1.1). Therefore, the bathymetry output of section 3.1 is introduced 

in a 3D model each time. The vertical resolution is defined after a sensitivity analysis showing that 

there is little impact on the results and conclusions of this study from the number of layers. This is 

probably due to the shallowness of the area of interest delineated by the channels borders and ends. 

The number of layers is also restricted by computational resources and cost efficiency considering that 

the simulations time with salinity is one year in each case and that usually requires a substantial 

amount of time to be completed.  In the first model, four sigma layers are implemented.  The second 

model is deeper and so the vertical resolution is increased to eight sigma layers. Bed elevation changes 

are deactivated and the bathymetry remains constant during the simulation since this consider time 

scales smaller than those required for  morphological changes. No sediment input is introduced. This 

is a design decision made considering that the focus of this research is on the salinity variations due 

to changes in the hydrodynamic forcing independent of morphological effects. Coupling with 

sediments would affect both sediment transport and density stratification but the interplay between 

them goes beyond the scope of this project (see also section 7.1).  

Initial conditions 
The spin-up simulations start with a uniform salinity of 30 PSU prescribed everywhere. This is a value 

close to the typical offshore salinity in the Mississippi Delta (Georgiou et. al 2017). The horizontal 

diffusion, viscosity and bottom roughness coefficients remain the same with those in the 

morphological simulations. The vertical diffusion in this 3D model version is resolved by the κ-ε 

turbulence closure model. In this second order model, the turbulent kinetic energy κ and dissipation 

rate ε are calculated by transport equations and the mixing length 𝐿 is computed by this equation: 
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𝐿 =  𝐶𝐷

𝑘√𝑘

𝜀
                                           (7) 

𝐶𝐷 is a constant relating mixing length. An advantage of the κ-ε model is that stratification is taken 

into account by the buoyancy terms in the transport equations for κ and ε (Deltares 2013).  In the k-ε 

turbulence closure model both the turbulent energy k and the dissipation ε are produced by 

production terms representing shear stresses at the bed, surface, and in the flow (Lesser et al., 2004). 

See the Delft3D-FLOW manual (Deltares, 2013) for a full description of this turbulence model’s 

equations. The κ-ε turbulence closure model is the default option in DELFT3D and it was chosen 

because it has been successfully implemented for other similar works (de Nijs and Pietrzak, 2012; 

Martyr-Koller et al., 2017). The results indicated that the physical mechanisms and dynamics of salt 

transport are accurately reproduced and so it is considered that the vertical resolution and turbulence 

closure model are suitable for this case.  

In the simulations with salinity, the time step is increased to 1 minute in the first and 30 seconds to 

the second model version. This is done to decrease the computation time of the much longer 

simulation period (one year) when salinity is included. The use of an implicit scheme (Cyclic method, 

see section 3.1.1) does not impose any time restrictions and this change does not affect the model’s 

stability.  

Boundary conditions 
The spin-up simulation in the first model assumes a constant surface water level elevation at the 

offshore boundary as in the morphological simulation. However, baroclinic pressure terms may lead 

to strange circulation along the open boundaries (Deltares 2013). This requires changes at the lateral 

boundaries in order to establish the right flow circulation. Therefore, the Neumann is replaced by a 

Riemann invariant (see also section 7.1 for more details on this aspect). The salinity at the boundaries 

is 30 PSU except for the river boundary where the water is fresh (0 PSU). The salt transport is calculated 

by the 3D advection-diffusion equation for salinity (S): 

𝜕𝑆

𝜕𝑡
+ 𝑢

𝜕𝑆

𝜕𝑥
+ 𝑣

𝜕𝑆

𝜕𝑦
+  𝑤

𝜕𝑆

𝜕𝑧
 = 𝐾ℎ

𝜕2𝑆

𝜕𝑥2
+  𝐾ℎ

𝜕2𝑆

𝜕𝑦2
+  𝐾𝑧

𝜕2𝑆

𝜕𝑧2
 + 𝑆𝑠                      (8) 

𝐾ℎ , 𝐾𝑧  are the horizontal and vertical diffusion coefficients respectively and 𝑆𝑠 are source and sink 

terms.  

The model is forced by a constant river discharge (see chapter 4) and for a period of 30 days till a 

dynamic equilibrium for salinity is achieved. The setup of the spin-up simulations done with the second 

model is the same. However, a water level equal to the tidal amplitude is prescribed at the offshore 

boundary for the simulations where tidal forcing is included. Spin-up simulations including tides 

required longer periods (45 days) to reach quasi-state conditions.  

 DATA SCALING  
The size of the idealized delta configuration is subject to limitations due to grid resolution, 

computational efficiency and model stability. As a result, the idealized models include delta 

configurations that have dimensions much smaller than real ones. For example, the Po Delta that is a 

relatively small delta covers an area of 685 km2 (Maicu et al. 2018). This is almost 18 times the delta 

area of the second model. Inevitably, this sets limitations on the level of forcing parameters like river 

discharge and tides. The hydrodynamic data in the simulations derives from real deltas but has to be 

scaled down so that it fits to the model and does not threaten its stability. This is not an unusual 

technique for idealized models and does not distort the physics of the problem under consideration 
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because the partial differential equations implemented in the model do not differ from those that 

would be considered in larger or real scales. In other words, the idealized approach offers the 

advantage of setting up simplified experiments on a smaller scale in favour of time and cost efficiency 

(see also section 7.1). On the other hand, it should be noted that even though scaling down is not 

harmful for the validity of the computations and conclusions, this is not a two way relationship. The 

idealized model results could not be directly scaled up with respect to a real case. This approach would 

not lead to safe conclusions. The idealized models are designed to provide answers on the relationship 

between two parameters but not on their magnitudes (see also section 7.1). Another important 

element is that magnitudes between the two simulations (morphological and salinity) are not 

necessarily equal and should not be compared or mixed up. These two simulations are designed for a 

different purpose each time. For instance, the river discharge implemented in the morphological 

simulation is on the order of O (103). This range is appropriate in this case because a very high 

discharge is necessary to build the delta. However, this range is not acceptable for the simulations 

with salinity. Considering the size of the delta, a river discharge of this magnitude would most likely 

impose freshwater conditions for much longer than expected time and much wider areas. Similarly, 

the implementation of a close to reality tidal amplitude in the idealized models could impose extreme 

saline conditions leading to unrealistic and unnatural results. The method of scaling then is very 

important and should always take into account such considerations.  

In our simulations, the flow distribution available from real deltas is scaled down based on the ratio 

between inertia and gravity forces (Froude number). The Froude number is calculated considering the 

river cross-section of a real delta and the mean discharge of a certain year. Then a flow velocity for 

the idealized model is extracted by solving the Froude formula for the idealized delta’s river cross-

section. Likewise, the scaling of the tidal amplitudes implemented at the offshore boundary when tidal 

forcing is included is done based on the estuary number. The estuary number (or Canter-Cremers) is 

a dimensionless number used for the classification of estuaries that expresses the ratio between the 

amount of the fresh and saline water entering the estuary during the tidal period (Savenije 2005). The 

estuary number was computed for a number of deltas for which data were available. Then a mean 

flow is considered for the idealized model based on the scaled flow distribution and this is introduced 

in the estuary number equation which is solved with respect to the amplitude to get a value for the 

model. In this way, the ratio between freshwater and saline water volumes is kept equal between the 

idealized model and a selected real case even though the magnitudes are scaled down. 
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ABSTRACT 
The world's river deltas are increasingly vulnerable due to pressures from human activities and 

environmental change. In deltaic regions, the distribution of salinity controls the resourcing of fresh 

water for agriculture, aquaculture and human consumption; it also regulates the functioning of critical 

natural habitats. Despite numerous insightful studies, there are still significant uncertainties on the 

spatio-temporal patterns of salinity across deltaic systems. In particular, there is a need for a better 

understanding of the salinity distribution across deltas’ channels and for simple predictive 

relationships linking salinity to deltas’ characteristics and environmental conditions. We address this 

gap through idealized three-dimensional modelling of a typical river-dominated delta configuration 

and by investigating the relationship between salinity, river discharge and channels’ bifurcation order. 

Model results are then compared with real data from the Mississippi River Delta. Results demonstrate 

the existence of simple one-dimensional and analytical relationships describing the salinity field in a 

delta. Salinity and river discharge are exponentially and negatively correlated. The Strahler-Horton 

method for stream labelling of the delta channels was implemented. It was discovered that salinity 

increases with decreasing stream order. These useful relationships between salinity and deltas’ bulk 

features and geometry might be applied to real case scenarios to support the investigation of deltas 

vulnerability to environmental change and the management of deltaic ecosystems. 

 

Keywords: salinity, salt intrusion, river deltas, numerical modelling, idealized river delta models 

 

ACKNOWLEDGEMENTS  
The work contained in this paper contains work conducted during a PhD study supported by the 

Natural Environment Research Council (NERC) EAO Doctoral Training Partnership whose support is 

gratefully acknowledged. Grant ref NE/L002469/1. Funding support from the School of Environmental 

Sciences, University of Liverpool are also gratefully acknowledged.  

1. INTRODUCTION 
Worldwide, half a billion people are currently dependant on deltaic ecosystems. Deltaic deposits are 

highly fertile regions, desirable sites to perform rural and agricultural activities as well as the centre 

of other numerous anthropogenic activities. River deltas are extremely vulnerable to both 

anthropogenic and natural changes such as sea level rise, variations in riverine flow, and changes in 
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land‐use practices (e.g., Paola et al., 2011; Syvitski et al., 2009; Fagherazzi et al., 2015). Continuous 

efforts are thus required to support the management and sustainability of these delicate ecosystems.  

A possible direct consequence of environmental change is an increased salinity in deltaic regions. 

Increased salinity concentrations can have a severe impact on the anthropogenic activities taking 

place in river deltas and cause ecological degradation. For instance, increased salinity levels can 

damage soil cultivation, decrease the quality and availability of water for irrigation and human 

consumption (Allison,1964; Smedema and Shiati,2002), cause harmful algal blooms (Rosen et al. 

,2018), threaten livelihood, and compromise food security (Khanom 2016; Abedin et al., 2013). 

Increased salinity is currently endangering plant succession, wildlife, and fisheries dynamics in the 

Louisiana’s river deltas (Mississippi, Atchafalaya, and Wax Lake Deltas) (Holm et al. , 2001), Ganges-

Brahmaputra delta (Yang et al., 2005; Rahman et al., 2015; Karim et al., 1990; Mondal ,1997) and in 

the Mekong Delta (CGIAR,2016). Salinity distribution in coastal systems, including river deltas, 

depends on atmospheric, ocean and riverine forcing (Gong and Shen, 2011). When fresh water from 

the upstream river mixes with the oceanic water downstream, the density differences in the water 

column induce a gravitational circulation. The competition between river discharge and ocean forcing 

determines whether mixing or stratification will prevail at different time scales. In the case of a river 

dominated system, the river flow has a dominant influence on the salinity (Valle-Levinson and Wilson, 

1994; Wong, 1995, Monismith et al. 2002).  

Concerns over water resources policy are one of the consequences of impacts of environmental and 

anthropogenic changes on deltaic systems, such as increased salinity. There is therefore a need for 

developing simple prognostic methods and tools to support decision and policy making. Even though 

the salinity field in estuarine systems has been extensively studied, relatively few studies have focused 

on the spatiotemporal distribution of salinity in river dominated deltas. The relationship between 

salinity and river flow has been studied indirectly by examining either the time lag of estuarine 

responses to river forcing (Kranenburg, 1986; MacCready (1999, 2007); Chen et al., 2000; Hetland and 

Geyer 2004; Lerczak et al. , 2009; Chen 2015) or the salt intrusion response to river flow changes 

(Monismith et al. 2002; Bowen and Geyer 2003; Gong et al. ,2012). A direct negative correlation 

between salinity and river discharge has been demonstrated (e.g. Garvine et al., 1992; Denton and 

Sullivan, 1993; Wong et al., 1995; Petersen et al., 1996), but its applicability and validity have yet to 

be verified for deltaic systems. A major goal of the present study is to show that simple analytical 

solutions developed in the past to describe estuarine physics are also applicable to river-dominated 

deltas. A second objective is to support detection of delta areas at risk from salinization using a 

channel classification based on stream orders, which has yet to be applied to the specific problem of 

salt distribution in delta channel networks.  

The classification of channels in river networks by stream order was first introduced by Horton (1932, 

1945) and revised later by Strahler (1952).  It is a powerful technique that sets a hierarchy in branching 

networks with many tributaries. Despite the existence and development of other schemes such as 

Scheidegger-Shreve, Milton-Oiller and STORET (Ranalli & Scheidegger 1968; Gleyzer et al. 2004), it is 

usually preferred in hydrology and geomorphology studies (e.g. Beer and Borgas 1993; Tarboton 1996; 

Dodds 2000;Cole and Wells 2003; Raff et al. 2003; Reis 2006) because of its simplicity (Smart 1968; 

Moussa 2009). For example, many authors find it as a useful technique to be incorporated to the 

geomorphologic instantaneous unit hydrograph (GIUH), (Gupta et al. 1980; Rosso 1984; Gupta and 

Mesa 1988; Rinaldo et al. 1995; Rodriguez et al. 2005; Kumar et al. 2007; Lee et al. 2008; Moussa 

2009). The Strahler-Horton method has also been implemented in many different areas such as 

statistics (Kovchegov & Zaliapin 2017 and 2020; Yamamoto 2017), neuroscience (Pries &Secomb 
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2008), computer science (Kemp 1979;Devroye & Kruszewski 1994;Nebel 2000;Chunikhina 2018), 

biology (Borchert & Slade 1981) and social sciences (Arenas et al. 2004). In this work, an effort is done 

to adapt it for deltaic systems and test its application to the issue of salinization of delta channel 

networks. Such an approach can be advantageous for many reasons. River deltas are subjected to 

tremendous dynamic changes under the influence of natural and human factors and undergo 

alterations across a wide range of spatial and temporal scales (Zhang et al. 2015; Passalacqua 2017). 

By implementing a hierarchy scheme to the treelike structure of a delta, scale-dependence can be 

overcome (Albrecht & Car 2004; Phillips 2016). For example, the Strahler-Horton scheme can 

summarize spatial and temporal variabilities in river basins despite variations in size (Rodriguez-Iturbe 

& Rinaldo 2001). A complex natural system (i.e. a system that exhibits structural and functional 

modularity) is usually hierarchically organized (Wu & David 2002). River deltas display great 

complexity in channel network structure (Sendrowski & Passalacqua 2017). The set of nodes and links 

connecting the channels of a network is termed as connectivity (Passalacqua 2017). Connectivity can 

become important when studying the complexity and evolution of landscapes and/or the interaction 

between external drivers and system’s variables (e.g.in this case, fresh water flow and salinity 

respectively) (Miller et al. 2012; Bracken et al. 2013; Sendrowski & Passalacqua 2017). This kind of 

analysis is considered a key element for water management decisions and hydrologic prediction 

(Western et al. 2001; Bracken et al. 2013; Passalacqua 2017). The stream order method that 

incorporates all these elements, can be thus extremely useful towards this direction.  

In this study, we implement the DELFT3D modelling suite to numerically simulate hydrodynamics and 

the salinity field for an idealized river-dominated delta. The resulting model data are used to 

investigate and produce correlations between salinity and delta’s features. Field data from the 

Mississippi river enable a qualitative comparison with the model results.  

2. METHODS  
DELFT3D (Deltares, 2013) comprises a series of modules to carry out hydrodynamic, morphological, 

and water quality simulations. DELFT3D-FLOW solves the Navier-Stokes equations for an 

incompressible flow under the shallow-water and Boussinesq assumptions. Scalar transport (e.g. 

salinity or temperature) is calculated following an advection-diffusion equation: 

𝜕𝑆

𝜕𝑡
+ 𝑢

𝜕𝑆

𝜕𝑥
+ 𝑣

𝜕𝑆

𝜕𝑦
+  𝑤

𝜕𝑆

𝜕𝑧
 = 𝐾ℎ

𝜕2𝑆

𝜕𝑥2
+  𝐾ℎ

𝜕2𝑆

𝜕𝑦2
+  𝐾𝑧

𝜕2𝑆

𝜕𝑧2
 + 𝑆𝑠                      (1) 

where 𝐾ℎ is the horizontal and 𝐾𝑧 the vertical diffusion coefficient and 𝑆𝑠 are source and sink terms.   

In a 3D case, horizontal diffusion is resolved by the contribution of a 3D turbulence closure model and 

a user defined coefficient accounting for any unresolved horizontal mixing. In our model, this 

coefficient is constant and equal to its default value (10 m/s2) securing the model stability. The 

selected κ-ε turbulence closure scheme is a two-equation turbulence closure model in which the 

viscosity (and thus diffusivity) are determined from the turbulent kinetic energy κ and turbulence 

dissipation rate ε each calculated from a transport equation. The vertical diffusion is exclusively 

resolved by the turbulence closure model.    

The Equation of State calculates the density ρ as a function of temperature and salinity. By default, 

DELFT3D uses the UNESCO formulation (UNESCO,1981). DELFT3D has been successfully implemented 

in the past for several applications including the modelling of river deltas, fresh water discharges in 

bays, stratified density flows and salt intrusion problems (de Nijs and Pietrzak , 2012; Hu & Ding, 2009; 
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Elhakeem &Elshorbagy, 2013;  Martyr-Koller et al., 2017). For more details on the numerical model, a 

detailed description of DELFT3D can be found in the manual (Deltares,2013).  

 

Figure 1A) Model grid. The colours indicate grid cell area. The grid resolution becomes finer in the vicinity of the river inlet. 

White colour indicates inactive grid cells. X and Y are the coordinates of a Cartesian reference system. B) Bathymetry of the 

idealized river delta. Negative values in white colour denote land (inactive grid cells).The red line delineates the border 

between the delta and the ocean. It is defined as the line connecting interdistributary areas between channels with no 

branches where they meet the sea. Results analysis is done for the area upstream of this borderline. Semicircles S1, S2, S3 

and S4 mark the areas where the salinity averaging is done in section 3.3.3.. ϕ is the angle of the semicircles’ radius r with 

the horizontal ro along the delta. A’ is the common centre of the semicircles colormap (Thyng et al. 2016) C) A sketch with the 

Strahler-Horton number assigned at each delta channel. Colours represent different stream order number. The stream order 

number decreases downstream with each channels bifurcation. Channels with no branches are 1st stream order. D) The flow 

A 

B 
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hydrograph implemented in the model simulation. Vertical lines indicate the borders between the wet season and two dry 

seasons (one preceding and one succeeding). E) Monthly salt flux as calculated in section 3.1.    

2.1  Model setup  

2.1.1 Model bathymetric setup   
A morphological simulation was initially conducted to create an idealized river delta configuration. 

The morphology was then “frozen” and maintained constant during the investigation of the salinity 

field. The model domain has a rectangular grid of 4 km by 4 km.  The grid resolution is 20 m in both x 

and y directions. A finer resolution of 10 m is adapted close to the inlet area to improve accuracy 

(Figure 1A). The river inlet is 400 m long and 200 m wide. The riverine input used for the creation of 

the morphology included both cohesive and non-cohesive material in equal percentages. Sediment 

characteristics and grain sizes were chosen according to findings from morphological studies with 

idealized modelling (Edmonds and Slingerland ,2010; Caldwell and Edmonds ,2014) so that a semi-

circular delta shape was produced accompanied by a high bifurcation order. For this morphological 

simulation, the model was forced by a constant flow discharge of 900 m3/s. By setting a morphological 

factor equal to 70, the bathymetry in Figure B is obtained after a simulation period of 5 days. The 

created morphology was then introduced as the input bathymetry for the salinity simulations.  

2.1.2 Salinity simulations setup and model initialization 
Four sigma layers in the vertical direction were used for the simulation of the hydrodynamic and 

salinity field. A sensitivity test on the number of sigma layers was done by implementing the model 

with 6 and 8 layers. Indicative numerical results are included in Appendix B and show that the impact 

of increased vertical resolution is small, probably due to the very shallow nature of the delta, and does 

not alter the overall conclusions of the study. Further taking into account computational resources 

required for a full year of simulation, we considered 4 vertical layers sufficient in the present case. 

The flow hydrograph for the idealised model is constructed based on real data from the Mississippi 

River Delta. An annual flow distribution with daily river discharges in the Mississippi is available for 

2017 (usgs.gov website, station 07374000). The Mississippi 2017 hydrograph displays an approximate 

Gaussian distribution with a peak in May. To remove wiggles and irregular fluctuations the beta (B) 

function is implemented in order to get a new distribution. The B function is given as (Yue et al., 2002):  

B (a, b) =  ∫ xa−1 (1 − x)b−1dx
1

0
                        (2) 

0<x<1 ; a, b > 0 

where x is variable (the river discharge in this case) and a, b are parameters of the beta probability 

density function that determine the shape of the variable’s distribution. The distribution becomes 

Gaussian when the parameters are equal. The value of the coefficients determines the sharpness of 

the hydrograph’s peak which becomes sharper for high parameters values. However, this flow rate 

had to be scaled down to ensure the model’s stability. For this reason, the Froude number for a 

Mississippi’s trunk channel section is calculated. By keeping the Froude number equal between the 

idealized and the real case, a scaled annual flow distribution is worked out for the idealized model’s 

river inlet section. Figure 1D shows the hydrograph implemented in the model. It is symmetric with a 

peak discharge between June and July and minimum values at the start and the end of the year. To 

note that the exact timing of the hydrograph within the calendar is arbitrary. The Gaussian function 

shape is desirable because of its simplicity. It provides a single high peak which allows easy distinction 

between wet and dry seasons. It might be easier then to detect correlations such as between the river 

discharge and salinity that would be difficult to discover when using a hydrograph of a more 

complicated shape. Nevertheless, it can be easily converted to other simple statistical distributions. 
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Apart from the Mississippi river delta, normal flow distributions can be found in other real cases. The 

Yangtze River Delta (Chen et al.2001; Lai et al.2014) and the Swan Estuary in Australia (Kurup et al., 

1998; Stephens and Imberger, 1996) are examples of water systems demonstrating annual 

hydrographs often following normal distribution. A spin-up simulation is setup prior to the main one 

to get initial conditions. The minimum river discharge of Figure 1D hydrograph is implemented in the 

model with the salinity set equal to 30PSU which is the typical offshore salinity in the Mississippi River 

Delta. A spin-up run for a period of one month was sufficient to achieve a salinity dynamic equilibrium 

under the influence of the minimum river discharge that remains constant in the model. The output 

is introduced as input for salinity initial conditions to the one year simulation.   

2.1.3 Boundary conditions 
A constant water level is prescribed at the offshore boundary as the main focus of our model was to 

investigate the discharge-salinity relationship and the relationship between salinity and channel order 

for a river dominated case. For simplicity, the impact of tides and waves has been thus neglected. The 

offshore boundary is considered to be a sea boundary with salinity equal to 30 PSU. A Riemann 

condition is implemented at the lateral boundaries and free transport is allowed to let the model 

calculate its own hydrodynamic and transport values. The salinity at the river boundary is set to zero. 

The numerical simulations used to determine the salinity field do not include any mobile sediment 

input from either the river or the delta bed. The influence of sediments on the baroclinic flow is 

therefore neglected and the bathymetry is frozen during the simulation. The time step in the salinity 

simulation is chosen to be 1 minute as the optimum value for both model stability and computational 

time.  

3. RESULTS 

3.1 Salinity distribution and salt fluxes  
The salinity distribution computed by the model varies seasonally depending on the river discharge. 

Figure 2 presents maps of monthly averaged salinity field and flow vectors for the driest (December) 

and wettest (June) months, for both the top and bottom layers. The hydrograph is symmetrical, results 

for the first and second dry season are identical and here we only show results for the second dry 

season. Inside the delta, the mean top layer depth is 0.15m and 0.5m at the bottom layer. Maps for 

every month and all layers can be found in appendix A. The salinity maps highlight a fresh water area, 

the extent of which varies between dry and wet season on a monthly basis. In this paper, fresh water 

area refers to all areas where salinity is less than 2 PSU both in the delta channel network and offshore 

of the delta. Salinity equal to 2PSU is chosen as a threshold of impact to human activities and aquatic 

life following Kimmerer and Monismith, 1993; Denton R.A 1993; Andrews S.W et al., 2017 (see also 

section 3.2). There are significant similarities between the fresh water area as defined in this paper 

and buoyant plume structures as defined in estuarine systems. However, the river input in the present 

setup flows first into a deltaic zone (see Figure 1B), where fresh water movement and any plume 

development are strongly constrained by the complex bathymetry. Therefore, we choose to restrict 

the use of the term plume to the regions offshore of the delta. During the dry season (exemplified in 

Figure 2 A and C), fresh water (in dark blue colour) is restricted within a narrow area around the river 

inlet. Salt intrusion in the inlet is indicated by the upstream direction of the flow vectors and by the 

clustering of isohalines inside the river channel in Figure 2C. In contrast, results for the wet season 

(Figure 2 B and D) clearly indicate the formation of an offshore buoyant plume: top layer salinities are 

reduced throughout most of the domain while bottom layer salinities still show a sharp horizontal 

gradient around the delta limit. In both cases, salinity in the delta is much lower than the high oceanic 

values observed offshore. The river flow maintains salinity inside the delta within a specific range. 
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Especially during wet season, the salinity remains below the 2 PSU threshold in a large part of the 

delta. 

 

Figure 2 Monthly averaged salinity and flow vectors at (A) driest month at the surface (B) wettest month at the surface (C) 

driest month at the bottom and D) wettest month at the bottom. White areas indicate dry points and delineate the channels 

borders. The isohalines are at 1 psu salinity increment. Grid spacing for flow vectors is 10. colormap (Thyng et al. 2016) 

Figure 2 also presents monthly-averaged flow vectors. The boundary conditions for water elevation, 

currents, and salinity help generate a baroclinic circulation pattern in the numerical domain: top layer 

flow vectors indicate an offshore directed flow while the bottom layer flow vectors indicate onshore 

directed flow. This circulation pattern remains present during both dry and wet periods but its 

strength appears to be modulated by the river discharge (stronger during wet season). This circulation 

is an important aspect of the modelling as it provides a critical mechanism for onshore salt flux.  

The salt flux 𝑀𝑠in the model is calculated following Jia and Li (2012): 

𝑀𝑠 = ∑ 𝑆𝑖 ∗ 𝐴𝑖 ∗ 𝑉𝑖

𝑛

𝑖=1

                                                                  (3) 

with 𝑆, 𝐴 and 𝑉 the salinity, area and flow velocity respectively of grid cell 𝑖 and 𝑛 the total number of 

grid cells. Monthly salt flux values are presented in Figure 1E. Negative flux values for the first six 

months indicate a loss of salt across the model domain. From January (start of the simulation) and 

until July, the flow rises continuously. As a result, the seaward advection increases causing a decrease 

of salinity concentrations. On the contrary, from July until the end of the year, the flow declines. As 

the salinity is constantly 30 PSU at the offshore boundary and because the lateral boundaries do not 

preclude salt flux, the salinity at this stage increases and its flux becomes positive. It can be seen that 

the biggest impact of the fresh water flow to the salt mass occurs during the transitional periods 

between dry and wet season. Salt fluxes are maximum in April (out flux) and September (influx) while 
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they are minimal during the minimum discharges months (January and December).  

3.2 Flushing time  
The system’s response to the fresh water influence is examined by calculating flushing times. Flushing 

time (FT) is usually defined as the time required to replace the fresh water volume of a water body 

(e.g. river delta, bay, and estuary) with the river discharge (Dyer, 1973). The FT was calculated 

following (Sheldon and Alber, 2002): 

𝐹𝑇 =  
∑ (

𝑆𝑊 − 𝑆𝐼
𝑆𝑊

) 𝑉𝐼
𝑛
𝑖   

𝑄𝐹
                                                 (4) 

  
where 𝑉𝐼the grid cell volume, 𝑆𝑤 is the seawater salinity at the offshore boundary (30 PSU), 𝑆𝐼 is the 
salinity at each grid point and 𝑄𝐹 the fresh water flow averaged within a certain period. Equation 4 is 
implemented exclusively to the delta area in the model as defined by the red coloured borderline in 
Figure B. In the absence of tides the FT variation depends on the fresh water flow fluctuation. In our 
test case, river discharge is highly variable ranging from periods of very low to periods of very high 
flows. As a result, the calculation of an instantaneous FT showed high variation during the simulation 
and could not give a reliable and indicative estimation of the time needed by the system to become 
fresh in dry and wet seasons. It is preferred then to average the river discharge over longer periods. 
The determination of the appropriate averaging period is usually an important and difficult issue when 
calculating FTs.  
Various approaches exist for determining the fresh water flow or discharge from using mean monthly 
or seasonal discharges (e.g., Pilson, 1985; Christian et al., 1991; Lebo et al., 1994), where the mean is 
taken from long-term records covering many years, to observational discharges, to discharges time-
averaged over a user-defined recent past period (e.g. Balls, 1994; Eyre & Twigg, 1997). Here we 
investigate FTs for the two dry trimesters (January-March and October-December) and the two wet 
trimesters (April-June and July-September) so the average river discharge of each trimester is taken. 
A comparison was also done between dry and wet seasons preceding (1st semester) and succeeding 
(2nd semester) the peak flow. Results can be seen in the bar graph of Figure 3. It was found that more 
than 2 days are needed for the river flow averaged during dry months to renew the waters while the 
same process is much faster during the wet months when the FT is less than 6 hours (<0.25 days). 
Interestingly, the FT between the two dry periods (first and last trimester) is a bit smaller during the 
last trimester even though the discharge range between the two trimesters is the same. This drop may 
be due to an influence of antecedent flow since one of these trimesters is preceded by a wet period 
flushing completely the delta.  
 
Because the use of an average discharge over a long period might be misleading, the date specific 
method (DSM) is implemented for comparison as introduced by Alber and Sheldon (1999). According 
to this, the discharge averaging period must be equal to the flushing time itself. An iterative process 
is then used that starts with a discharge that refers to a starting observation day. The FT calculation is 
then worked backwards until the averaging period is the closest to the flushing time.  
We select two days to be our starting observation point. First, the day of the peak flow and then the 
day when the minimum flow occurs at the end of the simulation. After the determination of the 
averaging period, the FT is calculated for the mean and the median discharge for both cases. The mean 
and median FTs are equal for the maximum flow (0.13 days ~ 3hrs) indicating that the process is very 
fast at the highest discharges. However, when the time of minimum flow is the starting point, these 
two numbers differ significantly. The mean flushing time is ten times smaller than the median (17 days 
and 168 days respectively) because it mitigates the influence of the very low discharges that are 
present at the end of the simulation.  Table 1 shows results for the DSM. 
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The calculation of FT with the DSM indicates an underestimation of the dry period times and an 
overestimation of the wet period ones when averaging in trimesters. When the DSM is implemented 
for the peak discharge, the averaging period is only one day since the water can be renewed very fast 
in such high discharges. As a result, the median and mean FT with the DSM method are equal because 
the median and mean discharges for only one day are also equal. This FT was found to be 
approximately the half of the seasonal one.  
 
The seasonal averaged method overestimates FT because it modulates the effect of the maximum 
discharges. DSM shows much higher mean and median FT when the minimum flow day is taken as a 
starting point to find the appropriate averaging period. Mean FT is ~7 times higher in this case because 
both the averaging period (< 90days) and the discharges are much smaller compared to their mean 
trimester values. Likewise, the median FT with the DSM is excessively high as a result of the fact that 
the median value is closer to the very low discharges at the end of the simulation. 
The results of the DSM might be more realistic. Considering that low river discharges can sometimes 
be equal or even smaller than 0.1 m3/s in the simulation, flushing times between 2-3 days that were 
found from the seasonal averaging seem to be very small.    

 
 
 
 
 

In addition to the FT calculation, it is important from a management point of view to identify the time 

period that salinity inside the delta exceeds specific values. Threshold salinity values determine the 

safety limits for different activities. For instance, drinking water is usually considered potable when 

salinity < 1psu (Ahmed & Rahman, (2000); Dasgupta (2014); de Vos et al. (2016)) while irrigation water 

with salinity >4 psu can cause severe reduction of crop yields (Clarke 2015). Marine species present in 

estuarine habitats have limited tolerance to salinity. The location of the 2-PSU bottom isohaline 

(commonly denoted in the literature as X2) is considered as an important habitat indicator. X2 has 

significant statistical relationships with many estuarine resources (e.g. phytoplankton, larvae fish, 

shrimps, smelt etc.) (Jassby et al.1995, Hutton et al. 2016). It is alternatively often used as a salt 

intrusion measure (EPA; Schubel et al. 1992; Monismith et al.2002; Andrew et al.2017). In addition, 2 

PSU is a threshold for fresh water wetlands conversion to brackish marsh (Conner et al.1997; Wang et 

al.2020). This is especially true for the Louisiana wetlands and the Mississippi River Delta (Visser et al. 

2013) where the majority of vegetation species (e.g. Sagittaria Latifolia, Sagittaria Lancifolia, 

phragmites australis) survive in conditions less than 2 psu (White et al. 2019).  

Table 1 Flushing times (FT) of the Date Specific Method 

 

Figure 3 Flushing times calculated with a trimester averaged river 
discharge    
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A critical value of 2 PSU therefore appears to be a sensible threshold that represents requirements for 

many to most delta ecosystem services. Figure 4 shows an estimation of the time required for salinity 

to exceed 2 PSU. The time is counted from the moment of highest discharge (hydrograph peak in 

Figure 1D) to investigate how long the system remains fresh after a wet period. It can be seen that the 

number of days to surpass the 2 PSU limit decreases seaward. The flushing time is always smaller than 

the simulation time left after the wet period (180 days left from the peak discharge). Inside the river 

inlet, the area from the river boundary up to ~100m downstream from the river boundary is always 

fresh and never exceeds 2 PSU including the deeper portions of the channel. Salt intrusion inside the 

river inlet starts to develop after approximately 4 months from the wet period when dry conditions 

recur. Downstream of the river mouth, salinity exceeds 2 PSU within 80-90 days from the wet period 

and further offshore salinity exceeds 2 PSU much faster and within two months from the wet period.  

 

Figure 4 The time (in days) that is needed for salinity to exceed 2psu after the peak discharge (day 181, 1st of July). The 

maximum number of days (dark red) corresponds to areas where the water remains always fresh and below 2psu. The 

minimum number of days (dark blue) corresponds to areas where salinity is always above 2psu.  White areas indicate dry 

points. 

 

3.3 Correlations of salinity with river discharge and distance from the river  
The salinity response to river flow fluctuations is investigated by looking at the relationship between 

salinity and river discharge imposed at the river boundary (Figure 1D). Salinity spreads by 

approximately following semi-circular isohalines (Figure 2). Salinities increase horizontally with the 

distance r from the river mouth and the angle ϕ with the x axis (Figure 1B). The variation with ϕ is 

influenced by channels characteristics (location, length and width) which also impact isohalines 

symmetry.  To derive simple analytical relationships despite the complex morphology, the depth 

averaged salinity is averaged within points of equal distance from the river mouth (with the centre at 

point A’, Figure 1B). This simplifies significantly the problem because it filters out by averaging the 

impact of morphology which is an important aspect in deltas. These points belong to imaginary 
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semicircles whose radius r represents the distance from the river mouth. We perform this averaging 

within grid points that are located along the semicircles S1, S2, S3 and S4 of Figure 1B. These 

semicircles comprise points at a distance of 250m, 500m, 750m and 1000m from the mouth 

respectively. Figure 5 shows these averaged salinity values as a function of the daily flow (Figure 1D). 

Dry points (white colour areas in the maps of Figure 2) are not taken into account in the averaging. 

This means that the salinity is in fact averaged over a sum of arcs with equal distances from the mouth 

(see section 4.1).  

A regression analysis of the results shows a negative and exponential correlation between salinity and 

river flow for each of the four distances. The highest salinity values are close to the delta border with 

the sea and lower values are close to the river mouth. At a distance of 250m from the mouth, the 

water becomes fresh when the river discharge exceeds approximately 40% of its peak value. At a 

distance of 500m, a higher discharge is needed that should exceed 50% of its peak value to make 

water fresh. For a distance from the river mouth higher than 500 m, salinity largely declines with 

increasing discharge but the water remains brackish and salinity never reaches the zero value. Fitting 

of the results in Figure 5 gives an exponential equation in the following form: 

S =  α ∗ e−βQ                                         (5) 

𝑆 is salinity and 𝑄 the river discharge from Figure D. The coefficient α has salinity units and increases 

seaward while the coefficient ϐ decreases seaward. The parameters values of each semicircle can be 

seen in Table 2. The fitting lines for each curve are added in black colour in the figure. The fitting lines 

match extremely well the discrete numerical data at a distance of 750m and 1000m, but minor 

deviations are present between the fitting lines and the data at 250m and 500m. This may be 

attributed to the presence of dry points that reduce the number of wet points available for averaging. 

The fitting was very good for each curve with a coefficient of determination R2 ~ 0.99.  

According to Figure 5, the salinity unsurprisingly increases with distance from the river for all 

discharges so throughout the year. Temporal (annual) averages of the salinity further elucidate the 

relationship between salinity and the distance 𝑟 from the river. For this purpose, we considered 15 

radial sections every 125 m between 250 m and 2 km from the river mouth. The salinity averaged over 

the depth and radially (cross-sectional radial average) and over the full year is plotted against the 

distance 𝑟 from the river (Figure 6). The complex bathymetry causes the annual salinity to be slightly 

lower in two specific sections (i.e. 625 m, 1500 m) compared to their upstream neighbour one. Despite 

this, the spatio-temporally averaged salinity increases with the distance following a curve close to 

sigmoid (see the fitting approximation in Figure 6) which may also be related to exponential forms. It 

is reasonable then to assume that the regression analysis solution (equation 5) incorporates both river 

discharge and distance.  

This is an important outcome as it can provide us with information of the expected salinity levels in a 

delta when the fresh water volume is known. This solution is valid only under certain assumptions 

because it refers to a non-rotating case and it does not include tides or wind/waves driven mixing. The 

physical meaning of this equation and the corresponding coefficients together with its limitations are 

discussed further in section 4.1. 
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Figure 6 Annual averages of salinity over radial sections against the distance from the river mouth. The averaged values 
seem to belong in a sigmoid function approximated by the thick blue line.  

 

Table 2 Values of α and ϐ coefficients of the 
exponential equation (eq.5) for each curve in 
Figure 5 

Figure 5 Daily averages along the four semicircles shown in Figure 1B of the depth 
averaged salinity against the river flow. Each curve displays average values within points 
of distance 250m, 500m, 750m and 1000m from the river boundary. The fitting lines are 
added with black colour and the determination coefficient (R2) is included in the legend 
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Figure 7 A) The evolution in time of the mean over depth salinity averaged within channels of the same stream order.                        

B) The evolution in time of the potential energy anomaly (PEA) averaged within channels of the same stream order.  

 

Figure 8 Annual salinity values averaged per stream order. The error bars indicate the standard deviation due to the spatial 
variability in annual salinities  

3.4 Correlations with channel bifurcation order  
A stream order number is assigned to each delta channel following the Strahler-Horton method 

(1952). According to this, first order channels are those with no tributaries at all and second stream 

order (SO) channels begin at the confluence of two first SO channels. SO increases by one if a channel 

receives two channels of the same order. When a stream of a given order receives a tributary of lower 

order, its order does not change. The latter rule though had to be overlooked in several instances, due 

to the complexity of the delta which includes a variety of formations like closed networks where the 

method cannot be accurately implemented. In these instances, the stream order number also 

considers the channel’s depth and the number of junctions with neighbours. In our idealized delta, 
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there are 18 channels of first order, 8 of second order, 4 of third order, 2 of fourth order, and one of 

5th order (Figure 1C). Most of the first SO channels are located at the end of the delta and in shallow 

areas while higher stream order channels are usually closer to the river channel. Nevertheless, stream 

order number is irrelevant of a channel’s position in the network and does not necessarily reflect its 

relationship with channels in a similar location (Hodgkinson 2009).For example, it can be seen in Figure 

1C that the two channels separating at the river mouth are not of the same order. Although someone 

would expect these two neighbour channels to be of equal order and have similar characteristics 

because of their proximity, this is not the case. The importance of the stream order labelling lies on 

the fact that it takes into account the channels connectivity which is higher in the south part (four 

joints at the 5th SO channel) than in the north (only three joints at the 4th SO channel). Knowing that 

with each bifurcation both the depth and river discharge decrease (Olariu & Bhattacharya, 2006), it is 

obvious that the two channels would exhibit differences in their salinity levels despite their locality.  

The temporal evolution of the depth-averaged salinity averaged within channels of the same SO is 

shown in Figure 7A. As expected, the time evolution is opposite to the hydrograph for every SO. 

Salinity increases as the channel stream order decreases and so higher salinity values are present in 

lower stream order channels. Second and third order channels have an equal minimum because of 

their geographical proximity. There is also a spatial trend for the duration that the water remains fresh. 

This amount of time is minimum in first order channels (~1.5 months) and increases upstream with 

the increase of the stream order number reaching a maximum of 5 months for the 5th stream order. 

Dry points (land) interfere with channels of 2nd, 3rd and 4th order. Some of them remain submerged 

after the wet period. This causes a small increase of salinity there during the second semester when a 

wet period has preceded.  

Another important aspect to consider is stratification as it can act as a control on the dynamic 

evolution of salt intrusion. For example, an increase in river discharge can lead to increased 

stratification, which in turn may increase residual circulation and near-bed salt intrusion, thus 

weakening the relationship between salt intrusion and river discharge (e.g., Monismith et al. 2002; 

Ralston et al. 2008; Lerzcak et al. 2009).  Therefore, the stream order analysis is extended to include 

information on stratification. This is achieved by calculating the potential energy anomaly (PEA), which 

is the energy required to instantaneously homogenise the water column for a given density 

stratification (Simpson, 1981; Burchard and Hofmeister, 2008). According to this definition potential 

energy anomaly ɸ is equal to (Simpson, 1981):  

ɸ =  − 
1

𝐷
∫ 𝑔𝑧(𝜌  −  𝜌)𝑑𝑧

𝜂

−𝐻
                                                                                                 (6) 

where 𝜌 is the depth-averaged density, ρ is the depth-dependent density, 𝐻 the mean water mean 

depth, 𝜂 the surface water elevation, 𝐷 the total water depth, 𝑔 gravitational acceleration and 𝑧 the 

vertical coordinate.  

Figure 7B shows the PEA level when averaged within channels of the same stream order (SO) for the 

whole simulation period. During the dry season, PEA increases with the decrease of the SO and thus 

landward, which is related to the increase of channel depth with SO, since deeper channels are more 

likely to be stratified. The only source of energy to mix the water column in the present numerical 

setup is the river flow (in absence of ocean and atmospheric forcing), so it is not very surprising that 

the stratification levels overall decrease with increasing river flow. Increases in river flow also shift the 

position of the salt intrusion front (see Figure 2 B,D) thus explaining some of the behaviour shown in 

Figure 7B where stratified regions move seaward (decrease in SO). This leads to maximum PEA for 

small SO during the wet season.  
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There appears to be an important shift in the response of salinity and stratification to variable river 

flow between channels with SO 3 and above versus channel with S0 1 and 2. The increase in river flow 

is sufficient to completely mix channels with SO3, 4, 5 and result in constant salinity values over (most 

of ) the wet period. In contrast, for channels with SO 1, 2, the increase in river results in an initial 

increase of stratification, consistent with many estuarine studies (Monismith et al. 2002;MacCready 

2004; Ralston et al. 2008; Lerczak et al. 2009; Wei et al. ,2017), before reaching a stage where the river 

flow is sufficiently high to mix the channels. However, in these two cases, the channels are also too 

far downstream for the river discharge to completely mix the water column and result in a constant 

salinity (not dependent of river discharge anymore).  

Time averages of salinity curves in Figure 7A produce annual averages per stream order which are 

presented in Figure 8. The error bars denote the standard deviation due to the overall spatial 

variability of salinity in channels of equal order.  As the SO decreases, the number of channels per SO 

increases. It would be expected then that higher SO values would exhibit lower standard deviation. 

However, the spatial variability of SO averaged salinity can be affected by the length and width of 

channels.  This explains the larger variability for SO = 3 than for SO = 2, due to third order channels 

being longer (and in some cases even wider) than the second order channels (Figure 1C). Even though 

the relationship portrayed in Figure 8 appears to be consistent with an exponential function, the small 

number of stream orders (five in this case) makes a quantitative and conclusive regression difficult.  

Further considering bifurcation orders in natural systems (e.g. only three orders were identified in the 

Mississippi Delta, see section 3.5), it appears unlikely that a quantitative relationship would be 

meaningful and representative for a large number of real deltas. Instead, the main result ought to 

focus on the qualitative relationship that salinity increases with decreasing stream order.  

3.5 Comparison with real data  
In order to gain confidence in the veracity of the idealised numerical results we have presented, we 

compare them with real data available from the Mississippi River Delta and examine if similar trends 

exist in nature. The Mississippi River Delta is chosen for comparison because it is generally classified 

as a river dominated delta. We used maps with time-series of isohalines every fortnight and with step 

of 1 psu corresponding to measurements from 2017. These maps are provided by the Lake 

Pontchartrain Basin Foundation https://saveourlake.org/ within the purposes of the Hydrocoast 

Program. The Mississippi Delta channels were classified in three stream orders following again the 

Strahler-Horton method. The maps resolution allows us to identify and name 18 channels as it can be 

seen in Figure 9. A mean salinity is assigned at every channel calculated as the average value of all the 

isohalines crossing through a channel for every fortnight (24 values per year). Monthly values are 

obtained then and salinity is again averaged within channels of the same SO as is done in section 3.4. 

By averaging, high frequency processes are considered as secondary effects and are included in the 

filtering. Then, model results of Figure 7A are also monthly averaged to make the comparison with the 

Mississippi data. The comparison can only be done for SO 1 to 3 as the bifurcation is lower compared 

to the idealized model. Figure 10A shows the monthly averaged model results for SO 1 to 3. Figure 

10B presents the monthly averaged Mississippi data results for SO 1 to 3. The salinity has been 

normalized in both cases by dividing by its maximum value. The qualitative comparison with results 

from the idealized modelling is good since salinity increases with decreasing stream order in both 

cases. Salinity data is then processed in a manner consistent with the averaging undertaken previously 

to present the relationship between salinity and stream order: i.e. salinity values are time averaged 

over a year and spatially averaged to result in an annual salinity value for each stream order in the 

Mississippi (Figure 11). The error bars indicate the standard deviation due to the spatial variability in 

annual salinities.  The qualitative comparison with the results of the idealized model is once again 

https://saveourlake.org/
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satisfactory with stream order averaged salinity (and standard deviations) increasing (decreasing) with 

decreasing (increasing) stream order.  

 

Figure 9  Planar view of the Mississippi River Delta (Courtesy of https://www.google.com/maps/). The capital letters name 

the channels for which there is available data. Red colour classifies first stream order (SO), blue colour second SO and green 

colour third SO. The black circles are the reference points to measure distance from the river for every channel at each 

subdelta.  

 

Figure 10 Monthly salinity values averaged within channels of the same stream order (SO) and normalized by their 
maximum in the A) idealized model and B) Mississippi Delta in 2017. 

https://www.google.com/maps/
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Figure 11  Mean annual salinity averaged within channels of equal order in the Mississippi Delta. Error bars indicate the 
standard deviation due to the spatial variability. 

The methods of section 3.3 are adapted to the Mississippi data and similar plots are reproduced. At 

first, the salinity is averaged in distances of 5 km, 10 km, 15 km and 20 km from the river. The distance 

is measured from the three black dots drawn in the main river branch in Figure  for each one of the 

three Mississippi subdeltas. If there is no isohaline crossing exactly at some of these distances, then 

an interpolation is done between the first upstream and the first downstream isohaline with respect 

to that distance.  Figure 12 presents the salinity-river discharge correlation at each distance from the 

river (i.e. 5 km, 10 km, 15 km and 20 km) for 2017. The averaged per distance salinity is plotted against 

the river discharge in Mississippi (available on the usgs.gov website, station 07374000). The river 

discharge measurements are time averaged to match the number of available salinity observations. 

These are 25 in total for 2017 (typically two per month but three for July). An exponential regression 

analysis is done and the R2 coefficients are shown in Figure 12. The goodness of fit for an exponential 

correlation is tested by implementing the Kolmogorov – Smirnov test. For a number of 25 samples, as 

is the number of observations here, the critical value for this test is 0.264 with a 5% uncertainty. If the 

test-value is below this threshold then the hypothesis that the data follow an exponential relationship 

can be accepted.  An exponential relationship between salinity and river discharge is supported by the 

test values per curve (reported as ks in Figure 12) for the data at 5 km. An exponential relationship is 

also supported for the 10 km data, but in this cases at a 10% uncertainty level (critical l value equal to 

0.3165).  

It can be seen in Figure 12 that the ks values increase with the distance. This expresses the decrease 

of the river influence with the distance and thus the decrease of the probability for an exponential 

relationship. In every case, the exponential fitting is weaker in the Mississippi Delta than in the 

idealized one. This discrepancy is not unexpected considering the numerous differences between the 

two systems. In the idealized model, we purposefully neglected the impact of tides and other 

hydrodynamic forcing (waves, storm surge etc.). Even though tidal forcing is weak in the river 
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dominated Mississippi delta, it may still act as a mixing factor, thus weakening the river discharge 

influence on the most distant channels (usually of 1st stream order). In addition, the response of 

salinity to river discharge is likely to be affected by time lag and the system’s flow history (e.g. 

antecedent flow, Denton and Sullivan 1993; Andrews et al., 2017). It should also be noted that the 

Mississippi maps do not present information of salinity’s vertical distribution whereas the analysis 

with our model results is done for depth averaged salinity. The lack of salinity data in the vertical does 

not allow a PEA analysis for the Mississippi observations. A more detailed discussion for the 

inconsistencies between model and real data results for this case can be found in section 4.1. 

 

Figure 12  Salinity observations of year 2017 in the Mississippi Delta against river discharge measurements of the same period. 

The observations are groupped and averaged  within  distances of 5 km, 10 km,15 km and 20 km from the river, denoted in 

the graph with different colour. The fitting lines of an exponential regression analysis are added.The determination 

coefficients (R2)  for each case are included in the legend together with the kolmogorov – Smirnov statistical values (ks) per 

case. Note that the critical value for a number of 25 samples is 0.264 for a 5% uncertainty and 0.3165 for 10% uncertainty. 

4 DISCUSSION 

4.1 SALINITY-RIVER DISCHARGE RELATIONSHIP  
The idealized model simulates the full three-dimensional baroclinic flow for a typical configuration 

where there is an upstream river boundary with a varying fresh water inflow and a constant sea 

boundary condition. In spite of a number of complex processes being accounted for in the idealised 

numerical model (e.g. complex delta morphology, dynamic flow variability, stratification), the 

numerical results are well approximated by an exponential relationship between salinity (depth 

averaged and averaged over arcs) and river discharge (i.e. equation 5).  

Denton and Sullivan (1993) developed empirical antecedent flow-salinity relations which are similar 

to equation 5. The exponential form arises from the solutions of 1D advection-diffusion equations for 

salt conservation under certain assumptions, initial conditions, and boundary conditions (Crank 1975, 

Fischer et al.1979, Zimmerman 1988). In particular, solutions similar to equation 5 are found under 

steady state conditions, for constant cross-sectional area, and for constant dispersion coefficient.  
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Our delta situation presents similarities and differences with such a simple case. The numerical model 

does use a constant horizontal diffusion equal to 10 m2/s, but the other two key assumptions are not 

a priori satisfied. That the numerical results remain well approximated by equation 5 would seem to 

indicate that the system remains close to steady state, and therefore that the fresh-water discharge 

only varies slowly compared to the intrinsic salinity adjustment time scale of the system. The cross-

section 𝐴 used to average results is not constant, and does not vary monotonously with distance from 

the river because of the complex bathymetry and geometry of the delta. Nevertheless, the numerically 

derived flow-salinity relationship remains a good fit to an exponential. Such exponential solutions of 

the advection-diffusion equation have been presented even for non-steady and/or variable 

coefficients (and thus cross-sections). 

For example, Phillip (1994) provided exponential solutions of the advection-diffusion equation in two 

and three dimensions for a radial flow in the case of variant diffusion coefficient and time-varying 

flow. Zoppou and Knight (1999) derived exponential solutions to the advection-diffusion equation for 

spatially variable diffusion and velocity coefficients. In both studies, analytical solutions are expressed 

only using constant coefficients terms after a series of mathematical transformations of the varying 

coefficients. It thus seems reasonable to pursue an analogy to the steady state, constant cross-

sectional area, and constant dispersion coefficient case for explanatory purposes.  

Following from our results, including the different values for the parameters in equation 5 (Table 2), 

equation (5) can then be rewritten as follows:   

𝑆(𝑟, 𝑡) =  𝑆𝑚𝑎𝑥(𝑟) ∗ 𝑒−𝛽(𝑟)𝑄(𝑡)                                                         (7) 

Where S the cross-sectional averaged salinity and the overbar denotes depth averaged values. The 

coefficient α corresponds to the maximum salinity when Q = 0. In other words, α is the maximum 

averaged salinity (Smax) in a distance  𝑟. In our specific case, the maximum salinity is also the initial 

one, since Q has values very close to zero at the start of the simulation according to the hydrograph 

(Figure D). It is logical then that α increases as the radial distance from the mouth increases (Table 2). 

The coefficient β expresses the effect of distance on the river flow influence which explains why its 

values decrease as 𝑟 increases (Table 2).  

It is inferred then, that in a river dominated delta, the salinity at a certain distance from the river could 

be determined based on river discharge charts as Denton and Sullivan (1993) did for the San Francisco 

Bay, even in non-steady systems and for varying in space cross-sections. It is interesting that despite 

the non-uniform bathymetry and the unsteady conditions, the problem is successfully approximated 

with the above method. Since the results in section 3.3 take into account the full range of river 

discharges over the year, this approach remains valid for the entire simulation period even though the 

dynamics vary significantly due to significant variations in the fresh water discharge. 

The domain undergoes important dynamical changes in time under the influence of the river 

discharge’s high variability in time. The Peclet (Pe) number is a non-dimensional parameter that can 

be used to monitor the time scales of advective and diffusive processes inside the delta. For a 

considered length scale λ, Pe can be calculated as:  

𝑃𝑒 =  
𝑈𝜆

𝐾
                                                         (8) 
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Where 𝑈 is the fresh water velocity through the river boundary cross-section, 𝜆 the length of the inlet 

(400 m) and 𝐾 the diffusion coefficient (10 m2/s here). Figure 13 shows the Pe evolution in time during 

the simulation. For Pe values less than 1, transport is mainly the result of diffusive processes. This is 

the case during dry seasons. The horizontal dashed line in Figure  marks the threshold of Pe = 1. The 

curve crosses the threshold for the first time approximately 90 days after the start of the simulation 

and again 90 days before its end. These two periods of 90 days with Pe < 1 correspond to the two 

trimesters of dry season (see also Figure 1D). In between these two periods, Pe is larger than 1 which 

means that advection prevails inside the delta and diffusion becomes less important. This describes 

the conditions in the delta during the six months period of wet season.  

 

Figure 13 The Peclet (Pe) number evolution in time for a length scale λ equal to the river inlet length. The horizontal dashed 

line marks the limit between diffusion and advection dominated periods when Pe=1. The vertical lines indicate the times when 

Pe surpasses or falls below 1 which corresponds to the start of the wet and the dry season respectively.  

Several past studies have pointed out the influence that lateral variations of depth, present in our 

model, have on the longitudinal salinity gradients (Li and O’Donnell 1997; Li et al. 1998; Uncles 2002). 

This is usually presented as an uneven distribution of vertical mixing causing significant lateral and 

vertical circulation (Dyer 1977; Valle-Levinson and O’Donnell 1996; Li and O’Donnell 1997). The impact 

of secondary flows on the along delta salt transport seems to be well incorporated in equation 7 by 

the depth and radial averaging.  

As noted previously, an exponential flow-salinity relationship is much less satisfactory for the 

Mississippi delta, which should not be entirely surprising given that the assumptions behind equation 

7 are far less likely to be valid in natural systems. A critical one is the constant dispersion coefficient 

(𝐾) which is not a realistic assumption for natural systems. For example, K values in the San Francisco 

and Willapa bay vary in a range between 10 m2/s and 1000 m2/s (Monismith et al. 2002; Banas et al. 

2004) while Fischer et al. (1979) summarize its range between 100-300m2/s based on data from a 

series of estuaries. Monismith (2010) presents a list of mechanisms for predicting 𝐾 values in real 

systems from observations. However, the assumption for a constant diffusion coefficient is a common 
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practice in modelling studies. In their work for investigation of the dependence of the longitudinal 

salinity gradient on channel contraction and/or expansion, Gay and O’Donnell (2007) comment on the 

lack of theoretical reason for implementation of varying 𝐾 in their model. Moreover, Lewis and Uncles 

(2002) found better agreement between their model and salinity observations with a constant rather 

than a varying 𝐾.  

The uncertainty on the diffusion’s magnitude in a real system in addition to the external forcing 

present in the Mississippi delta could partly justify the weaker exponential fitting (Figure 12). 

Furthermore, the equation 7 describes a spatio-temporal salinity-flow distribution under important 

limitations. The exponential correlation is a direct outcome of the dominant role the river flow plays 

in the modelled case. The presence of other additional forcing mechanisms (i.e. wind, waves, along-

shore transport) could alter this correlation because of the changes it would cause to the river flow 

direction and the fresh water layer shape, thickness and vertical structure. For instance, waves change 

the flow jet direction from the river mouth and affect its spreading. If the angle between the waves 

and the shore is high then it causes a deflection of the jet flow downdrift (Nardin & Fagherazzi 2012). 

Moreover, wave-induced transport causes changes to horizontal salinity gradients and may modify 

estuarine circulation (Schloen et al.2017). Consequently, the isohalines would not exhibit symmetric 

and semi-circular shapes as they do in our model results (Figure 2). A flow asymmetry would 

determine different fresh water areas modifying the results from averaging salinity in Figure 5. We 

would expect differences to be more pronounced during dry seasons because wet seasons showed 

river-induced mixing conditions leading to zero salinities inside the delta irrelevant to flow direction 

(Figure 2 B and D).  

Deviations from the simple exponential relationship may also arise from wind forcing intermittently 
impacting the baroclinic response of the system. For example, down-welling favourable winds 
constrain fresh waters onshore and increase plume thickness, while upwelling favourable winds tend 
to promote offshore spreading of fresh water and plume thinning (Barlow 1956; Pullen & Allen 2000; 
Fong & Geyer 2001; Whitney & Garvin 2005; Choi & Wilkin 2007). Wind forcing also impacts dynamics 
in estuaries modifying circulation and salt transport (e.g., Scully et al., 2005; Chen and Sanford, 2009; 
Bolanos et al., 2013). Vertical mixing processes affect fresh water thickness too. For example, wave 
breaking at the surface leads to enhance mixing and more homogeneous plumes (Gerbi et al., 2013; 
Gong et al. 2018), while wave-induced circulation usually traps fresh water landward, reducing the 
surface salinity and increasing the fresh water thickness (Delpey et al. 2014; Rong et al. 2014).  
 

4.2 Bifurcation correlations 
Channels classification schemes, such as the Strahler-Horton method implemented here, can be 

successfully used to relate the salinity with channels hierarchy: salinity increases seaward as the 

stream order number decreases. Lower salinity should be expected in parts of the delta with higher 

number of channels junctions which are usually located closer to the fresh water source. Both river 

discharge and channels depth typically decrease with each bifurcation (Olariu & Battacharya, 2006) 

and so it is reasonable that salinity becomes higher downstream when the flow influence has 

weakened and where shallower areas are present. In the idealized model, salinity averaged over time 

and spatially correlates with stream order number. However, this link can be modulated by the length 

or the width of the channels, which can vary significantly between different orders. The analysis of the 

Mississippi data yields similar trends between salinity and stream order, and thus supports the 

conclusions from the idealized model. Nevertheless, the limited number of stream orders in both the 

Mississippi and idealized deltas limits a fully quantitative regression and the generalisation of salinity 

stream order relationships to other natural systems.  



NUMERICAL INVESTIGATION OF RIVER DISCHARGE AND TIDAL  
VARIATIONS IMPACT ON THE SALINITY IN DELTAIC SYSTEMS 

 

61 
 

2022 
 

Our results also indicate that changes in stratification between different dynamic conditions might 

also be related to the channels classification. There is a shift in the PEA magnitude inside channels of 

the same SO number for different flow stages. When dispersion prevails (dry periods), the PEA was 

found to decrease with the decrease of the SO. In this case, the deeper channels of high SO are more 

stratified than the others. When advection is dominant (wet period), the most proximal to the river 

channels are well mixed with PEA becoming zero while channels of low SO order remain partially 

mixed.  

5. CONCLUSIONS  
 We used an idealized numerical model to investigate the salinity field in a river dominated delta. We 

modelled salinity variations under the influence of an annual symmetric flow and determined and 

classified the spatial distribution of salinity during wet and dry seasons, mass balance and flushing 

time.  

Model results indicated that salinity averaged over delta cross-sections decreases exponentially with 

river discharge. This relationship appears similar to the simple theoretical solution of the 1D 

advection-diffusion equation under steady conditions and constant diffusion and cross-sectional area.  

The implementation of the same methods on salinity-flow data from the Mississippi River Delta 

showed a weaker exponential correlation between salinity and river discharge. Considering the 

deviations from the classical assumptions required (i.e. steady-state flow, constant cross-section and 

diffusion coefficient) and that external forcing not included in our model (e.g. waves, wind etc.) might 

be present, this is somewhat expected. In spite of this, our analytical expression could work as a best 

alternative for a first estimation of salinity values when there is lack of data. It provides the 

opportunity to estimate salinity levels at a certain time and location with respect to the river channel 

for a known river discharge. This significant outcome could be extremely useful for water management 

and local authorities. River diversions, dam construction, sea level rise, limited fresh water inflows and 

prolonged drought periods are a challenge for water supply policies.  

Secondly, the Strahler-Horton stream labelling method was introduced and adapted for deltaic 

systems to achieve a delta channels classification based on their connectivity. A relationship was found 

to exist between the salinity level and the system’s bifurcation. Salinity generally increases as the 

stream order decreases. Channels of low connectivity (i.e. low number of junctions and nodes) are 

exposed to high oceanic salinity since they are the farthest from the river. The stream order number 

method is a scale-independent method that can be easily implemented to other real deltas. The same 

analysis done with observations from the Mississippi delta agreed with our model results. Therefore, 

the number of channel branches can be another indicator of high or low salinity in addition to the 

distance from the river. In the absence of field data, this outcome can be useful for an estimation of 

delta areas which are more prone to high salinity. Furthermore, the stream order number can be 

connected to the potential energy anomaly which is used as a measure of stratification. It identifies 

stratified areas close to the river in dry seasons and far from the river in wet seasons. It should be 

noted though, that these conclusions are valid only for a river dominated system. The validation of 

these methods applicability in cases including the impact of tides, waves and different bathymetric 

conditions will be the topic of a future work.  
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SUPPLEMENTARY INFORMATION 

A. MAP PLOTS WITH SALINITY CONTOURS AND FLOW VECTORS 
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Figure 14 Monthly averaged salinity and flow vectors at every layer and each month. Number 1 corresponds to surface and 

number 4 to bottom layer. Colormap (Thyng et al.2016). 
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B. SENSITIVITY TEST ON THE NUMBER OF VERTICAL LAYERS 

We present here the results of the sensitivity test on the number of vertical sigma layers. The 

model was run with 4, 6, and 8 sigma layers and results are summarised into percentage increase 

of the top-bottom salinity difference (Figure 15) and the impact on the potential energy anomaly 

averaged within channels of the same stream order (Figure 16). The delta area remains largely 

unaffected both during the dry season when the largest differences are mainly observed inside 

the deep river inlet and during the wet season when the largest difference are observed offshore 

while fresh and well mixed conditions prevail in the delta (see section 3.1). Even though the 

number of vertical layers does change the magnitude of PEA in Figure 16, it does not affect the 

qualitative dependence of PEA on stream-order.  

 

Figure 15 The percentage increase with respect to the simulation of  4 vertical layers in the top to bottom layer salinity 

differences in the case of A) six layers in the dry season B) eight layers in the dry season C) six layers in the wet season and D) 

eight layers in the wet season.  

 

Figure 16 The evolution in time of the potential energy anomaly (PEA) averaged within channels of the same stream order in 

a simulation with A) four B) six and C) eight vertical layers.  
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Link to preceding chapter: This paper extends the work of the previous chapter by investigating the 

effects of various tidal amplitudes on the salinity of an idealized delta. The methods implemented 

in the previous paper are repeated to investigate their applicability and validity in the presence of 

tides.  

ABSTRACT 
Salinity in deltaic systems is expected to increase in the near future due to sea level rise. This will cause 

severe environmental consequences because salinity can be detrimental for agriculture, aquaculture 

and human consumption. Tidal dynamics are affected by changes of the water level. Sea level rise can 

lead to tidal modulations and so many deltas incur changes in their tidal forcing. However, there is still 

uncertainty about the consequences of such changes on deltas’ salinity. This paper investigates the 

impact of various tidal amplitudes on the spatiotemporal salinity distribution in deltas through three-

dimensional idealized modelling. A series of simulations is carried out where a common hydrograph is 

implemented and different tidal ranges. Both tide influenced and river dominated cases were 

considered. Results suggest that small increases to the tidal amplitude in river dominated or low tidal 

regimes can have positive effects against salinization. Tide induced mixing helps to increase 

freshwater areas and volumes. The water in the delta remains fresh for longer periods in medium tidal 

amplitude scenarios representing microtidal regimes. Further increases of the tidal amplitude in meso 

and macrotidal regimes reverse these effects and reduce freshwater areas and volumes. Our 

numerical results enable us to test how salinity correlates with channels orders and river discharge in 

the presence of tides. These correlations are controlled more by bathymetry than tidal forcing. This 

study provides important insights on how changes in tidal range could impact spatiotemporal salinity 

distributions in deltas.  
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1. INTRODUCTION 
River deltas are coastal ecosystems with highly fertile soils and productive waters and are attractive 

places for living and working with dense populations and high economic activity (Ericson et al., 2006; 

Fagherazzi et al., 2015; Bianchi 2016; Nicholls et al., 2018). Climate change challenges the 

sustainability and maintenance of deltaic systems worldwide. 

Sea level rise (SLR) increases the salinity in deltaic regions and causes an upstream intrusion of the 

tidal saltwater zone (Gornitz, 1991; Bhuiyan and Dutta, 2012; Hong and Shen, 2012;2020; Bricheno et 

al. 2021). Saltwater intrusion (SWI) is an important phenomenon in coastal zones that is driven by 

both anthropogenic (e.g. groundwater extraction) and natural (e.g. tidal inundation) factors (White 

and Kaplan, 2017; Rahman et al., 2019) and causes serious problems in households, agriculture 

,irrigation and industry (Allison, 1964; Smedema and Shiati, 2002; Zhang et al., 2011). Salinization 

contaminates rivers, aquifers and soils decreasing freshwater storage and water quality (Gornitz, 

1991). High salinity reduces soil fertility resulting in low crops yield (Bhuiyan and Dutta, 2012). For 

example, severe reduction of rice and wheat production is reported in the Bangladesh delta where  

many freshwater rice paddies have been converted to brackish water shrimp farms (Sarwar, 2005; 

Bricheno and Wolf, 2018). Conversion of freshwater to brackish or saltwater habitats has also occurred 

in the Mississippi Delta where serious ecological degradation is taking place because of flooding (Holm 

and Sasser, 2001; Kaplan et al., 2010). SWI is hazardous for many marine and vegetation species that 

have limited tolerance to salinity. For instance, some types of phytoplankton, larvae fish and shrimps 

usually survive only in environments with less than 2 g/kg salinity (Jassby et al., 1995; Hutton et al., 

2016). Other vegetation species in the Louisiana wetlands and Mississippi Delta (Sagittaria Latifolia, 

Sagittaria Lancifolia, phragmites australis) also require less than 2 g/kg salinity (Visser et al., 2012; 

White et al., 2019). In addition, high salinity may be responsible for plant stress and mortality and 

hampering of tree production (Kaplan et al., 2010; Bhuiyan and Dutta, 2012). Moreover, human health 

can be affected by salinization through water consumption. Drinking water should not contain more 

than 1 g/kg salinity (Vos, 1990; Dasgupta et al., 2015; Sherin et al., 2020). Saline water environment is 

favourable for the development of microbes related to water borne diseases such as cholera or 

diarrhoea. Many cholera outbreaks in Bangladesh occurred after flooding because the water supply 

was contaminated (Sarwar, 2005). Saline water has been also reported as a leading cause for 

hypertension (Rahman et al., 2019). SWI causes currently similar problems to many deltas worldwide, 

e.g. Mekong (Eslami et al., 2019), Yangtze (Chen et al., 2001; Dai et al., 2011; Qiu and Zhu, 2015), Pearl 

River (Liu et al., 2019; Hong et al., 2020), Nile (Frihy, 2003), Mississippi (Day et al., 2005) and 

Bangladesh (Rahman, 2015; Yang et al. 2015; Bricheno et al.2016;2021; Sherin et al., 2020).  

Salt intrusion in estuaries is mainly determined by river discharge, estuary shape, tidal and wave 

forcing (Nguyen et al., 2008; Dai et al., 2011; Gong and Shen, 2011; Maccready et al. 2018). Although 

the role of river discharge on the salinity is usually dominant, this is low compared to the tidal flow 

during dry season when salt intrusion matters the most (Nguyen et al., 2008; Zhang et al., 2010). For 

example, the Yangtze delta presents saltwater intrusion during dry seasons and under strong tidal 

conditions affecting domestic water usage for millions of people in the city of Shanghai (Qiu and Zhu, 

2015).The interaction of freshwater flow and tide establishes an estuarine circulation (or exchange 

flow) with seaward flow at the top and landward flow at the bottom layer (Pritchard, 1956; Hansen 

and Rattray, 1965; Deyer 1973;MacCready and Geyer, 2010) although other circulation modes are 

possible too depending on the level of river and tidal forcing and variations in mixing (Geyer and 

MacCready, 2014). Landward salt transport is driven either by exchange flow or tidal dispersion (Banas 

et al., 2004; Lerczak, Geyer and Chant, 2006; MacCready, 2007; MacCready and Geyer, 2010). Tidal 

processes determine the large-scale salt transport and distribution by influencing stratification and 



NUMERICAL INVESTIGATION OF RIVER DISCHARGE AND TIDAL  
VARIATIONS IMPACT ON THE SALINITY IN DELTAIC SYSTEMS 

 

71 
 

2022 
 

exchange flow (Liu et al., 2007; MacCready and Geyer, 2010). The exchange flow can be increased by 

tidal asymmetry especially during flood tides while strain-induced stratification might develop at the 

ebb tide (Simpson et al., 1990; Jay and Musiak, 1994; MacCready and Geyer, 2010).  

Climate change effects on the annual water cycle are expected to cause fluctuations in the river 

discharge that together with SLR will impact tidal dynamics as well (Bricheno et al.2021). SLR may 

cause alterations to tidal range and currents on local, regional and global scale (Zhong et al. 2008; 

Hong and Shen, 2012; Haigh et al., 2020; Hong et al., 2020). These will be more acute over large 

shallow coastal waters such as deltas while the tides remain unaffected in deeper waters (Nguyen, 

2016). Nguyen (2016) identifies the following mechanisms as responsible for these changes in tidal 

regimes: 1) increase in the tidal wave phase speed 2) direction change 3) tidal friction decrease and 4) 

frequent flooding of inter-tidal areas. Very flat deltas such as the Mekong will be highly affected. 

Increases of the tidal range due to SLR have been reported in the Chesapeake Bay (Zhong et al. 2008), 

Yangtze Delta (Qiu and Zhu, 2015), Bangladesh delta (Bricheno et al. 2021), Mekong delta (Nguyen, 

2016), Pearl River Delta (Zhang et al., 2010) and the  Eastern Scheldt estuary (Jiang et al., 2020). Hong 

and Shen (2012) and Chua and Xu (2014) reported an increase of the estuarine circulation in the 

Chesapeake and San Francisco Bay respectively due to SLR with a consequent increased upstream salt 

intrusion.  

However, tidal amplitude (TA) can both decrease and increase in response to SLR (Green, 2010; 

Holleman and Stacey, 2014; Carless et al., 2016; Pickering et al., 2017) and changes of TA may be 

proportional  (Idier et al., 2017) or not to mean SLR (Pelling et al. 2013). In an idealized study, Du et 

al. (2018) demonstrated that the tidal range is likely to decrease with SLR in short estuaries with a 

narrow channel and low-lying shallow areas. This means that deltaic systems may face changes in their 

tidal forcing with either increases or decreases. Changes in tidal mixing and currents are expected to 

have implications in saltwater intrusion (Jiang et al., 2020) and thus a delta’s salinity distribution. 

Because the level of these changes can vary a lot globally, there is a need to assess their impact on a 

system’s salinity in a generic and not site-specific manner. This is required in order to take measures 

and prevent the damage on the human population dependent on deltas and the execution of their 

activities. There is already enough knowledge on the variation of temporal and spatial salinity 

distribution in estuaries under the combined forcing of river discharge and tide  (Jay, 1991; Turrell et 

al. 1996; Uncles and Stephens, 1996; Monismith et al., 2002; Bowen and Geyer, 2003; Chen, 2004; 

Prandle, 2004; Lerczak et al. 2006; Liu et al., 2007; Ralston et al. 2010; Wei et al. 2016) but there is still 

a gap concerning  channelized networks.  

This paper presents a modelling study that predicts the changes that different tidal ranges can cause 

on the spatiotemporal salinity distribution of a static deltaic system where no morphological changes 

occur. For this purpose, a 3D numerical model is built in Delft3D for an idealized delta configuration. 

We follow a minimalist idealization concept (Weisberg, 2007), and therefore only retain the core 

causal factors (influence of river discharge and tides here) controlling a phenomenon (salinity 

distribution and salt intrusion here). Such an approach relying on idealized or ‘exploratory’ models 

(Murray, 2002), in which some processes are intentionally omitted and others are simplified, can offer 

simpler and better explanations of certain behaviours in systems involving many interacting processes 

(Murray, 2002).  

A series of simulations is carried out for both river dominated and tidally influenced deltas. The model 

is forced in each case with an upstream freshwater flow varying on a daily basis for a period of one 

year and a constant offshore tidal boundary condition. For simplicity, low-frequency tidal motions 

(spring-neap cycle) are omitted and only one semi-diurnal solar tide is considered in each case. This 
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allows for a direct correspondence between daily discharge values and salinity (when averaged over 

two tidal cycles) and makes it easier to detect the impact of absolute tidal level on seasonal salinity 

patterns. Estuarine studies have reported that the tide affects buoyant plumes symmetry (Chao, 1990; 

Isobe, 2005; Guo and Valle-Levinson, 2007; Lee and Valle-Levinson, 2013). To compare the various 

amplitudes effects on plumes’ symmetry and structure, the Earth’s rotation is neglected to avoid an 

extra source of asymmetry. In the results analysis, an extra emphasis is given on the changes in 

freshwater areas, volumes and duration of freshwater conditions since this is what matters probably 

the most in regard to the activities taking place in a delta. 

Matsoukis et al.( 2021) related salinity with channel order and river discharge. By classifying the delta 

channels into stream orders based on the Strahler-Horton method (Horton, 1945; Strahler, 1952; 

Smart, 1968; Gupta and Mesa, 1988; Gleyzer et al., 2004; Reis, 2006; Moussa, 2009; Chunikhina, 

2018;Yamamoto, 2020), they found that salinity increases with the decrease of the stream order. They 

also discovered that radial averages of salinity are negatively and exponentially correlated with river 

discharge through an equation that resembles solutions of the 1D advection-diffusion equation under 

certain theoretical assumptions. The applicability and robustness of these methods is tested now for 

a system that includes tidal forcing.  

An additional method is implemented next to the Strahler-Horton one that is commonly referred to 

as width function. This is a method that describes bifurcation in terms of the number of channel links 

in some distance from the outflow (Kirkby, 1976). Width function measures a basin’s width 

distribution in space. Many authors implied a connection between a catchment’s width and its 

hydrologic response (Gupta and Mesa, 1988; Rinaldo et al. 1991; Snell and Sivapalan, 1994; Rinaldo et 

al., 1995; Botter and Rinaldo, 2003). Collischonn et al. (2017) investigated any impact of the width 

function to a catchment’s hydrograph shape while much earlier, Kirkby (1976) mentioned the 

network’s width influence to peak discharge timings.  

The present work aspires to give an insight on the influence of tidal forcing on the salinity inside deltaic 

systems that could contribute to the efforts for providing solutions against the issue of salinization in 

deltas.  

2. METHODS 
An idealized river delta configuration is built using the Delft3D software (Deltares, 2013). Delft3D 

comprises a series of modules to simulate flow, waves, water quality, morphology, sediment transport 

and ecology. It has been successfully implemented in the past for several applications including the 

modelling of river deltas, fresh water discharges in bays, stratified density flows and salt intrusion 

problems (Hu et al., 2009; de Nijs and Pietrzak, 2012; Elhakeem and Elshorbagy, 2013; Martyr-Koller 

et al., 2017). More information on Delft3D can be found in its manual (Deltares 2013). Matsoukis et 

al. (2021) developed an idealized model to investigate the spatial and temporal salinity distribution in 

a river dominated delta. The present work extends and improves this model in order to perform 

simulations with tidal forcing. We refer the reader to Matsoukis et al. (2021) for details on the 

governing equations solved numerically and focus hereafter on the setup for the present study.  

2.1 Model Setup 
The model’s bathymetry (Figure 1a) derives from a 2D morphological simulation that precedes the 

simulations with salinity. Its settings can be found in the ‘Online resource’ and Table S1. It consists of 

a narrow inlet of 1.3 km length and 380 m width imposed at the west boundary and a complex 

channels network developed outside the river mouth. The grid cells between the inlet’s borders and 

the two lateral boundaries are inactive. The channels network extends approximately 8 km offshore 
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of the river inlet mouth (Figure 1b). The depth is set to increase 10 km offshore of the river mouth 

with a constant 0.50 slope reaching 30 m at the offshore boundary. A structured rectangular grid is 

used that has dimensions 20 km x 22 km and it can be seen in the ‘Online Resource’ Figure S1. The 

grid resolution varies from 50 m to 200 m in the X direction and between 20 m and 100 m in the Y 

direction of a Cartesian co-ordinate system. The resolution is finer within the channelized network 

(Figure 1b) and becomes coarser offshore and closer to the boundaries.  

This scaled idealized delta configuration exhibits many features common in real deltas such as the 

delta front slope and the pro delta deepening (Hori and Saito 2002;  2007; Goodbred and Saito, 2010) 

, the erosion in front of the river mouth and the downstream shallowing and widening of the channels 

(Lamb et al., 2012). Special care was taken to allow enough space in the longitudinal and lateral 

directions for the offshore buoyant plume to develop. This bathymetry is kept constant for the salinity 

simulations with various amplitudes even though the strength of the tidal forcing can develop 

morphological features that are not represented in this case. However, we are looking at relatively 

short time scales with respect to morphological change and therefore it is reasonable to assume a 

constant bathymetry. The use of different morphologies would introduce another varying parameter 

and would severely hinder isolating the effects of tides and rivers. Therefore, the salinity simulations 

did not include any sediment input.  

The salinity simulations require a 3D model setup and thus 8 vertical sigma layers are added. The 

model was tested with finer vertical resolution as well. However, it was found that there is no 

significant impact on the numerical results by increasing any further the number of layers, most 

probably due to the shallowness of the delta. Considering also the computational resources for a full 

year study, this number is deemed sufficient for this specific case.  

In Delft3D, the horizontal diffusion is resolved by the use of a sub-grid turbulence closure model and 

a user defined coefficient used for calibration. The default Delft3D value is implemented (10 m/s2) 

securing the model stability. The vertical diffusion is fully modelled by the κ-ε turbulence closure 

model.  

A spatially constant Chezy coefficient (45 m1/2 / s-1) is implemented to account for bed roughness. A 

cyclic implicit numerical scheme is used and the time step is 30 seconds being the optimum value for 

both model stability and computational time. 

2.2 Hydrodynamic forcing  
The model is forced at the river boundary by a flow hydrograph with a Gaussian shape and data 

covering a one year period. Many deltas (e.g.  Yangtze   (Lai et al., 2014; Birkinshaw et al., 2017), the 

Volga (Polonskii and Solodovnikova, 2009), Po Delta (Montanari, 2012), and   the Mississippi  

(usgs.gov)) present annual flow distributions with a single distinct peak usually in the middle of the 

year. This shape is very convenient because it allows for an easy distinction between wet and dry 

seasons so that salinity patterns developed during the relevant periods could be easily detected. The 

hydrograph is built based on real data from the Po Delta for the year 2009 that exhibited a hydrograph 

with a close to normal distribution. The data are converted first into a cumulative distribution where 

each daily flow has a probability of occurrence once in 365 days. A beta distribution probability density 

function (pdf) is then built using the following equation(Yue et al., 2002):  

𝐵 (𝑎, 𝑏) =  ∫ 𝑥𝑎−1 (1 − 𝑥)𝑏−11

0
𝑑𝑥                        (1) 

0<𝑥<1 ; 𝑎, 𝑏 > 0 
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  Where 𝑥 is the variable and 𝑎 and 𝑏 are shape parameters. By taking equal shape parameters, a 

symmetry is obtained with equal flows between the 1st and 2nd semester (day 1 to day 182 and day 

183 to day 365 respectively). The flow data need to be scaled down to ensure stability. The flow 

velocity is kept constant between the real (Po) and the model data but the Po river discharge is divided 

by the ratio of the Po river’s cross-section over the model’s one. The implemented scaled hydrograph 

can be seen in Figure 1e.  

A series of five simulations with the same hydrograph but different tidal amplitudes is carried out: two 

river dominated and three tide-influenced cases. The first river dominated case assumes no tidal water 

level variation. The four other amplitudes were selected to represent increasing tidal influences. The 

ratio between fresh water and tidal volume can be expressed by the Canter-Cremers number, also 

known as the estuary number 𝑁  , and defined as (Savenije, 2005): 

 

𝑁 =  
𝑄𝑓 𝑇

𝑃𝑡
                                                                             (2)    

𝑄𝑓 , 𝑇 and 𝑃𝑡 are the fresh water discharge, the tidal period and prism respectively. High and low 

estuary numbers indicate larger amount of fresh and saline water respectively entering in the system 

during a tidal period (Savenije, 2005). The tidal amplitudes for our simulations are then selected based 

on scaling arguments on the estuary number and inspired by real cases. The characteristics of our five 

simulations are summarised in Table 1. Scenario 2 represents a river dominated case because its 

estuary number is much higher and its amplitude much lower than the three other scenarios. The 

estuary number of the three tidally influenced cases decreases as the amplitude increases and so they 

can be conventionally classified as representative cases of micro-, meso- and macrotidal regimes.  

 

Table 1 Estuary number, tidal amplitudes and classification for each simulation 

 
Scenario 

 
Estuary 
Number 

Scaled Model 
Tidal Amplitude 

(m) 

 
Classification 

1 n/a 0 River Dominated 

2 0.49 0.02 River Dominated 

3 0.073 0.15 Micro-tide 

4 0.018 0.56 Meso-tide 

5 0.009 1.1 Macro-tide 
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Figure 1 a) Model Bathymetry. The white coloured parallelograms left and right of the river inlet indicate inactive cells. The 
bathymetry starts to deepen incrementally with a 0.5o slope at X = 10 km. b) Zoom of the bathymetry in the delta area. Notice 
the much deeper channel on the left of the river inlet (looking seaward). SS’ is the semicircle over which salinity is averaged 
in section 3.5. The red dot is the centre of the semicircle. The magenta horizontal line is the transect where the vertical salinity 
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distribution is presented in section 3.2 . The red borderline connects the ends of the channels delineating the delta’s border. 
Calculations for Figure 1f and Figure 6 were done for the area upstream of this border. c) ,d) Initial conditions for salinity of 
Scenario 1 with zero tidal amplitude and Scenario 5 with 1.1 m tidal amplitude respectively. The delta channels and limits are 
delineated by the red colour line. White areas in panel c indicate dry points above the water level. e) The idealized hydrograph 
implemented in the model with the corresponding days and months at the horizontal axis. The vertical lines indicate the limit 
between dry and wet seasons. f) The depth-averaged velocity magnitude for the different tidal amplitudes averaged within 
the delta limits as delineated by the red borderline in panel b. 

2.3 Boundary Conditions  
 The tide is prescribed at the offshore boundary in the form of a cosine function with its amplitude 

defined through the Riemann invariant. In Delft3D, the Riemann invariant is introduced as a user-

defined parameter with velocity units (Deltares, 2013). An S2 solar tide is introduced and so the tidal 

period is 12 hours in every simulation. Such a simplification is reasonably common in idealized 

modelling (e.g. Guo and Valle-Levinson, 2007) as it significantly simplifies the analysis of the numerical 

results. Variability due to daily inequalities and at sub-tidal scales (e.g. spring-neap cycles) is neglected 

with such a tidal forcing but remain beyond the direct scope of the present study.  A zero water level 

gradient (Neumann condition) is implemented at the lateral boundaries. The offshore boundary is 

considered to be a sea boundary with salinity equal to 30 g/kg. The salinity at the river boundary is set 

to zero. Free transport is allowed at the lateral boundaries where the model is allowed to calculate its 

own values. The numerical simulations for salinity do not include any sediment input, the influence of 

sediments on the baroclinic flow is then neglected and the bathymetry is frozen during the simulation.  

2.4 Initial Conditions 
A spin-up simulation precedes each one of the five scenarios to generate initial conditions for salinity. 

In these spin-up simulations, the salinity is set equal to 30 g/kg everywhere except for the river 

boundary where it is zero. The model in this case is forced by the minimum river flow in Figure 1e, 

which is equal to the starting value, and the tidal amplitude of each scenario from Table 1. Thus the 

experiments begin with different initial conditions, dependant on the tidal range. The simulation is 

stopped when the ratio of salinity and flow velocity over the last two tidal cycles is equal to 1 and 

quasi-steady state conditions can be assumed. A time period of 45 days is needed for the simulations 

to reach a quasi-steady state. The initial conditions for the surface layer of Scenario 1 and 5 are 

presented in Figure 1c and d respectively. The salinity distribution in Figure 1d is symmetric while in 

Figure 1c is not. The bathymetry is identified as the main cause of this asymmetry in the no tide case 

because the branch on the left of the delta apex (looking to the sea) is much deeper than the rest of 

the channels and acts as a flow barrier (Figure 1b). Its depth reaches almost 9 m when the overall 

mean channels depth is no more than 3 m. This is further discussed in section 3.1.Tidal dynamics are 

known to affect buoyant plume’s symmetry (Chao, 1990; Isobe, 2005; Guo and Valle-Levinson, 2007; 

Lee and Valle-Levinson, 2013; Leonardi et al.2013). To investigate the tidal effects on the symmetry 

while bathymetry is already another source of asymmetry, Earth’s rotation is not neglected in the 

simulations as it may also produce spatial asymmetry.  

3. RESULTS 

3.1 HORIZONTAL SALINITY DISTRIBUTION AND FLOW FIELD EVOLUTION WITH 

THE TIDAL VARIATION  
Map plots in Figure 2 and Figure 3 provide instantaneous isohalines and flow vectors during dry and 

wet season for each one of the five simulations 3 hours after high water (HW) and low water (LW) 

respectively at the top layer. Figure 2 displays an instant during ebb and Figure 3 an instant during 

flood tide. Considering that the period of the solar tide is 12 hours, this means that the tidal level 

equals the mean water level 3 hours after the HW (MTLH) and LW (MTLL). Consequently, the maps 
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display results for times when the flow velocity at the boundary is closer to its maximum value. The 

maps show results at two instants 6 months apart: one day (dry season) and 180 days (wet season) 

after the start of the simulation. The latter corresponds to the day of the maximum and the former to 

that of the minimum flow.  

3.1.1 Salinity variation with seasonality, tidal amplitude and stage 

The spatial salinity distribution at the time of minimum flows is asymmetric for the first two scenarios 

(river dominated cases) because it is affected by the bathymetric asymmetry (see section 2.4). Higher 

salinity is present on the left and lower on the right of the delta apex (looking seaward) as it can be 

seen in Figure 2 a,c and Figure 3 a,c. The channels are shallower on the right side and that allows for 

a faster decrease of salinity under the freshwater influence while this process is impeded by the much 

deeper channel on the left side of the inlet. The system moves towards a more symmetrical state 

when higher flows occur during wet season (Figure 2 b,d and Figure 3b,d). The tide can also enhance 

the flow and override the bathymetric control so that a more symmetric salinity spatial distribution is 

observed at the maps of the tidally influenced cases for both dry and wet season (panels e-j in Figure 

2 and Figure 3). The salinity in the delta is very high during dry seasons. The relevant panels in Figure 

2 and Figure 3 (a,c,e,g,i) show that it barely drops below 10 g/kg in the vicinity of the inlet. This signifies 

salt intrusion in the river inlet. During the wet season (panels b,d,f,h,j in Figure 2 and Figure 3), a deep 

blue coloured area of low salinity (<5 g/kg) develops.  The more symmetric the distribution becomes 

the more constrained are the areas of low water. Table 2 displays the evolution with the TA of the 

area with salinity less than 5 g/kg. The area increases progressively with the TA until it reaches the 

microtide’s scenario amplitude (0.15 m). Beyond this threshold, the area decreases as the TA increases 

so that the macrotide scenario demonstrates the lowest value. Even though the low TA in Scenario 2 

enlarges the area compared to Scenario 1 (no tide), the difference between the two cases is not 

significant.  

In the absence of tides (Figure  2a, c and Figure 3 a, c), the salinity beyond the abscissa of 10 km 

reaches sea water values (more than 27 g/kg) at dry seasons. On the contrary, during the wet season, 

the isohalines are clustered in the vicinity of the bed slope developing sharp horizontal gradients 

parallel to the bed (Figure 2 b,d and Figure 3 b,d). In the presence of tides, the enhanced fresh water 

flow causes sharper horizontal gradients outside of the delta where an offshore buoyant plume starts 

to develop.  
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Figure 2 Salinity and flow vectors at the top layer 1 day (dry season) and 180 days (wet season) after the start of the simulation 

for all amplitudes. The map plots show the salinity and flow conditions 3 hours after High Water (ebb tide). Salinity increments 

are at 1 g/kg. Flow vector spacing is 10. 

         Dry period (day 1, 3 hours after HW)                   Wet period (day 180, 3 hours after HW) 
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Figure 3 The same content as in Figure 2 but 3hours after Low Water (flood tide). The 0 m amplitude maps are identical but 
they are included to facilitate the comparison with the other amplitudes. 

         Dry period (day 1, 3 hours after LW)                   Wet period (day 180, 3 hours after LW) 
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Table 2 The area within the 5 g/kg isohaline 3hours after LW (flood) and HW (ebb), 180 days after the start of the simulation  

AREA ON DAY 180 (km2) WET SEASON 

Amplitude 0m 0.02m 0.15m 0.56m 1.1m 

MTLL 25.51 25.79 31.51 22.75 18.02 

MTLH 25.51 25.57 29.08 16.20 9.60 

 

Table 3  Fresh water area at times of high water (HW), low water (LW), 3hours before LW (MTLH) and 3 hours before HW 
(MTLL) 180 days after the start of the simulation 

AREA ON THE 30th of June  (km2) WET SEASON 

Amplitude 0m 0.02m 0.15m 0.56m 1.1m 

LW 16.72 18.30 21.79 14.30 8.27 

MTLL 16.72 18.62 20.95 14.26 10.15 

HW 16.72 17.64 15.98 7.28 5.16 

MTLH 16.72 17.94 16.40 8.24 5.54 

 

3.1.2 Flow variation  
The two river dominated cases exhibit a common feature which is the presence of dry points inside 

the delta (white coloured areas in Figure 2 a,b,c,d and Figure 3 a,b,c,d) that lie above the mean water 

level. In the tidal case (Figure 2 e-j and Figure 3 e-j), fresh water is trapped in these areas but remains 

stagnant as no flow currents develop between these points.  

In the river dominated cases, the high lateral salinity gradients across the inlet observed at dry season 

have a strong influence on the flow direction. Onshore and offshore flow develops at the high and low 

salinity areas respectively (Figure 2 a,c and Fgure 3 a, c). The offshore flow magnitude is stronger since 

the horizontal salinity gradients are higher in this case. The flow becomes parallel to the offshore 

boundary at the bed slope following the horizontal salinity gradients orientation (see section 3.1.1). 

During wet season, the flow becomes unidirectional (Figure 2 b,d and Figure 3 b,d). 

During flood tide (Figure 3), Scenarios 3, 4 and 5 develop different flow patterns at the deep area 

downstream of the bed slope. In Scenario 3, the river discharge prevails over the tidal flow imposing 

a unidirectional seaward flow (Figure 3 e,f). However, landward flow at the flood tide can still be seen 

in the shallower area upstream of the slope where the delta lies. The flow direction turns landward at 

the flood tide with its magnitude increasing as the TA becomes higher (compare flow vectors between  

Figure 3 g, h and Figure 3 i, j).  

A better illustration of the flow magnitude increase by the tide can be seen in Figure 1f. The horizontal 

velocity in the delta is averaged over depth and space (upstream of the red borderline in Figure 1b) 

and over two tidal cycles to get its daily evolution. The velocity magnitude of Scenarios 4 and 5 is more 

than double that of the three others and resembles the shape of the hydrograph (Figure 1e) with lower 

values at dry and higher values at the wet season. On the contrary, the first three scenarios exhibit a 

short period of velocity decrease (increase) in the 1st (2nd) semester. This is a feature that reflects the 

impact of the bathymetric asymmetry on the flow jet. When the river discharge is low, the crossflow 

is downward and the jet turns to the right of the inlet (looking seaward). The jet tends to become 
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symmetric as the river discharge increases in time. During this transition stage between the 

asymmetric and symmetric flow jets, the crossflow tends to zero and that causes a decrease of the 

resultant velocity. With the crossflow almost zero, the total velocity continues to rise following again 

the hydrograph’s shape. The opposite process occurs at the 2nd semester.  Figure f clearly shows that 

the simulations are separated in two groups: Scenarios 1,2 and 3 with salinity distribution constrained 

by the bathymetry while Scenarios 4 and 5 remain unaffected. In the rest of the paper, the first three 

scenarios will be referred as bathymetry controlled and the two others as non-bathymetry controlled 

scenarios. 

 

 

Figure 4 The position of the 2 g/kg  isohaline for every amplitude 180 days after the start of the simulation at the surface 
layer and at times of a) LW, b) 3 hours after LW, c) HW  and d) 3 hours after HW. Colours denote the different tidal amplitudes.   
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3.1.3 Intratidal effect of tidal amplitude variation on the freshwater area  
 In this study the 2 g/kg isohaline is taken as the limit of the freshwater area (FWA) because this value 

is generally considered as a threshold of impact to human activities and aquatic life (Schubel, 1992; 

Monismith et al., 2002; Andrews et al.2017). Figure 2 and Figure 3 indicated that during periods of low 

flows (left column panels) the salinity is much higher than this threshold. As the river discharge 

increases in time reaching its peak, the salinity decreases and drops below the 2 g/kg threshold at 

some instant between the minimum (day 1) and maximum flow (day 180). Figure 4 displays the limits 

of the 2 g/kg isohaline for the five simulations with different TA at the day of the maximum flow (180 

days from the start) and at four instances of the tidal cycle: 1) LW, 2) three hours after LW (MTLL), 3) 

HW and 4) three hours after HW (MTLH). The area within these limits is defined as the freshwater area 

(FWA). 

The no tide isohaline does not vary within the tidal cycle but is included for comparison. The contour 

lines of the river dominated cases (blue and red colour) are interrupted because of the presence of 

the dry exposed areas (see the white coloured areas in Figure 2 a, b, c, d and Figure 3 a, b, c, d). In 

addition, single spots with salinity equal to 2 g/kg appear inside the delta (the blue colour covers the 

red). These are most likely caused by ‘ponding’ where fresh water is trapped around the dry areas. 

Overall, the FWA shows different patterns between flood (panels a,b) and ebb (panels c,d) tide. The 2 

g/kg isohaline is smoother at the ebb tide when both river and tidal flow act seaward. The landward 

tidal flow during flood tide causes lateral changes to the contours shape while an offshore buoyant 

plume tends to form  in the meso and macrotide scenarios (Figure 4 a and b). This leads to a wider 

FWA during flood (top panels) than ebb tide (bottom panels) in every scenario. In addition, it causes 

a gradual increase to this area when the amplitude rises from 0 m to 0.15 m while at the ebb tide this 

occurs only between the two rived dominated cases (Scenario 2 shows higher FWA than Scenario 1). 

Any increase of the amplitude above these thresholds results in a decrease of the FWA. The FWA 

variation with the amplitude and the tide can be seen quantitatively in Table 3. These results indicate 

different salinity response to TA changes depending on the tide (flood or ebb).  

3.2 VERTICAL SALINITY DISTRIBUTION IN THE TIDE DOMINATED SCENARIOS  
The results in section 3.1 present the spatial salinity distribution in the horizontal direction and 

revealed the development of an offshore buoyant plume in the tidally influenced scenarios (Figure 2 

f,h,j and  Figure 3 f,h,j). The plume is the result of buoyant inflow from riverine water entering the 

delta and has become fully developed at the maximum flow day (~day 180, 01/07). Figure 5 illustrates 

the vertical salinity distribution along a transect with start and end points at the upstream (X = 0 km) 

and the bed slope location (X = 10 km) respectively following the magenta coloured line in Figure 1b. 

Figure 5 displays the vertical salinity distribution on the day of the maximum river discharge (180 days 

from the start, 1st of July) at the times of the maximum velocity during ebb (panels a,b,c) and flood 

(panels d,e,f) tide.  

The starting point of the offshore buoyant plume may be set conventionally at the delta end (X ~ 5km). 

The 18 g/kg isohaline (light green colour) seems to delineate best the front between the buoyant 

water and the ambient seawater with salinity more than 20 g/kg (orange and yellow colour). This front 

is inclined in the microtide scenario at both tidal stages (Figure 5 a,d). The buoyant inflow causes the 

lower density water to move faster offshore compared to the denser bottom water. This indicates the 

development of a surface advected plume. At the ebb tide (Figure 5a), the isohalines have been tilted 

and stratification is expected to occur at the end of the ebb stage. On the other hand, the flood tide 

(Figure 5d) pushes the isohalines landward in order to destabilize stratification and develops a bottom 
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boundary layer at the front location which is capped by the pycnocline. This resembles what is 

reported by observations of turbulence in shallow estuaries that are characterized by a well-mixed 

bottom boundary layer being capped by a stable density gradient in shallow estuaries (Stacey and 

Ralston, 2005). The front location moves further downstream as the velocity increases (i.e. the 

amplitude increases). As the tidal level increases, tide-induced vertical mixing leads to plume 

structures that occupy the entire water column. This is very clear in panel c referring to the macrotide 

scenario. The mesotide scenario (Figure 5 b,e) seems to develop an intermediate plume type between 

those of the microtide (surface advected) and macrotide (bottom advected). While the plume is in 

contact with the bottom for some distance, it is detached further downstream where it keeps moving 

offshore with its front closer to the surface. This is more pronounced at the flood tide (Figure 5e) 

because the counteraction between landward tidal and seaward river flow tends to lengthen the 

plume at the surface (see also Figure 2h and Figure 3h). Something similar occurs at the macrotide 

case (Figure 5f) with the surface layer being deeper in this case since the macrotide bottom advected 

plume reaches higher depths. Conclusively, a tidal amplitude increase may convert progressively a 

surface advected to bottom advected plume. In addition, it results in a further offshore front 

displacement.  

Alongside to the buoyant plume structure, Figure 5 gives also an image of the FWA length along this 

section which is denoted by the dark blue colour. This length is seen to decrease with the amplitude 

increase before the LW time (ebb tide, panels a,b,c) reflecting the influence of higher tidal prisms on 

the delta’s salinity. On the contrary, it increases with the amplitude in an instant during flood tide 

probably because the higher tidal flows cause a lengthening when acting against the river flow 

similarly to what happens with the plume’s length at the same times.  

 

Figure 5 The vertical salinity distribution through the delta along the transect denoted by the magenta colour line in Figure 
1b for the three tide-influenced scenarios. Left panels correspond to microtide (0.15m), middle panels to mesotide (0.56m) 
and right panels to the macrotide scenario (1.1m).  Results are presented on the day of maximum flow, 180 days from the 
start of the simulation and at the time of the maximum velocity during the ebb (a,b,c) and flood (d,e,f)  tide. 
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3.3 FRESH WATER VOLUME EVOLUTION IN TIME WITH THE TIDE AMPLITUDE 
To get an overview of the tidal variation impact on the fresh water conditions, the fresh water volume 

(FWV) of the delta (area upstream of the red borderline in Figure 1b) is calculated. FWV is defined as 

the product of a segment’s fresh water fraction times its volume. Considering the grid cells of the 

idealized model as segments, FWV is calculated by the following equation (Alber and Sheldon, 1999): 

 

∑ [(
𝑆0 −  𝑆𝑖

𝑆𝑜
) ∗ 𝑉𝑜𝑙𝑖]

𝑛

𝑖=1

                                                            (3) 

 

 where 𝑛  is the number of grid cells, 𝑆𝑜 is the oceanic salinity equal to 30 g/kg, 𝑆𝑖 is the depth averaged 

salinity of a grid cell 𝑖  and 𝑉𝑜𝑙𝑖  its volume. Figure 6 depicts the evolution in time of the FWV for the 

various amplitudes and at the times of maximum (HW, panel a) and minimum (LW, panel b) water 

volume in the delta. The calculation in equation 3 is done by introducing the salinity values at the 

times of HW and LW of the first tidal cycle of the day. The FWV evolution follows the hydrograph’s 

shape (Figure 1e) with maximum values at periods of high and minimum at periods of low flows. The 

FWV curves are affected by the shape of the spatial salinity distribution (section 3.1.1 and 3.1.2 ). The 

rate of FWV increase (1st semester) or decrease (2nd semester) changes when the spatial distribution 

transforms from an asymmetric to symmetric shape and vice versa. This is more obvious in the three 

bathymetry controlled scenarios (1,2 and 3). The time instants of these changes agree with the 

corresponding changes of velocity magnitude in Figure 1f. Therefore, the FWV curves are not 

symmetric with respect to their peak because the spatial distribution remains symmetric more time 

in the 2nd semester due to the salinity’s slower response to decreasing river discharges (Savenije 2005).   

At HW times (Figure 6a), FWV of the three bathymetry controlled scenarios is higher than the two 

others at all times. The FWV of the two river dominated scenarios is almost equal during the entire 

simulation period. At the wet season, when the high river discharge increases mixing, the difference 

between the river and tidally influenced cases becomes larger.  

At the ebb tide, an amount of sea water leaves the delta while river discharge still flows in it. For this 

reason, the FWV is higher for every scenario (except for the no tide case) at times of LW (Figure 6b). 

The tidal cases exhibit higher FWV than the river dominated ones. The reason is that in the absence 

of tides (and thus tide-induced mixing), the river discharge does not manage to reach downstream 

areas very far from the inlet where the water remains either partially mixed or stratified. The 

difference becomes larger at high flow periods (wet season) when combined tidal and freshwater flow 

usually increase mixing. This does not concern Scenario 5 (maximum TA = 1.1 m) where the FWV 

increase during wet season is limited so that it is equalled by FWV of Scenario 2. Interestingly, 

microtide and mesotide scenarios have comparable FWV at most times and an equal maximum 

occurring in the middle of the year (day 180,1st of July).  

According to these results, a TA increase will most likely have different effect on the delta’s salinity 

between HW and LW. Significant decrease can be expected at HW. On the other hand, tidal level 

increase could be beneficial to some extent at LW. 
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Figure 6 Daily evolution of the fresh water volume in the delta for each scenario at times of a) HW and b) LW for the first 
tidal cycle of the day.  

 

3.4 CORRELATIONS BETWEEN SALINITY AND DELTA’S BIFURCATION 

Stream order 

The delta channels are classified and assigned a stream order number (SO) according to the  Strahler-

Horton method (Strahler 1952) as presented in Figure 7a. To exclude low lying regions of the delta 

plain, channels shallower than half a meter were not considered. Independent channels disconnected 

from the main network were also neglected. By this, 57 channels were identified and classified. This 

idealized delta has a 4th order bifurcation (four stream orders). Branchless channels are of first order. 

The order increases upstream when two channels of equal order make a junction. If a channel meets 

with another channel of lower order, its order does not change. Then, the mean over depth salinity is 

averaged within channels of equal order. The result is further averaged over two tidal cycles to get 

daily values of the mean per SO salinity. Figure 8 a, b and c show the evolution in time of these 

averages per SO for Scenario 1, 3 and 5 (TA = 0 m / 0.15 m / 1.1 m respectively). The same plots for 

Scenario 2 and 4 can be found in the ‘Online Resource’ (Figure S2 A and B). Figure 8 c exhibits a clear 

trend with salinity increasing as the SO decreases at all times. On the contrary, this trend is present 

only at periods of high flows (wet season) in Figure 8a and b where the various orders overlap each 

other at the start and the end of the year and do not follow a constant succession. The stream orders 

in Figure 7a expand in space in a somehow semi-circular or symmetric manner so that SO1 channels 

are located at the end of the delta and SO4 close to the river inlet. It seems then that the trend of 

increasing salinity with decreasing SO does not apply for the bathymetry controlled scenarios when 

the spatial salinity distribution is not symmetric.  

The bathymetry effect is overcome with the flow enhancement by the TA increase (Figure 1f). In Figure 

8a (no tide) the first three orders overlap with each other while in Figure 8b (TA = 0.15 m) only the 

two first orders do overlap. With the TA increase, the system moves progressively from a state of no 

symmetry to a symmetric one where the salinity-SO correlation applies again. It looks like the stream 

order number rule (hereafter SON) works better for symmetric salinity distributions.  
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Width Function 

Since the SON rule was not successful for periods with no symmetric salinity distribution, an 

alternative solution is needed to relate salinity with delta’s bifurcation. Other stream labelling 

methods (e.g. Horton, Miller-Oiller, Scheidegger) do not serve this purpose because they follow a 

procedure of channels ordering very similar to the Strahler-Horton. Nevertheless, the width function 

(WF) offers the opportunity to summarize the delta’s bifurcation in terms of channel links rather than 

the channels themselves (see section 1). It is adapted then for the present idealized delta model. The 

delta network is divided into three areas by three vertical lines of equal distance (1.1 km) between 

them (Figure 7b). These lines are drawn starting from the river mouth and until the end of the delta 

where there are no other junctions. For the width function method to be applicable, its distribution in 

space must exhibit a certain skewness (positive or negative). With the current space step, a positive 

skewness appears with the number of junctions reducing downstream as the delta’s cross section 

does. In the following text, the three vertical lines (A, B and C Figure 7b) are referred as generations 

following Kirkby (1976). The width of each generation is the number of junctions between two 

successive generations. For example, the width of generation B is the number of junctions between 

the borderlines of generation B and A. The width A is the number of junctions between generation A 

and the vertical line crossing through the river mouth (X = 1250 m). Figure 8 d, e and f show the 

evolution in time of the mean over depth salinity averaged within channels belonging to the same 

generation for scenarios 1,3 and 5 (TA = 0 m / 0.15 m / 1.1 m respectively). Results for Scenario 2 and 

4 can be found in the ‘Online Resource’ (Figure S2 C and D). The salinity is averaged again within two 

tidal cycles to get daily values. It is observed that the range of the lateral averages in the WF figures is 

much smaller than that of the radial averages in the SO ones because channels far from the river 

mouth and closer to the lateral boundaries are included in every generation increasing these averages. 

The results show that SO and WF methods may be complementary. In Figure 8d (no tide) and e 

(microtide), salinity decreases with the width increase only for low flow periods while in Figure 8f 

(macrotide) this happens at all times. There is an indication that when the SON rule is not applicable 

the WF can be and vice versa.  

 

Figure 7 a) A sketch of the delta with the channels coloured by their stream order (SO) number. First order corresponds to 
branchless channels. The SO increases upstream at every junction between channels of equal order. b) Schematic 
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representation of the width function method. The junctions between delta channels are denoted by coloured circles. Each 
colour corresponds to a different generation group that is limited between the vertical lines A,B and C. The lines are drawn 
with a step of 1.1km between them. The generation A line is drawn 1.1km from the shore. The width of a generation equals 
the number of the coloured circles per generation group. According to this, the width of A,B and C is 20,9 and 3 respectively.  

Fresh water conditions duration in space   

Taking a salinity equal to 2 g/kg as a fresh water threshold value (see section 3.1.3), the SO and WF 

methods could be used in order to determine an indicative time that the water in the delta remains 

fresh (i.e. the average salinity is < 2 g/kg) in each scenario. Figure 9 illustrates the number of days that 

the mean over depth salinity remains below 2 g/kg when averaged within channels of the same SO 

(panel a) and within the same generation (panel b). Both figures project a spatial image of the time 

that fresh water conditions prevail based on a radial (Figure 9 a) and lateral (Figure 9 b) averaging. In 

Figure 9a the freshwater conditions duration (FWD) increases in every scenario upstream as the SO 

does too. FWD rises too as the TA increases from 0 m to 0.15 m. However, this positive effect does 

not concern channels of SO3 and 4 of Scenario 2 (TA = 0.02 m) that lie close to the inlet and are subject 

to limited  influence from the low tidal level of these scenarios. Within the three tidal cases, the FWD 

reduces with the TA increase.  

Figure 9b shows a common order between generations for every scenario (i.e. B>C>A). However, the 

lateral salinity averages in Scenarios 4 and 5 do not fall below 2 g/kg at all. This indicates that in the 

case of very high amplitudes, the fresh water does not reach distant areas laterally and any influence 

from the river flow is mainly transmitted longitudinally. A paradox is that FWD is minimum in 

generation A (GA) which is the closest to the delta apex (Figure 7b) and is also smaller than that of 

generation C (GC) which is the most distant section. The reason is the delta width which is the 

maximum in GA (equal to 20) and the minimum in GC (equal to 3). This means that GA is the longest 

section including areas with higher salinity in large lateral distances from the river. On the other hand, 

GC covers the smallest delta section and thus salinity averages are lower. Consequently, the delta 

remains fresh for longer periods within the borders of generation B where the delta has its medium 

width equal to 9.  

The microtide scenario emerges in both methods as the one with the longest fresh water period at 

every order and generation. It is also the only case where even the very distant channels of SO1 

become fresh at least for some time (Figure 9a). The calculation of the FWD based on radial and lateral 

salinity averages may provide some useful conclusions by combining their results. For example, the 

SO3 channels that become fresh during wet season for 140 days in e.g. Scenario 4 (Figure 9a) are most 

probably only those located in straight distance from the inlet and not sideways (Figure 7a) since 

Scenario 4 does not exhibit any results for lateral averages in Figure 9b. In addition, it seems that the 

delta’s cross-sections size may indicate areas of high or low salinity.  
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Figure 8 The evolution in time of the mean over depth salinity averaged within channels of the same stream order in a) notide, 
b) microtide and c) macrotide scenarios. The evolution in time of the mean over depth salinity averaged within channel 
branches of a generation group in d) notide,e) microtide and f) macrotide scenarios.  
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Figure 9 The time in days that the depth averaged salinity remains below 2 g/kg when averaged within channels of the 
same a) stream order and b) generation group. In order to obtain daily values, the salinity is averaged over two tidal cycles.  

3.5 CORRELATION BETWEEN SALINITY AND RIVER-DISCHARGE 
Building on Matsoukis et al. (2021), the existence of an exponential salinity (S) - river discharge (Q) 

correlation in the presence of tides is further investigated. The mean over depth salinity is radially 

averaged over a semi-circle with its centre at the river mouth (Figure 1b). Figure 10 a and b shows the 

daily variation between the radially averaged salinity and river discharge for each scenario. Since the 

hydrograph is symmetric, data for the first semester are used only. A regression analysis between S 

and Q verifies an exponential correlation for high amplitudes (Figure 10b) which can be justified by 

both the very high R2 coefficients and the fitting curves denoted by black colour.  

In contrast, the S-Q curves in Figure 10a indicate the existence of a flow threshold which determines 

two different regimes for the S-Q distribution. It was found that below a threshold, salinity and river 

discharge are better correlated by a double exponential equation in the following form: 

𝑆 =  𝛼1 ∗ 𝑒𝑥𝑝ϐ1𝑄 + 𝛼2 ∗ 𝑒𝑥𝑝ϐ2𝑄                                                               (4) 

with 𝛼1 < 0 , 𝛼2  > 0, ϐ1 > 0 , ϐ2 < 0 . The theory behind equation 4 is further discussed in section 

4.2.2. The parts of the S-Q curves that are better fitted by eq. (4) are extracted from Figure 10a and 

presented separately in Figure 10 c. The included fitting curves (in black colour) and the high values 

(close to 1) of the R2 coefficients support the assumption of a double exponential fitting. The value of 

the flow threshold determining the nature of the fitting equation varies with the TA in Figure 10 c. This 

depends at the moment the spatial distribution changes from an asymmetric to symmetric 

distribution. Since this happens earlier in Scenario 3 and later in Scenario 2 (Figure 1f), the flow 

threshold is higher in the latter and lower in the former. Above the threshold, the S-Q distribution 

returns to a single exponential form.  

The reason for the difference in the S-Q distribution between the high (Scenario 4 and 5) and low 

amplitude cases (Scenario 1, 2 and 3) is the bathymetric asymmetry but this is discussed in more 

details in section 4.2.2.  
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Figure 10 Daily averages of the depth averaged salinity averaged over the SS’ semicircle shown in Figure 1b against the daily 
river discharge (Figure 1f)  for a) Scenario 1,2 and 3 and  b) Scenario 4 and 5. The tidal amplitude of each simulation is added 
on the legend. The black lines in panel b are the fitting curves after a regression analysis for a single term  exponential 
equation. The R2 coefficients for an exponential fitting are included in the legend.  c) The salinity (S)-river discharge (Q) curves 
of panel a cut for a shorter period during which the two magnitudes seem to have a very good fit for a double exponential 
equation. The R2 coefficients for the double exponential fitting are displayed in the legend.  

4. DISCUSSION  

4.1 Impact of the tidal amplitude variation on the salinity distribution 
The presence of tides in the system may have several positive effects. For example, when the river 

discharge is low (dry season), the riverine flow may not be able to transfer fresh water in long distances 

leaving the downstream parts of the delta with high salinity. Tide-induced mixing though can decrease 

the salinity in these outer areas. This is the reason why the FWV is higher in the tidal cases at the times 

of the minimum water level (LW) compared to the river dominated cases (Figure 6b). However, these 

positive effects may reverse if the TA increases too much and starts decreasing the FWV (Figure 6a). 

Results indicated that low tide systems may benefit by a TA increase while highly tide dominated 

systems will not. In the latter case, a decrease of the TA due to SLR could be beneficial for such 

systems. Within the context of this manuscript, the microtide case (Scenario 3, TA=0.15 m and 

flow/tide ratio equal to 0.073) represents the boundary between river dominated and tidal influenced 

cases. The TA increase from 0 m to 0.15 m results in wider low salinity areas (Table 2 and Table 3) and 

lead to more symmetric spatial salinity distribution (Figure 2 and Figure 3). Therefore, the microtide 

case provides wider areas of low salinity (<5 g/kg) and fresh water (<2 g/kg) and keeps the delta fresh 

for the longest period (Figure 9). In contrast, further increase of the TA resulted in a significant 

reduction of the low salinity areas, fresh water periods and volumes in the delta.  

The above should be interpreted as an indication that potential increases of tidal amplitude due to 

SLR to river dominated systems would have a positive effect against salinization. On the contrary, TA 

increase by SLR in a meso or macrotidal regime could increase salinity intrusion. This conclusion is of 

paramount importance for the investigation of future impact on deltas due to SLR and tidal level 

variations and the efforts against salinization.   

Tidal motion imposes several mechanisms on buoyant inflow. Garvine (1999) identifies enhanced 

vertical (tidal) mixing, tidal straining and subtidal flow nonlinearities as some of them. These may be 

the cause behind the differences in the spatial salinity distribution due to TA variations. At low flow 

times (panels a,c,e,g,i in Figure 2 and Figure 3), freshwater flow is directed to the right of the delta 

apex decreasing the salinity but leaving almost unaffected the areas left of it. The TA increase leads to 
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more symmetric shapes (compare between panels a,c,e and g,i in Figure 2 and Figure 3). Such tidal 

effect has been observed on buoyant plumes deflected to the right under the influence of the Coriolis 

force (in the northern hemisphere) or in the presence of ambient crossflows (Chao and Boicourt, 1986; 

Chao, 1988; O’Donnell, 1990; Lie-yaw Oye, 1992; Kourafalou et al., 1996; Narayanan and Garvine, 

2002; Lee and Valle-Levinson, 2013; Cole and Hetland, 2016). Since none of these parameters is 

included in these simulations the asymmetry in the present case can only be ascribed to the 

bathymetry (see section 2.4). Many plume studies argued on the effect of high tidal forcing that 

diminishes such deflections. Chao (1990) has stated that the tidal residual circulation enhances the 

plume growth and limits the coastal jet. Garvine (1999) noticed that tidal forcing restricts the plume 

advection in the across-shelf direction decreasing significantly the upshelf and downshelf penetration. 

This tidal effect towards more symmetric plumes is a common conclusion in a number of other papers 

concerning buoyant plume structures under tidal influence (Chao, 1990; Isobe, 2005; Guo and Valle-

Levinson, 2007; Lee and Valle-Levinson, 2013).  

At high flow times (panels b,d,f,h,j in Figure 2 and Figure 3), the TA increase constrains the size of the 

low salinity area (blue coloured with salinity less than 5 g/kg) but causes also the development of an 

offshore buoyant plume. The plume lengthens at flood tide (Figure 3) when tide acts landward and 

river flow seaward. The freshwater plume develops a density front with important dynamics such as 

flow nonlinearities and influences the shelf circulation at the bottom boundary layer (Csanady, 1984; 

Wright, 1989; Chapman and Lentz, 1994). Increases of the inflow velocity move the front farther 

downstream (Yankovsky and Chapman (1997)) and this can be seen in the results of Figure 5. The 

frontal location moved downstream as the amplitude increased because the flow becomes stronger 

in this case. Many of the features in Figure 5 may imply tidal straining effects. Simpson et al., (1990) 

talk about a distortion of the initially vertical isohalines at the start of the ebb that are later distorted 

by differential displacement. The isohalines tilting in Figure 5a probably reflects this kind of distortion 

under the effect of advection from buoyant inflow. This process is expected to reverse at the flood 

tide that acts in favour of mixing and destabilizes stratification (Figure 5d). This kind of effects are less 

visible in the meso and macrotidal cases because a different type of plume is developed that comes 

in contact with the bottom for a certain length. Yankovsky and Chapman, (1997) studied the buoyant 

plumes vertical structure and classified them as surface or bottom-advected. In the latter, the plume 

occupies the entire water column and the density front extends from the surface to the bottom. In 

the former, the plume is confined in a thin layer close to the surface and spreads offshore having no 

contact with the bottom. They identified also a third plume type in an intermediate stage between 

surface and bottom advected. In this case, the plumes spread offshore in contact with the bottom but 

beyond some distance the upper part of it detaches from the bottom. It is generally considered that 

higher tidal amplitudes act in favour of bottom advected plumes while stronger river discharge tends 

to stratify the water column developing surface advected plumes (e.g. Yankovsky and Chapman, 1997; 

Guo and Valle-Levinson, 2007). The results in section 3.2 indicate a progressive plume conversion from 

surface to bottom advected as the TA increases. From the three tidally influenced scenarios, the lower 

amplitude simulation (Scenario 3) develops a surface advected offshore plume irrespective of the tidal 

stage (Figure 5a,d). Plumes of this kind may cause stratification and anoxic conditions at the bottom 

layers and low oxygen can have environmental consequences to the aquatic life (Chant, 2012). For 

example, riverine waters are responsible for recurrent summertime hypoxia at the bottom waters of 

the river dominated Mississippi Delta (Schiller et al., 2011). In this context, the microtide amplitude is 

not so beneficial because contaminants (e.g. organic matter, pesticides, toxic chemicals) from 

activities such as municipal wastes, industry and agriculture are trapped decreasing the water quality. 
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Figure 5 b and e indicate that the mesotide scenario develops an intermediate plume that lifts off in a 

certain distance from the delta end. Atkinson (1993) mentions similarities between the depth of 

detachment and the depth of maximum flow jet penetration. The plume liftoff occurs in a distance of 

approximately 6 km from the river boundary where the bed starts to deepen. At this site, it is not 

hydraulically possible anymore for the freshwater flow to be any deeper (Atkinson, 1993). The 

detachment depth is shorter at the flood tide because of increased entrainment (mixing) (Atkinson, 

1993; Chen and MacDonald, 2006). However, this also reduces the salinity in the detached part of the 

plume (Figure 5e). The thickness of this detached plume layer is higher in the macrotide scenario 

(Figure 5f) probably due to the higher tidal flow even though its length at the surface is shorter.   

4.2 Impact of tides and bathymetry on the salinity distribution 

4.2.1 Stream labelling and bifurcation methods  
Previous work (Matsoukis et al.2021) indicated that the salinity is expected to increase as the SO 

decreases in a river dominated delta. This was tested again in this new idealized delta used for 

simulations including tides. The tide does not seem to modify this relationship as the same distribution 

between salinity and SO is observed in Figure 8c (macrotide case). The bathymetry was identified as a 

factor that influences and prevents this correlation. Due to its nature (symmetric distribution of SO), 

the SON scheme could not be implemented when the salinity distribution is not symmetric. At these 

times, the width function scheme proved to be a successful alternative. Averaging the salinity laterally 

and not radially leads to a similar relationship with salinity decreasing as the width increases. This is 

very convenient since the two methods appear to be complementary to each other. If the salinity does 

not decrease with a SO increase, it does decrease with the width increase and vice versa. In addition, 

the WF rule is successful when the river discharge is low while the SON is mostly associated with high 

flows. 

The duration that each method is applicable and the time of interchange between them might be 

important to know. The time of shift from SON to WF rule could indicate the duration of low and high 

flow periods, the threshold values between them and the shape of the spatial salinity distribution. 

Figure 11 gives a timeline of the period and duration each method applies in the five scenarios. The 

timeline shows that SO rule applies for the whole simulation period in the mesotide case (TA=0.56 m) 

while both methods apply at all times in the macrotide case (TA = 1.1 m). A conclusion can be drawn 

here because it seems that high amplitude scenarios develop salinity distributions that satisfy both 

methods independent of seasonal flow variations. Therefore, the timeline is discussed only for the 

three bathymetry controlled scenarios that demand the use of both methods for a correlation 

between salinity and delta’s geometry. 

In the 1st semester, the WF implemented at low flow periods is valid only for 90 days in the microtide 

case. It remains valid though for longer times in Scenario 1 (109 days) and Scenario 2 (116 days). The 

one week difference between the two river-dominated scenarios means that the spatial salinity 

distribution becomes symmetric one week later in Scenario 2 than in Scenario 1.This agrees with 

Figure 1f that shows one week difference at the time moments the velocity starts to increase before 

the peak flow (see section 3.1.2). That the velocity starts to increase after a short break is indicative 

that the flow has become symmetric. Notice also that in the 2nd semester the velocity starts to fall 

(after a short break) at the same time for these two scenarios (281 days after the start). Figure 11 

shows that the SON rule stops to be applicable at the same time for both river dominated cases (also 

281 days after the start). This correspondence between the times that the delta’s velocity magnitude 

changes and the times of SON and WF interchange exists in the microtide case as well. SON is 

applicable for the maximum time in the microtide case compared to the river dominated cases which  
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is not a surprise knowing that the fresh water period associated with relatively higher flows is longer 

in Scenario 3 (Figure 9).  

 

Figure 11 A timeline that shows the number of days that salinity decreases with the increase of the stream order or the delta’s 
width (width function) against the tidal amplitude implemented in each scenario. Salinity decreases with the stream order 
increase during the entire simulation when the tidal amplitude is 0.56m. The salinity decreases with both the stream order 
and width increase during the entire simulation when the tidal amplitude is 1.1m (black bar). 

4.2.2 Salinity – river discharge relationship  
The analysis in section 3.5 tested the existence of an S-Q exponential correlation in every scenario 

following the work by Matsoukis et al. (2021). The authors argued also that the exponential solution 

in this case approximates solutions of the 1D advection-diffusion equation under certain theoretical 

assumptions which are also exponential. The tide does not seem to modify this correlation as it can 

be seen in Figure 10b for the mesotide and macrotide cases. However, Figure 10a shows a different 

kind of distribution between S and Q for the bathymetry controlled scenarios. Instead of the tide, the 

bathymetry does influence the S-Q correlation as it does in the salinity-SO relationship. A regression 

analysis indicates that the depth and radially averaged salinity in the delta can be better approximated 

by an exponential equation with two terms (eq.4). This equation could also be a solution of the 1D 

advection-diffusion equation but for different boundary conditions.  

The much deeper channel on the left of the delta apex (Figure 1b) causes a significant decrease of the 

flow velocity compared to the rest of the delta and impinges the spreading of freshwater beyond of 

it. In fact, it acts as a flow boundary. Fischer et al. (1979) presented a series of analytical solutions of 

the diffusion equation under several initial and boundary conditions. They considered the case of a 

mass concentration spreading in a 1D system where there is a wall at some distance preventing the 

flow beyond of it. In this case, the solution is a double exponential equation which is the outcome of 

the superposition of the real solution (single term exponential) plus an imaginary one that would be 

the solution if the wall was not present. It seems that the fitting equation (eq.4) is similar to this 

theoretical case. Equation 4 can be divided in two parts as follows: 

{

𝑆 = 𝐴 + 𝐵
𝐴 =  𝛼1 ∗ 𝑒𝑥𝑝ϐ1𝑄   , 𝐴 < 0, ϐ1 > 0  

 𝐵 =  𝛼2 ∗ 𝑒𝑥𝑝ϐ2𝑄 , 𝐵 > 0, ϐ2 < 0 
                          (5) 
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In the original theoretical case of a wall, the two terms 𝐴 and 𝐵 are positive and their exponent 

coefficients negative so that the concentration of the pollutant increases in front of the wall. The 

present case is slightly different because the deeper river branch is not impermeable and fixed as a 

wall would be. Fresh water flows through the channel and downstream of it but not in a constant rate. 

The salinity is under the influence of two parameters: the freshwater flow that decreases the salinity 

and the deeper channel that delays this process. The latter influence weakens in time while the former 

is enhanced. The signs of the exponent coefficients in equation 5 indicate that 𝐴 is a growth and 𝐵 a 

decay term. It can be inferred then that the negative term 𝐴 represents the river discharge influence 

and the positive term 𝐵 that of the deep channel that delays the rate of salinity decrease for some 

time. When the river discharge exceeds a threshold overcoming the deep channel’s influence, the S-

Q relationship returns into a single exponential form.  

An interesting finding is that these flow thresholds are equal in each case with the flow at the times 

of interchange between WF and SO as presented in Figure 11. The flow thresholds and the day of 

interchange between WF and SO are given in Table 4. Notice that the variation of the flow and the day 

index in the hydrograph is the same.   

Table 4 The value and index in the hydrograph of the maximum flow in each S-Q curve of the three bathymetry controlled 
simulations in Figure 10 and the flow magnitude at the time of interchange from WF to SO in Figure 11. The time instant of 
interchange from WF to SO method coincides with the time instant of interchange from double to single exponential equation 
between salinity and river discharge. 

Tidal amplitude 0m 0.02m 0.15m 

Flow threshold (m3/s) 120 133 87 

Day index in the 
hydrograph 

109 116 92 

Day of interchange 
between WF and SO 

109 116 92 

 

5. CONCLUSIONS  
  A 3D idealized delta model was built in Delft3D to investigate the combined impact of tides and 

varying river flow on the salinity in deltaic systems. The model was forced by an annual fresh water 

flow from the river head and a tidal level prescribed at the offshore boundary. A symmetric 

hydrograph of Gaussian shape was implemented with very low and high flows allowing to detect 

different patterns developed at both dry and wet seasons. A series of five simulations with different 

amplitudes was carried out where both river dominated and tidally influenced cases were considered.  

Changes in the tidal amplitude in deltaic systems may have either positive or negative effects 

depending on their initial state. Increases of amplitude in river dominated or low tidal systems were 

found to offer several advantages. The tide enhances the mixing in the delta and widens areas of 

brackish or fresh water. This flow enhancement is beneficial during the low flows periods because it 

helps to override bathymetric effects that produce asymmetric spatial salinity distribution leaving 

large areas with very high salinity. Tidal amplitude and river discharge increases lead progressively to 

more symmetric distributions. In addition, imposing medium tidal amplitudes extends the time the 

delta remains fresh during the wet season. Tide-induced mixing increases the fresh water volume in 

the delta compared to the river dominated cases where the river discharge influence on the salinity 

weakens in the most distant from the delta apex areas that remain either partially mixed or stratified 
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during the wet season. However, the freshwater is constrained in narrow areas around the inlet and 

its volume decreases significantly when the amplitude corresponds to meso and macrotide regimes. 

This results in the delta containing freshwater for shorter time periods compared to the river 

dominated and microtide cases. Tidal amplitude increases in such systems will deteriorate the 

conditions in terms of salinization. In such cases, an amplitude decrease would be favourable instead.  

An offshore buoyant plume develops at flood tides with its vertical structure being determined by the 

tidal amplitude. Low amplitudes favour surface advected and high amplitudes bottom advected 

plumes. Surface advected plumes may have several consequences on the water quality offshore of 

the delta counterbalancing the positive effects of tides inside the delta in low and medium amplitude 

regimes.  

Finally, the role of bathymetry was found to be important because it affects the spatial salinity 

distribution. This has an impact on several salinity correlations that were found to exist in a previous 

idealized study done for a case without tides. The salinity increases as the channels order decreases 

as long as its distribution remains symmetric and unaffected by bathymetry. In this case, the width 

function is suggested as an alternative where the salinity decreases as the width increases. The stream 

order method was successful at times of high and the width function at times of low flows. Asymmetric 

distributions do affect also the exponential correlation between radial salinity averages and river 

discharge. As long as the spatial salinity distribution is not symmetric, the two magnitudes are 

correlated by a double exponential equation that shows similarities with the solution of the 1D 

advection-diffusion equation in the presence of a wall boundary preventing the flow behind of it. 

Therefore, it is inferred that the methods are not affected by tidal forcing but can be sensitive to 

bathymetric differences.   

 

6. SUPPLEMENTARY INFORMATION  
 

Table S3 Main setting parameters of the 2D morphological simulation 

Parameter Value 
Simulation period 34 days 

River discharge  3000 m3/s 

Offshore tidal level 0 m 

Cohesive sediment fraction concentration 0.5 kg/m3 

Non cohesive sediment fraction concentration 0.2 kg/m3 

Morphological factor 175 

Time step 12 seconds 

Spatially constant Chezy roughness coefficient  45 m1/2/s-1  
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Figure S16 A) The model grid. Blue coloured areas are dry cells and white coloured wet ones. B) Zoom in the red box area in 
A) to show finer resolution in the inlet vicinity. 

 

 

Figure S17 The evolution in time of the mean over depth salinity when averaged within channels of equal SO in Scenario 2 
and Scenario 4 respectively. C,D)The evolution in time of the mean over depth salinity when averaged within channels 
belonging in the same generation group for Scenario 2 and Scenario 4 respectively. 
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Link to preceding chapters: This paper uses the idealized model implemented in the previous paper. 

It extends the work of chapter 4 by implementing a number of different hydrographs in a system 

with no tides. The goal is to assess the effect of various annual hydrographs shape on the salinity.  

Key Points: 

● The shape of annual hydrographs influences the level of salinity in river deltas and can 
contribute to a more sustainable water management.  

● The peak flow magnitude and hydrographs tails determine freshwater areas, residence and 
renewal times and stratification.  

● Salinity responds slower to flow decreases than increases and decreases faster with higher 
hydrographs slopes.  

 

ABSTRACT 

Excessive salinity can harm ecosystems and compromise the various anthropogenic activities that take 

place in river deltas. The issue of salinization is expected to exacerbate due to natural and/or 

anthropogenic climate change. Water regulations are required to secure a sufficient water supply in 

conditions of limited water volume availability. Research is ongoing in seek of the optimum flow 

distribution establishing longer-lasting and fresher conditions in deltas. In this study a three–

dimensional (3D) numerical model was used to unravel the influence of hydrographs shape on the 

deltas salinity. Our results show that it is possible to improve the freshwater conditions in deltas 

without seeking for additional water resources but by modifying the water distribution. The peak flow 

magnitude and timing and the tails of a hydrograph were found to be important parameters affecting 

stratification, freshwater residence and renewal times. Hydrographs having lighter tails and smaller 

range were the most successful in keeping the delta and its river inlet fresher for longer periods. 

Salinity distributions showed a slower response to decreasing rather than increasing river discharges. 

An increase in the flow rate can achieve a desired salinity standard in much shorter time. Hydrographs 

with heavier tails can push the salt intrusion limit further away and are more efficient in mixing the 

water column. However, they present low freshwater residence and high water renewal times. These 

mailto:c.matsoukis@liverpool.ac.uk


NUMERICAL INVESTIGATION OF RIVER DISCHARGE AND TIDAL  
VARIATIONS IMPACT ON THE SALINITY IN DELTAIC SYSTEMS 

 

98 
 

2022 
 

results have implications for coastal scientists and stakeholders dealing with the management of 

freshwater resources in river deltas across the world. 

PLAIN LANGUAGE SUMMARY 

High salt concentration is detrimental for the anthropogenic activities taking place in river deltas. 

Natural or anthropogenic climate change can increase the salt water threatening the deltas 

sustainability. Limited freshwater availability demands the design of new water management policy 

to secure a sufficient water supply. It is speculated that the problem can be solved with friendlier 

environmental instead of technical solutions. This study investigates the effect of different annual 

freshwater flow distributions on the deltas salinity. By implementing numerical modelling for an 

idealized river delta, it was discovered that it is possible to establish longer-lasting freshwater 

conditions. Attributes of a hydrograph such as the peak flow magnitude, timing and its tails were found 

to be important parameters. Hydrographs with light tails can keep the delta fresh for longer times 

while higher peak flows can result in freshwater covering larger areas and decrease stratification. For 

equal flow ranges, the salinity was found to decrease faster than increasing. Higher flow rates can 

decrease salinity to a desired standard in shorter time. These results have implications for coastal 

scientists and stakeholders dealing with the management of freshwater resources in river deltas 

across the world. 

1. INTRODUCTION 

Rising sea level and decreasing streamflow threaten water resourcing and freshwater availability by 

exacerbating salt intrusion in low lying areas such as deltas (Zhou et al., 2017). Salt intrusion (SI) is a 

serious problem that affects households, agriculture, irrigation and industry (Allison, 1964; Smedema 

and Shiati, 2002; Zhang et al., 2011) because rivers and aquifers contaminated by high salinity 

decrease freshwater storage and water quality (Gornitz, 1991). In addition, SI reduces soil fertility 

resulting in low crops yield (Bhuiyan and Dutta, 2012), threatens vegetation and marine species with 

limited salinity tolerance (Visser et al., 2012; White et al., 2019), increases plants mortality (Kaplan et 

al., 2010; Bhuiyan and Dutta, 2012) and affects human health (Sarwar, 2005; Rahman et al., 2019). 

Many deltas face already the consequences of salt intrusion including the Mekong in Vietnam (Nguyen 

and Savenije, 2006; Trieu and Phong, 2015; Eslami et al., 2019) the Ganges-Brahmaputra in 

Bangladesh (Nobi and Das Gupta, 1997; Bhuiyan and Dutta, 2012; Rahman, 2015; Yang et al., 2015; 

Bricheno, Wolf and Islam, 2016; Sherin et al., 2020; Bricheno, Wolf and Sun, 2021), the Mississippi in 

the Gulf of Mexico (Holm and Sasser, 2001; Day et al., 2005; Das et al., 2012) , the Yangtze in China 

(Chen et al., 2001; Hu and Ding, 2009; Dai et al., 2011; Qiu and Zhu, 2015), the Pearl River (Liu et al., 

2019; Hong et al., 2020) and the Nile Delta (Frihy, 2003). Unfortunately, limitations in water supply 

come along with an increase in water demand because of population growth, economic development 

and land use change (Phan et al., 2018).  

Sustainable water management and enhanced water conservation practices are necessary for the 

available water supply to meet with the future demand (Dawadi and Ahmad, 2013). These practices 

often rely on the scientific consensus that salt intrusion reduces as river discharge increases (Garvine 

et al. 1992; Gong and Shen, 2011). In the absence of tides or other driving mechanisms (i.e. 

atmospheric or oceanic forcing) the river discharge dominates the salinity distribution (Valle-Levinson 

and Wilson, 1994; Wong, 1995; Monismith et al., 2002). During the 20th century, water management 

relied on technical and engineering solutions (Ha et al., 2018). The so called ‘hard-path’ approach 



NUMERICAL INVESTIGATION OF RIVER DISCHARGE AND TIDAL  
VARIATIONS IMPACT ON THE SALINITY IN DELTAIC SYSTEMS 

 

99 
 

2022 
 

consisted of dams, aqueducts, pipelines and complex treatment plants (Gleick, 2003). However, this 

type of solutions often comes with a cost. For example, tens of millions of people have been displaced 

by their homes due to water related projects (Adams 2000) while the flows reaching many deltas are 

not adequate anymore and this has several consequences for the local environment and population 

(Gleick, 2003). Recently, the need for more adaptive management to sustain freshwater resources has 

been identified (Ha et al., 2018; Zevenbergen et al., 2018). A ‘soft-path’ approach for water is now 

promoted that would include regulatory policies for better use of existing water resources than 

seeking for additional ones (Gleick, 2002). In this context, an efficient water usage is preferred with 

equitable distribution and sustainable system operation over time while local communities should be 

also included in water management decisions (Gleick 2002; Wolff and Gleick 2002; Gleick 2003). 

Within this concept, the problem of salt intrusion in deltas could probably be mitigated by an efficient 

water management of a catchment’s freshwater availability instead of resorting to technical solutions. 

This could be achieved for example by storing a certain amount of water that is available during a wet 

season and supply it during the next dry season when the demand for freshwater is higher. Coastal 

reservoirs -water storage structures constructed at a river estuary or other coastal area to store fresh 

water and control water resources- have already been constructed in China, South Korea, Hong Kong 

and Singapore (Tabarestani and Fuladfar 2021; Yuan and Wu, 2020). Independent of a hard or soft 

path, the main management strategy is to affect river discharge, which is likely to cause changes to 

the annual hydrograph. Even though salinity response to changes in river discharges has been studied 

extensively in estuaries (Garvine et al.1992; Wong, 1995; Uncles and Stephens, 1996; MacCready, 

1999; Chen et al. 2000; Monismith et al., 2002; Bowen & Geyer 2003; Banas et al., 2004; Chen, 2004; 

Hetland and Geyer, 2004; Brockway et al., 2006; Liu et al., 2007; Lerczak et al.2009; Gong and Shen, 

2011; Wei et al. 2016) it is still unclear if and how this changes in the presence of a channelized 

network.  

The present study investigates the effect of various annual flow distributions of equal water volume 

on the salt intrusion. The paper tries to answer questions such as: 1) how does salinity respond to flow 

changes, 2) what is the impact on salinity from hydrographs shape changes depending on the cause 

of change, 3) which is the most appropriate flow distribution to minimize stratification and 4) which 

hydrograph ensures high water quality (i.e. low salinity) and for how long.  

The answer to the last question derives from measuring flushing and residence times that are useful 

tools to assess the efficacy and adequacy of a certain flow distribution for averting the salt intrusion 

(Choi and Lee, 2004; Sámano et al., 2012). Flushing time (FT) is defined as the time required for the 

cumulative freshwater inflow to equal the amount of freshwater originally present in the region (Dyer 

1973; Sheldon and Alber, 2002). The simplest and most common method for the FT calculation is the 

freshwater fraction in which the freshwater volume is divided by the freshwater input (Lauff 1967; 

Dyer 1973; Fischer et al. 1979; Williams, 1986). A difficulty on the determination of the freshwater 

volume and input arises in the case of unsteady flow and tidal conditions. Many researchers 

implemented the method by taking averages over a certain period (Pilson 1985;Christian et 

al.1991;Asselin & Spaulding 1993;Balls, 1994; Lebo et al. 1994; Swanson & Mendelson 1996;Eyre and 

Twigg, 1997;Chan Hilton et al. 1998; Alber and Sheldon, 1999; Hagy, Boynton and Sanford, 2000; 

Huang and Spaulding, 2002; Sheldon and Alber, 2002; Huang, 2007). Alber and Sheldon (1999) 

proposed a specific technique to determine the appropriate averaging period of the river discharge 

by assuming that this should be equal or very close to the flushing time itself. They tested their method 

in Georgia Estuaries. Whereas the FT is a unique value representative of an entire water body, the 

residence time (RT) is a measure of spatial variation (Choi and Lee, 2004; Sámano et al., 2012). It is 

defined as the remaining time that a particle will spend in a defined region after first arriving at some 
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starting location (Zimmerman, 1976; Sheldon and Alber, 2002). Therefore, the RT is applied within a 

restricted geographical area such as an estuary, a water basin or a box model (Hagy et al.  2000; 

Sheldon and Alber, 2002; Sámano et al., 2012).The knowledge of a particle’s RT is important because 

pollutants exert most of their effects only if their biochemical scales are smaller than that (Wang et al. 

2004; Yuan et al. 2007). In the case of freshwater, RT would mean the time between entering and 

leaving a domain and therefore might also be called as the transit time (Sheldon and Alber, 2002).  

A freshwater RT would normally correspond to a certain salinity threshold. The acceptable salinity 

levels can vary depending on the various aforementioned activities. For irrigation and agriculture, 

some studies accept salinity of up to 4 PSU (Clarke et al., 2015) but others suggest values below 2.5 

PSU (Đạt et al.2011). Some marine (e.g. phytoplankton, larvae fish, shrimps, smelt etc.) and vegetation 

(e.g. Sagittaria Latifolia, Sagittaria Lancifolia, phragmites australis) species do not survive in 

environments with more than 2 PSU salinity (Jassby et al., 1995; Visser et al., 2012; Hutton et al., 2016; 

White et al., 2019; Wang et al., 2020). Salinity in drinking water must be less than 1 PSU to avoid the 

development of germs related to water borne diseases like cholera (Ahmed & Rahmad;Sarwar, 2005; 

Dasgupta et al., 2015). Overall, a critical threshold of 2 PSU appears to satisfy most of these 

requirements and thus the bottom 2 PSU isohaline (commonly denoted in the literature as X2) is often 

used as an indicator for salt intrusion (Schubel, 1992; Monismith et al.,1996,2002; Herbold and 

Vendlinkski, 2012; Andrews et al. 2017). Therefore, the freshwater RT in this study is defined as the 

time that the salinity remains below 2 PSU. 

For the purposes of this study, a 3D numerical model for an idealized delta configuration is built in 

Delft3D and five simulations with different flow distributions are carried out. The implemented 

hydrographs follow typical distributions that can be often found in real deltas. The paper aspires to 

provide answers through the idealized modelling for a more sustainable use of freshwater resources 

in deltaic systems.   

2 METHODS 

2.1 Model setup 

The present work uses a 3D model with an idealized delta configuration that can be seen in Figure 1F. 

The model that was built in Delft3D (Deltares, 2014) encompasses a larger area with dimensions 20 

km x 22 km but the area of interest for this research contains only the delta configuration with its 

channels and interdistributary areas (Figure 1f). Results outside of the delta and throughout the 

deeper offshore area are not presented as they are out of this paper’s scope. The model’s bathymetry 

remains constant during the simulations and there is no sediment input. Bed level changes are not 

considered so that the impact of flow distributions on the salinity is isolated from any morphological 

effects. The vertical resolution consists of eight sigma layers. The default Delft3D values for horizontal 

diffusion and viscosity are introduced in the model equal to 10 m2/s and 1 m2/s respectively. A spatially 

constant Chezy coefficient (45 m1/2 / s-1) is implemented to account for bed roughness. A cyclic implicit 

numerical scheme is used and the time step is 30 seconds being the optimum value for both model 

stability and computational time. The model’s grid resolution and bathymetry can be found in the 

Appendix (Figure 8, Figure 9 and Table 3).  

2.2 Hydrodynamic forcing 

The model is forced with an annual river flow distribution. Five simulations are setup with hydrographs 

of equal water volume but different shape each time. A real flow distribution with data from the Po 

Delta for 2009 (Montanari, 2012) is used to construct the hydrographs. The data are converted first 
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into a cumulative distribution where each daily flow has a probability of occurrence once in 365 days. 

A beta distribution is then built using the following equation (Yue et al., 2002):  

𝐵 (α, β) =  ∫ 𝑥𝛼−1 (1 − 𝑥)𝛽−1𝑑𝑥
1

0
                        (1) 

0<x<1 ; α, β > 0 

Where x is the variable and the shape of the hydrograph is determined by the shape parameters α 

and β. The normalized probability distribution is then converted to a flow distribution by multiplying 

by the annual water volume of the real hydrograph (Po Delta in 2009). However, the data need to be 

scaled down to fit the model’s dimensions and ensure its stability. The scaling is done based on the 

river cross-sections’ ratio between the real (Po Delta) and the idealized delta. The produced 

hydrographs can be seen in panels a-e of Figure 1. Table 1 presents the basic statistic parameters for 

each beta distribution. Equal shape parameters result into symmetric hydrographs (Figure 1 a,b,c) and 

the higher their value the higher the peak is. When α is smaller than β a positively skewed hydrograph 

occurs (Figure 1d). The hydrograph exhibits negative skewness when b is smaller than a (Figure 1e).  

The five hydrographs in Figure 1 can be qualitatively classified based on their shape and the tails of 

each distribution as: 1) Platykurtic (light tails and low peak), 2) Mesokurtic (relatively light tails and 

medium peak), 3) Leptokurtic (heavy tails and high peak), 4) Positively skewed (long tail on the right) 

and 5) Negatively skewed (long tail on the left). All of them correspond to seasonal regimes with a 

pronounced wet season (Hansford et al. 2020). The distinction between heavy and light tails in this 

paper is defined as follows: heavy tails indicate distributions with larger probability of getting an 

outlier (e.g. leptokurtic) and light tails indicate distributions that go to zero faster than the exponential 

distribution (e.g. platykurtic) (Bryson 1974;Glen 2016). 

 Annual flow distributions with shapes close to the hydrographs of Figure 1 are recorded often in many 

real deltas. For example, right skewed hydrographs (Figure 1d) were reported in deltas located at the 

Gulf of Mexico including the Wax Lake Delta in the years between 2006 and 2010 (Shaw et al. 2013) 

and the Mississippi Delta between 1993 and 2012 (Kolker et al. 2018). Based on large data records 

from internet data bases and national agencies, Latrubesse et al. (2005) showed that the Mekong and 

the Ganges-Brahmaputra river catchments develop usually left skewed annual hydrographs (Figure 

1e). The Yangtze delta sees its peak flow often in the middle of the year at some time during the wet 

season that occurs between May and September (Birkinshaw et al., 2017). Such flow distributions are 

similar to that of Figure 1c and have been reported in the years between 1996 and 2005 (Lai et al., 

2014; Birkinshaw et al., 2017) in the Yangtze Delta. In addition, when Hansford et al. (2020) averaged 

daily flow data for the period 1978-2009 in the Parana Delta (Argentina), they detected an annual flow 

hydrograph very similar to a platykurtic distribution (Figure 1a). Finally, mesokurtic hydrographs as 

the one in Figure 1b have been observed in the Colorado and Nile deltas. Averaged annual 

hydrographs for the 1950-1993 period in the Colorado (Pitlick and Cress ;2000) and flow distributions 

at several stations in the Nile (Eldardiry and Hossain, 2019) confirm this. The averaged over the years 

1984-1996 annual hydrograph in the Niger Delta also exhibited a mesokurtic hydrograph shape 

(Lienou et al., 2010).   
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2.3 Boundary Conditions  
The effects of tides and the Coriolis force are neglected in order to isolate the influence on salinity 

from the various flow distributions. A zero water level is implemented at the offshore boundary while 

the Riemann condition (in the form of a zero velocity variant) applies in the lateral boundaries. Fresh 

water is assumed at the upstream river boundary and seawater salinity (30PSU) at the offshore and 

lateral boundaries.   

2.4 Initial Conditions 
A spin-up simulation precedes each time to get a dynamic equilibrium for salinity to be introduced as 

initial conditions. A uniform salinity equal to 30 PSU is implemented in the model except for the river 

upstream boundary where zero salinity is imposed. It is decided to spin-up the model with the initial 

flow of each hydrograph in Figure 1. These are very small but non-zero values and this reduces the 

time required to reach a dynamic equilibrium. In this way, the simulations will start from dry season 

(low flows) conditions. The river flow in the spin-up model is constant and the simulation is stopped 

after 30 days when steady state conditions are reached in all cases.  

 

 

Table 1 Statistical Parameters for each hydrograph type 

Scenario Shape 

parameters 

Kurtosis Qmax 

(m^3/s) 

Qmean 

(m^3/s) 

Platykurtic a =b = 2 2.14 140 93 

Mesokurtic a =b = 4 2.45 204 93 

Leptokurtic a = b =8 2.68 293 93 

PosSkewed a = 2 b= 4 2.62 197 93 

NegSkewed a = 4 b= 2 2.62 197 93 
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Figure 1 The hydrographs implemented in the model: a) Platykurtic b)Mesokurtic c) Leptokurtic d) Left Skewed and e) Right 

Skewed flow distribution for one year. f) The delta bathymetry. The red line AB measures the 6km distance from the river 

mouth (point A) corresponding to the length of the salt intrusion curve displayed in Figure 5b. The coloured semicircles with 

their centre at point A and radius 3km (red), 4.2km (green) and 5km (yellow) visualize the cross sections over which salinity is 

averaged for the result analysis in sections 3.1, 3.2 and 3.4.  

3 RESULTS 

3.1 Salinity response to river discharge changes 
Previous studies detected a hysteresis on the salinity’s temporal response to flow changes in estuaries 

(Hetland and Geyer 2004; Savenije 2005; Chen 2015). The salinity responds slower to flow decreases 

than increases. An investigation follows on the existence or not of this hysteresis in the idealized delta 

for the symmetric and skewed hydrographs in separate. To do this, the salinity is first averaged over 

depth and over a radial cross-section of 3 km distance from the mouth. Then, this is plotted either in 

time and/or against the river discharge. The decision to show results for this particular radial section 

(3 km) for both symmetric and skewed distributions is taken with the consideration that it is probably 

safer to assess the salinity response in a location with medium influence of the river discharge where 

the water does not become completely fresh. This is a somewhat arbitrary decision but it does not 

affect much the conclusions. The same analysis but for a section closer to the river (1 km) (available 

in the Appendix, Figure 10 and Figure 11) shows similar results.  

          3.1.1 Symmetric Hydrographs  
Figure 2a displays the mean over depth daily salinity averaged over a radial cross-section of 3 km 

distance (red semicircle in Figure 1f) from the mouth at every date for the three symmetric 

distributions. The bottom axis shows the dates of the 1st semester and the corresponding salinity for 

each day denoted by dotted lines. During the 1st semester the salinity decreases monotonously. The 

top axis shows the dates of the 2nd semester in reverse order starting from right to the left and the 

corresponding salinity for each day is denoted by circled lines. During the 2nd semester the salinity 

increases monotonously.  The unique daily values of the river discharge from each one of the three 

symmetric hydrographs are also added in the plot displayed as continuous lines and with its scale 

being on the right axis. Due to the symmetry, the dates on the top are projections of the dates on the 

bottom axis of equal river discharges. Therefore, the points of intersection of a vertical line drawn in 

Figure 2a with the dotted and circled lines give us the salinity level at days of equal flow.   

Figure 2a shows that initially, the order between the three symmetric distributions is as follows:  

Sleptokurtic >Smesokurtic > Splatykurtic because the relationship between the river discharge (Q) magnitude of 

the three symmetric distributions follows the opposite order Qplatykurtic  > Qmesokurtic  > Qleptokurtic. The 

order between the river discharges changes as the flow increases in the 1st semester and so does that 

of the salinity. Sleptokurtic falls below Splatykurtic at first and Smesokurtic a few days later. The dates of the 

intersection between the salinity curves correspond to the dates of intersection between the flow 

curves in each case which means that the salinity becomes lower in one simulation when its flow 

becomes higher than the flow of another simulation.  

The opposite procedure takes place at the 2nd semester and as long as the flow decreases. The salinity 

of the leptokurtic hydrograph becomes higher than the mesokurtic and then than the platykurtic 

salinity.  

Figure 2a indicates that there is a hysteresis on the salinity’s response between increasing and 

decreasing flows. For example, the leptokurtic salinity falls below the platykurtic one in the 1st 

semester on the 5th of May. This means that the change occurs only 55 days before the peak flow day 
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on the 1st of July. On the contrary, the leptokurtic salinity becomes higher than the platykurtic one in 

the 2nd semester on the 10th of September. This is 72 days far from the 1st of July (peak flow day) 

which shows a delay in comparison to the interchange in the 1st semester between the two 

simulations. Similar conclusions can be drawn when comparing between any couple of simulations.  

In addition, it can be seen that there is a time frame in each simulation when the salinity in the 2nd 

semester is always lower compared to its corresponding date of equal flow in the 1st semester. This 

indicates that the salinity might not be equal at dates of equal flow depending on whether the flow is 

increasing or decreasing and whether the peak flow has occurred already or not. However, this effect 

is not present for very low flows (at the start of the simulation) or very high ones while getting closer 

to the peak flow day. In this case, the salinity is equal for equal flows independent of increasing or 

decreasing river discharge.  

To get a clearer image of this salinity asymmetry between 1st and 2nd semester, the salinity 

differences of more than 0.5 PSU between the two semesters are plotted in Figure 2b for each day 

and each simulation separately. The maximum salinity difference increases with the peak flow 

magnitude but the duration of salinity differences decreases with it. For example, differences in 

salinity between the two semesters can reach 10 PSU in the leptokurtic case but they are present only 

for approximately 1.5 months. On the contrary, the maximum salinity difference in the platykurtic 

case is 8PSU but differences are present for 2.5 months instead. 
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Figure 2 a) A comparison of the mean over depth salinity averaged over a distance of 3km from the river mouth between the 

three symmetric distributions. Bottom axis shows the dates of the 1st semester. The dotted lines denote salinity in the 1st 

semester. Top axis shows the dates of the 2nd semester moving from right to the left. Circled lines denote salinity in the 2nd 

semester increasing from right to the left. The river discharge of each symmetric distribution is added with continuous lines 

and with its scale on the right axis. The flow increases from 1st of January until 1st of July following the bottom axis and 

decreases from 2nd of July until 31 of December following the top axis. b) A timeline of the salinity differences above 0.5 PSU 

between the 1st and 2nd semester for each symmetric distribution. 
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3.1.2 Skewed hydrographs 
The analysis for the two skewed hydrographs is presented in a different manner since the flow range 

remains the same in both cases. Figure 3 displays the salinity averaged over depth and over the radial 

cross section 3 km far from the mouth against the river discharge. The positive skewed case shows 

almost equal salinity between the start and the end of the simulation. The long tail covers a period of 

9 months with decreasing flows that allows the salinity to recover and return to its initial state. In 

contrast, the salinity for the negative skewed hydrograph is about 1 PSU lower at the end of the 

simulation compared to its initial value. In this case, the simulation ends with the short tail that covers 

a period of only 3 months with a very sharp flow decrease that does not allow the salinity to recover.   

There are indications of a hysteresis in salinity’s response to flow changes in Figure 3 as well. Both 

simulations exhibit a time frame with lower salinity during the decreasing flow periods compared to 

equal discharges at increasing flow periods. The salinity is lower in the short tail for the negative 

skewed and in the long tail for the positive skewed case.  

Similarly to what is observed in Figure 2a for the symmetric hydrographs, there is a flow range with 

equal salinity. This occurs during high flow periods. When the flow is between 120 m3/s and 200 m3/s 

the salinity is equal between the two skewed hydrograph simulations. This means that for very high 

flows, the salinity’s response is independent of skewness and of increasing or decreasing flows.  

The flow range in the short and long tails is equal in both simulations and varies between very low 

discharges and the peak flow that is close to 200 m3/s. The short and long tail seem to cause the same 

level of salinity variation as this fluctuates between 0 PSU and 24 PSU. This indicates that by increasing 

the flow rate a salinity standard could be achieved in much shorter time. 

 

Figure 3 The mean over depth salinity averaged over a distance of 3 km far from the river mouth against the river discharge 

for the two skewed hydrographs. The circles correspond to the dates of the long tail and the crosses to those of the short tail. 
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3.2 Stratification 
Changes in the river discharge affect the stratification. Increases in the river discharge usually result 

in stronger stratification (Monismith et al., 2002; MacCready, 2004; Ralston, Geyer and Lerczak, 2008; 

Lerczak, Geyer and Ralston, 2009; Wei et al. 2016) with high top to bottom density differences. 

Therefore, the influence of the flow distribution on the stratification is measured in this section by 

taking the difference of the top to bottom layer salinity. To visualize the results, the top to bottom 

salinity differences are averaged over radial cross-sections like it was done in section 3.1. The 

averaging is done over points in a distance of 3 km and 5 km from the river mouth (red and yellow 

semicircles in Figure 1f) to compare results between shallow locations in the delta front (i.e. area 

including delta channels) and deeper ones at the pro-delta (i.e. delta area beyond the channels ends) 

(Hori & Saito 2007). The evolution in time of the stratification is presented for both symmetric and 

skewed flow distributions and for both radial sections in Figure 4.  

The shape of the hydrograph does not seem to affect the range of stratification which remains similar 

between the five cases in each section (3km and 5km). This range is relatively small at the 3 km section 

(Figure 4a and b) which is the shallower one where mixing occurs under the influence of stronger 

bottom friction. The three symmetric hydrographs (Figure 4a) show a stratification level that increases 

initially following the hydrographs shape. For example, the leptokurtic curve demonstrates heavier 

tails and almost constant stratification for the period that the hydrograph has also heavier tails. At the 

same time, the platykurtic curve demonstrates light tails with a sharp increase of stratification in 

accordance with the sharp flow increase in Figure 1a. As the river discharge increases continuously, it 

crosses a threshold above which it manages to mix the water column despite the absence of other 

contributors (e.g. tide-induced mixing). This is most probably accompanied by a seaward shift of the 

salt intrusion length. The level of mixing depends on the level of the peak flow. The higher the peak 

the lower the stratification is. In that sense, the leptokurtic is the more efficient hydrograph against 

stratification while the decrease of stratification in the platykurtic is not substantial. The skewed 

hydrographs (Figure 4b) present similar results. Initially, the stratification increases following the flow 

increase but it drops when the river discharge is high enough to mix the waters. This occurs earlier in 

the positively skewed case, 40 days after the start of the simulation and during the short tail. It occurs 

later in the negatively skewed simulation, 170 days after the start and during the long tail. In both 

cases, the stratification starts to increase again when the river discharge drops below a threshold value 

when it cannot mix the water anymore. After this point and till the end of the simulation, the top to 

bottom salinity differences follow the flow distribution.  

In the deeper waters (5 km radial section, Figure 4c and d), the stratification follows the flow 

distribution and increases/decreases when the river discharge does increase/decrease too 

irrespective of the hydrograph shape. Its value reaches its maximum at the time of the peak flow. 

Accordingly, the higher the peak flow the higher the stratification can become and this is why the 

leptokurtic shows the maximum top to bottom salinity difference (17 PSU) and the platykurtic the 

minimum one (13 PSU). In the same concept, the two skewed simulations (Figure 4d) show an equal 

maximum stratification occurring though at different time moments following the difference in the 

position of their peak on the hydrograph. 

Changes in the spatial salinity distribution are reflected in Figure 4c and d as spikes, one before and 

another one after the peak flow. As the flow increases, the freshwater spreads radially in wider areas 

resulting in more symmetric spatial distributions. An example of a change in the spatial salinity 

distribution for the platykurtic hydrograph is given in the Appendix (Figure 12).  At the moment this 

change occurs, the rate of stratification increase/decrease in the 1st/ 2nd semester also changes. The 
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time period between the spike and the peak flow is longer in the 2nd semester when the flow decreases 

as a result of the slower salinity’s response to decreasing than increasing flows.  

 

Figure 4 a), b) The evolution in time of the top to bottom layer difference of the radially averaged salinity in a distance 3 km 

from the mouth in the symmetric and skewed flow distributions respectively. c), d) The evolution in time of the top to bottom 

layer difference of the radially averaged salinity in a distance 5 km from the mouth in the symmetric and skewed flow 

distributions respectively. 

3.3 Salt intrusion in the inlet 
Sustained drought periods may result in salt intrusion inside the river mouth. This is often defined by 

the location of the 2 PSU bottom isohaline (Schubel, 1992; Monismith et al.,1996,2002; Herbold and 

Vendlinkski, 2012; Andrews et al. 2017). The time that the salinity at the bottom of the river mouth 

remains below 2 PSU is measured for each simulation with the intention to detect the flow distribution 

that keeps the river mouth fresh for the most time.  Figure 5a shows the level of the bottom salinity 

at the river mouth (point A in Figure 1f) for the whole simulation period in each case. The five 

simulations start from a dry season state with very high salinity at the bottom of the mouth meaning 

that there is salt intrusion in the inlet. The intrusion is averted when the river flows become higher 

during the wet season. It is identified from Figure 5 that the river discharge at the time the salinity 

falls below 2 PSU is approximately 100 m3/s in each case. The rate at which the flow rises in each 
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hydrograph until it reaches this threshold determines the moment that the inlet’s salt intrusion 

disappears first. The earliest this can happen is for the positive skewed and the latest for the negative 

skewed hydrograph. The time period that the inlet remains fresh is determined by the hydrographs’ 

tails and the peak flow position. Table 2 displays the total number of days and the days after the peak 

flow that the bottom salinity at the mouth is less than 2 PSU. The symmetric distributions indicate that 

the lighter the tails (platykurtic) the longer the inlet is fresh (210 days). The positive skewed case, 

which also shows light tails but for shorter time, exhibits the second longer period (189 days). Being 

antisymmetric to the positive, the negative skewed hydrograph keeps the inlet fresh for a long period 

as well (179 days). However, the fact that its peak occurs much later in time seems to have an effect 

by cutting out 10 days making it equal to the mesokurtic hydrograph. The minimum duration of all 

(147 days) corresponds to the leptokurtic as it has the heavier tails. The results are a bit different when 

the time is measured after the peak flow. In this case, the positive skewed hydrograph exhibits the 

longer duration (126 days) with the platykurtic being second now (119 days). This indicates that it 

might be better to force a peak flow to occur early in the year in order to establish a fresh water 

system for longer periods. This is further supported by the fact that the negative skewed hydrograph 

manages to keep the bottom salinity at the mouth below 2PSU only for 80 days, even 2 days less than 

in the leptokurtic hydrograph.  

Table 2 The total duration and the time after the peak flow that the bottom salinity is less than 2 PSU 

at the river mouth 

Case Total Duration 

(days) 

Duration after the 

Peak (days) 

Platykurtic 210 119 

Mesokurtic 179 100 

Leptokurtic 147 82 

PosSkewed 189 126 

NegSkewed 179 80 

 

3.4 Salinity longitudinal distribution 
Possible effects of the hydrographs shape on the salinity longitudinal distribution are investigated in 

this section. In Figure 5b, the mean over depth and annual averages of salinity in the delta are 

averaged over radial cross sections every 300 m along a distance of 6 km from the river mouth (see 

cross-section AB in Figure 1f). This technique follows the concept of the salt intrusion curves, often 

used in other studies to measure cross-sectional salinity averages from the estuary mouth’s to its head  

(Savenije, 1993; Nguyen and Savenije, 2006; Nguyen et al., 2008; Zhang et al., 2011). The annual 

salinity average at the river mouth is above the 2 PSU threshold in every case. This is probably caused 

by the long periods of heavy tails (meaning very low flows) at all hydrographs except for the platykurtic 

one. Having the lightest tails of all, the platykutic case presents the lowest salinity value and closest 

to the 2 PSU threshold at the river mouth. The spatial salinity distribution in the delta increases 

gradually downstream. The rate of salinity increase between two successive sections is not constant 

because in contrast to their length, the depth of the radial cross-sections does not increase 

monotonously downstream. The shape of the five curves in Figure 5b is very similar and does not seem 

to be affected by the shape of the hydrograph. A border exists 4.2 km far from the river mouth where 
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downstream of it the salinity is equal between the platykurtic, mesokurtic and the two skewed 

hydrographs. The green semi-circle in Figure 1f denotes the radial section of 4.2 km. This is located at 

the border between the delta front and the pro-delta. Upstream of this border, hydrographs with 

lighter tails (platykurtic) provide a salt intrusion curve of the lowest salinity. Hydrographs with similar 

peaks and flow ranges, such as the positive skewed and the mesokurtic provide exactly the same 

spatial salinity distribution in the delta. The salinity in the negative skewed is slightly higher than them. 

This indicates a negative effect of moving the peak closer to the end instead of the start of the 

hydrograph as it causes an increase of salinity. Downstream of the green semicircle, in the absence of 

complex bathymetry and in deeper waters (pro-delta), the salt intrusion curve is the same for all cases 

with the exception of the leptokurtic hydrograph that still shows the highest salinity. It appears then 

that the salinity in deep areas is less affected by changes in a hydrograph shape. 

 

 

Figure 5 a) Time series of the bottom salinity at the river mouth (point A in Figure 1f). Each colour represents results for a 

simulation with a different hydrograph. The dashed black line draws the 2PSU threshold. The short brown, magenta and black 

vertical lines indicate the time moment of the peak flow on the horizontal axis for the positive skewed, negative skewed and 

symmetric distributions equal to 91,274 and 183 days respectively. b) Annual averages of the mean over depth salinity when 

averaged radially every 300 m along a distance of 6km from the river mouth. 
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Figure 6 The time in days that salinity is less than 2 PSU in the delta for the a)Platykurtic b)Mesokurtic c)Leptokurtic d)Positive 

and e) Negative skewed hydrograph cases. The hydrograph corresponding to each plot is added on top of it as a miniature. 

The black lines in the background delineate the delta channels. White coloured spaces denote dry areas. The river inlet has 

been taken out from the maps and the abscissa is set to start at the river mouth. Cyan coloured areas never become fresh. 
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3.5 Freshwater residence time 

Considering the water to be fresh as long as its salinity remains below 2 PSU, its residence (or transit) 

time is calculated to determine how long the delta remains fresh in each simulation and to what 

extent. Figure 6 includes maps of the delta for each simulation displaying the total time in days that 

the depth averaged salinity remains below 2 PSU. The delta channels borders are delineated in the 

background (in black colour) to visualise the size of the area that becomes fresh in each case. The cyan 

colour in these maps represents areas that never become fresh (freshwater RT is zero). In every case, 

the tendency is that the time salinity remains below 2 PSU decreases downstream in long distances 

from the river mouth. The peak flow seems to be the determinant factor for the extent that becomes 

fresh. This is almost the same for the mesokurtic (Figure 6b) and the two skewed cases (Figure 6d,e) 

because their maximum flows are very close (204 m3/s in the mesokurtic and 197 m3/s in the skewed 

hydrographs). 

In the symmetric distributions, the delta area that becomes fresh increases with increasing peak flow. 

Hence, every delta channel becomes fresh when the leptokurtic hydrograph is implemented - with the 

exception of the two most distant ones at the top left and bottom left corner of the map. On the 

contrary, a more limited delta area becomes fresh with the platykurtic hydrograph (Figure 6a) 

compared to the other hydrograph cases. Interestingly though, this case provides the longest fresh 

water conditions period. The delta is fresh in relatively small or medium distances from the mouth for 

almost 7 months. The duration of a freshwater period for a symmetric distribution decreases as the 

tails of the hydrograph become heavier. This is why the maximum time that salinity can be below 2 

PSU with the leptokurtic hydrograph is only 5 months (Figure 6c). In the case of the skewed 

hydrographs the positive one (Figure 6d) keeps the delta fresh for more time than the negative (Figure 

6e) highlighting the importance of its hydrograph slope that shows a rapid flow rise in the 1st semester 

and an early in time peak discharge. The hydrograph’s slope is identified as another crucial factor 

because the two cases exhibiting the faster rate of flow rise in the 1st semester (platykurtic and right 

skewed) provided the longer fresh water conditions in the delta.  

 In the map plots, differences in the duration within certain areas of the delta indicate bathymetry 

effects. There seems to be a difference of 25 days in the duration between the right and left sides of 

the inlet (looking seaward) (Figure 6a,b,d). The latter is deeper and thus the higher bottom salinity 

reduces the duration in comparison to the shallower areas right of the inlet. This difference is more 

pronounced in the negative skewed case (Figure 6e) when the dry season is prolonged and the low 

fresh water flows do not manage to decrease the salinity in the deeper areas. On the other hand, this 

separation between deep and shallow areas is not present in the leptokurtic case (Figure 6c) because 

the peak flow is very high and distributes symmetrically the fresh water throughout the delta.  

3.6 Flushing times 

The flushing time (FT) in each of the five simulations is calculated by the following equation (Dyer 

1973; Alber and Sheldon, 1999):  

𝐹𝑇 =  
∑ (

𝑆𝑆𝑊 − 𝑆𝑖
𝑆𝑆𝑊

) 𝑉𝑖
𝑛
𝑖

𝑄𝐹
                                           (2)                 

For a total number 𝑛 of grid cells 𝑖  , 𝑉𝑖 and 𝑆𝑖 are its volume and salinity respectively. 𝑆𝑆𝑊 is the sea 

water salinity (in this case equal to 30PSU) and 𝑄𝐹 an averaged over a time frame river discharge. The 
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determination of the appropriate period of averaging for the calculation of 𝑄𝐹 can be a complex issue. 

In this paper, the Date Specific Method (DSM) is used as introduced by Alber and Sheldon (1999). The 

method assumes that the averaging period must be equal to the FT. By selecting an observation day 

as a starting point, the FT is calculated through an iterative process working backwards and stops when 

its value equals the period over which the river discharge is averaged.  

The FT was measured twice after determining the averaging period first by setting the start at the day 

of the maximum flow and second at the last day of the simulation. Figure 7a displays the FT for both 

starting days. The five simulations show comparable results when the maximum flow day is considered 

the starting point. In this case, the averaging period is only one day because the river flow is so high 

that replaces immediately the salt with fresh water and so 𝑄𝐹 in equation 2 is also 𝑄𝑚𝑎𝑥. 

Consequently, the FTs are about 1 day and the differences between the five simulations are in the 

order of a few hours. The order of the FT between the five hydrographs follows the order of their 

peaks and the higher the flow the lower the FT is.  

If the last day of the simulation is taken as the observation day to determine the averaging period, the 

differences in the FT between each hydrograph are more significant. The negative skewed hydrograph 

exhibits the lowest FT (4 days) because it contains the highest flows at its end. The symmetric 

distributions show a progressive decrease of the FT as the hydrographs tails become lighter. As a 

result, the leptokurtic hydrograph requires the most time for water renewal (17 days) with the positive 

skewed one demonstrating similar values since its heavy long tail occurs at the end of the simulation. 

 

Figure 7 The flushing time for each simulation calculated using the Date Specific Method (DSM) to determine the river 

discharge averaging period. a) Comparison of the flushing time measured with the average river discharge over a period with 

the starting date at the day of the maximum flow (Qmax, red bars) and the last day of the simulation (Qend, green bars).b) 

Comparison of the flushing time measured with the average (red bars) and the median (green bars) river discharge over a 

period with a starting date at the last day of the simulation 

However, since most of the hydrographs contain very low river discharges at the end of their 

simulation, it is possible that the average discharge 𝑄𝑒𝑛𝑑   introduced in equation 2 might lead to an 
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underestimation of the FT when the starting date is the last one. For this reason, the calculation of the 

FT is repeated for this specific case by introducing the median discharge over the averaging period 

instead of its mean value. Figure 7b provides a comparison between the FTs measured with the 

median and the average discharge. The outcome is very interesting because even though the 

relationship of the FTs between the various hydrographs remains the same, the values in some cases 

are quite different. In the leptokurtic case, the median FT is more than 120 days (4 months) while the 

average one was just 17 days. Clearly, the average discharge leads to an underestimation for a 

hydrograph with very heavy tails. Similarly, the positive skewed hydrograph that also exhibits heavy 

tails at the end of the simulation gave a higher median FT (30 days) than its average one (17 days). In 

addition, the median FT uncovers a significant difference of the time required for water renewal 

between the leptokurtic and the positive skewed hydrograph which was not detected when the 

average discharge was used. The positive skewed hydrograph exchanges water 3 months faster than 

the leptokurtic according to the median FT calculation.  

4 DISCUSSION  

4.1 Salinity response to river discharges 

Results in section 3.1 indicate the existence of an asymmetry in the salinity response to flow changes. 

The salinity responds slower to decreasing than increasing flow independent of the hydrographs 

shape. This asymmetry has been identified in several estuarine studies as well (Blanton et al. 2001; 

Hetland & Geyer, 2004; Savenije 2005;MacCready, 2007; Uddin and Haque, 2010; Chen, 2015). 

Savenije (2005) simply states that the replacement of fresh with salt water takes more time.  Hetland 

& Geyer (2004) attributed the asymmetry in the estuarine response to the increase of the bottom drag 

when the flow decreases. The idealized delta presents a complex and asymmetric bathymetry so that 

it would be reasonable to assume an effect of the bottom drag to the salinity response. For example, 

Figure 6 shows higher freshwater RT in the shallower parts of the delta for some simulations. However, 

Figure 2a shows that this asymmetry does not concern periods with very high or very low flows. At 

these times, the salinity is equal for equal flows between the two semesters irrespective of whether 

the flow increases or decreases. The peak flow magnitude seems to have a strong influence. The higher 

the peak the shorter the asymmetry period is and the higher the salinity decrease is too (Figure 2b). 

This could be similar to the shorter adjustment times to large peaks in estuaries that Chen (2015) 

reported. In contrast to Hetland and Geyer (2004), Chen (2015) claims that the asymmetry is caused 

by two other factors: non-linearity of the salt flux and large variations in the river forcing. The results 

in section 3.1 present a direct dependence of the salinity response timescale to the flow. Monismith 

(2017) states that this is true only in systems close to steady state although the relationship is not 

linear. This is most probably true for the present case since the hydrographs of Figure 1 assume slow 

flow changes and this justifies the direct dependence of salinity response to river discharge observed 

in the results. In addition, Monismith (2017) examined if it is possible to take advantage of this 

asymmetry and achieve a specific salinity standard with flow variations of lower freshwater volumes 

compared to a constant flow for the same time frame. The outcome was that the flow needed to 

obtain a certain salinity value (e.g. 2 PSU) increases as the period of flow variation increases. Similarly, 

Figure 6c indicates that to sustain the 2 PSU salinity threshold in its most distance position, higher flow 

would be required to vary for a longer period. However, this would result in an increase of the 

freshwater volume compared to the other hydrographs.  

The response asymmetry of salinity to flow changes can be well detected in the skewed hydrographs 

too (Figure 3). The effect of high flow periods when the salinity does not vary between increasing or 
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decreasing flows is also present. Most importantly though, the conclusion is that for a given flow range 

a standard salinity decrease could be achieved in much shorter time if the flow rate is increased or in 

other words if the hydrographs tails become sharper.  

The latter outcome could be extremely useful in terms of water management as it seems that for a 

given flow range, the increase of its rate can decrease faster the salinity and remarkably improve the 

conditions in the delta. The faster rate of flow change (lighter tails) is also what probably makes the 

platykurtic hydrograph a preferable option compared to the leptokurtic one since it sustains 

freshwater conditions in the delta for longer periods. This would prolong the period that the various 

anthropogenic activities could take place safely in the delta even though the leptokurtic hydrograph 

could achieve larger salinity decrease but for a limited time. 

4.2 Drivers of hydrographs shape change and its impact on salinity 

Deltas can be found at all latitudes and climatic zones (Roberts, Weimer and Slatt, 2012). Although 

not absolute, a hydrograph’s shape could be indicative of certain climate zones. Climate change will 

affect hydrological regimes in the future which can reflect as changes in hydrographs shape. Riverine 

flow changes result from either natural climate variability (NCV) (Deser et al., 2012) or anthropogenic 

climate change (ACC) (Zhang and Delworth, 2018). NCV influences riverine floods magnitude and 

timing (Merz et al., 2014; François et al., 2019). Atmospheric processes such as intensified 

precipitation (Viglione et al. 2016) can increase riverine flood peak discharges (Hall et al., 2014; Zhang 

et al., 2015). Such increases may result in hydrographs like the leptokurtic in Figure 1c that presents a 

sharp peak. This type of hydrograph with large differences between maximum and minimum flows is 

often found in   monsoonal climates (Hansford et al. 2020). The results analysis in section 3 indicates 

that peak flow increases could result in an offshore displacement of the salt intrusion length, 

freshening of a larger area in the delta, mixing of the water column with freshwater and fast renewal 

times during this period. However, this positive effect would be only temporary if it is not 

accompanied by an increase of the streamflow throughout the year and the delta’s salinity will shortly 

recover to its pre-peak flow state. A platykurtic hydrograph that has lower peak but smaller 

differences between maximum and minimum flows is more successful in retaining the delta fresh for 

longer periods. Increases of peak flows magnitude with thus similar effects may arise by ACC as well 

as for example urbanization and land use changes that decrease soil infiltration and weaken the 

natural buffering effect (Vogel et al.2011; Prosdocimi et al. 2015; François et al., 2019).  

Warmer temperatures have led to earlier spring discharges in rivers affected by snowmelt (IPCC 

2007;Matti et al., 2017;Bloschl et al. 2017). The positively skewed hydrograph’s peak is of similar 

magnitude to the mesokurtic and the negative skewed one but occurs earlier in time. An earlier 

occurrence of the same magnitude peak flow shows to have an advantage in terms of keeping the 

delta and its river mouth fresh for longer periods compared to the two other cases. Despite this, the 

annual and spatial averaged salinity remains the same between these three cases. Moreover, the 

earlier spring peak discharge shifts the river runoff away from the summer and the autumn which are 

the months with the highest water demand and so special consideration should be taken in these 

conditions (IPCC 2007). On the other hand, polar warming has caused a delay of winter floods in the 

North Sea and some sectors in the Meditteranean Coast (Bloschl  et al. 2017). In the hydrographs of 

Figure 1, when the peak flow is positioned late in time (negative skewed) the freshwater residence 
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time is much lower compared to other cases of equal peak flow. However, the winter’s water renewal 

time may become faster in this case because of the higher flows during this period.  

Rises of temperature, increases of evaporation and warming of the oceans in recent years has 

intensified droughts that have also become more frequent (IPCC 2007). In addition, reduction of runoff 

in many regions is assumed to be the result of a poleward expansion of the subtropical dry zone due 

to anthropogenic climate warming (Lu et al.2007; Milly et al., 2008). Conversion of delta regions to 

arid zones due to sustained drought periods could modify their annual hydrographs into a mesokurtic 

shape which is the hydrograph type usually met in these zones (Hansford et al. 2020) as is the case for 

the Colorado and Nile deltas (Day et al., 2021). The effect on salinity would depend mainly on the peak 

flow change. If the peak flow increases then an offshore displacement of the salt intrusion zone should 

be expected, a decrease of stratification and freshwater residence times together with a delay in water 

renewal times. The reverse effects should be expected if the peak flow decreases. 

4.3 Effects of flow distributions on stratification  

The evolution of stratification in time with flow changes depends a lot on bathymetry. In deep waters, 

it follows the hydrographs shape consistent with what is reported in many estuarine studies 

(Monismith et al., 2002; MacCready, 2004, 2007; Ralston et al.2008; Lerczak et al.2009; Wei et al. 

2016). The level of stratification increases with the flow increase so that the leptokurtic hydrograph 

exhibits the maximum and the leptokurtic the minimum top to bottom salinity differences. In shallow 

waters, the link between the stratification and the hydrograph shape breaks when the river discharge 

is sufficient to mix completely the water column. This is expected to happen in areas closer to the river 

mouth where the depth is shallower and the river discharge’s influence stronger. This difference of 

stratification between deep and shallow areas is not surprising and has been reported earlier. For 

example, Sridevi et al. (2015) observed something similar in the Godavari estuary where the top to 

bottom salinity differences varied along the estuary due to bathymetric differences. Stratification was 

higher in deeper stations and lower in the shallow ones. Several conclusions can be drawn considering 

this result.  

If the interest regarding stratification is focused inside the delta and in areas closer to the river mouth, 

a flow distribution that follows the leptokurtic hydrograph shows several advantages. It presents 

longer periods with either mixed waters or very low vertical salinity differences compared to the other 

hydrographs. It should be noted though that during low flow periods, the salinity can be high despite 

low vertical differences Special consideration should be taken then concerning the salinity thresholds 

of different activities taking place in the delta. The two skewed and the mesokurtic hydrographs 

demonstrate a very similar stratification range in accordance with their flow range. This is an indication 

that the level of stratification is more sensitive to the peak flow magnitude than its position in the 

hydrograph.  

The range of stratification is much higher in the deeper areas (Figure 4c and d) and that can be 

explained by the weakening of the bottom friction that leads to stronger stratification (Monismith et 

al., 1996; Shaha et al., 2012). This can have several environmental consequences even though deeper 

areas are located downstream and closer to the sea where the activities taking place in the delta may 

not be so much affected. Stratification may cause anoxic conditions at the bottom layers and low 

oxygen can have environmental consequences to the aquatic life (Chant, 2012). For example, riverine 



NUMERICAL INVESTIGATION OF RIVER DISCHARGE AND TIDAL  
VARIATIONS IMPACT ON THE SALINITY IN DELTAIC SYSTEMS 

 

118 
 

2022 
 

waters are responsible for recurrent summertime hypoxia at the bottom waters of the river 

dominated Mississippi Delta (Schiller et al., 2011). 

4.4 Hydrograph shape effects on water renewal and freshwater residence times  

The results of sections 3.5 and 3.6 indicate that each hydrograph type has certain advantages and 

disadvantages. Therefore, the decision on the selection of an optimum hydrograph in regard to water 

quality should be per case and according to water management demands. The peak flow magnitude 

and the tails of each hydrograph are important parameters affecting freshwater RT and water renewal 

time.  An incremental increase of the peak flow results in a seaward salt intrusion limit displacement 

due to the negative correlation between river discharge and salinity (Garvine et al. 1992; Wong, 1995; 

Liu et al., 2001, 2007; Monismith et al., 2002; Becker et al. 2010). This is reflected in the panels of 

Figure 6 as an increase of the freshwater area with the peak flow increase. The freshwater area and 

RT follow an opposite trend. A peak flow increase results in a freshwater area increase but RT 

decrease. This is a consequence of the heavier tails that the higher peak flows hydrographs exhibit. 

For example, the leptokurtic hydrograph shows the lowest RT because of its sharp peak and the 

uneven flow distribution throughout the year. For the same reason, the leptokurtic dry season FT is 

also the maximum one since the freshwater cannot be fast enough replenished in such low flow 

conditions. The effect of heavy tails causes also the leptokurtic hydrograph to present the maximum 

annual and space averaged salinity while the platykurtic shows the minimum.  

Hydrographs of similar flow range and peak flows (e.g. skewed and mesokurtic) make fresh almost 

equal areas (Figure 6). However, the RT may vary between them because of bathymetry or the time 

of the peak flow in the hydrograph. For example, the positive skewed hydrograph shows higher RT 

which indicates positive effect of an early peak river discharge. In contrast, when the peak flow is 

positioned at the end of the year (negative skewed) the RT decreases significantly. In the last case, 

bathymetric effects are more pronounced because the difference in the RT between shallow and 

deeper areas is much higher than the two other cases.     

FT is known to vary a lot with seasonality (Ensign et al. 2004) and this results in different order of FTs 

between the five hydrographs during wet and dry season. FT gets shorter values during wet and higher 

during dry seasons. The critical parameters for the FT are the peak flow in the wet and the hydrographs 

tails in the dry season. However, the effect of the tails in the second case is much stronger than that 

of the peak discharges in the first case. The hydrographs shape does not influence significantly the FT 

during wet seasons. Although the FT decreases with the peak flow increase the difference is only 

within the range of hours. On the contrary, the FT increases by days as the tails become heavier. The 

selection of the statistical river discharge value to be introduced in the freshwater fraction method 

equation is very important in the case of heavy tails such as those of the leptokurtic and positively 

skewed hydrographs. The use of an average over a period of very low discharges such as those 

included in hydrographs with heavy tails can decrease the FT and provide an unrealistic estimation of 

the renewal time (Alber & Sheldon, 1999). The use of the median discharge is proposed instead. 

5. CONCLUSIONS 

This study investigated the influence of different shape but equal volume flow distributions on the 

salinity in deltaic systems. A 3D numerical model built in Delft3D for an idealized delta configuration 

was used. A series of five simulations was carried out with three hydrographs of symmetric 

distributions but of different peak flow magnitude and two skewed ones (positive and negative). The 
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results showed a hysteresis between increasing and decreasing river discharge for every distribution. 

The salinity response is slower to river discharge decreases than increases similar to what is observed 

in estuaries. This asymmetry is mitigated in periods of very high or very low flows. In addition, an 

increase of the flow rate could result in a salinity standard in much shorter time.  

Natural climate variability and anthropogenic climate change modify the hydrological regimes of many 

deltas causing changes to their annual hydrograph shapes. Modifications in the shape of the annual 

hydrographs can have positive or negative effects on the stratification, freshwater conditions, and 

water renewal and residence times.  

The relationship between stratification and hydrographs is much affected by bathymetry. There are 

two different responses of stratification to flow changes observed. The top to bottom salinity 

differences in deeper water areas follow exactly the hydrographs shape. This means that leptokurtic 

hydrographs cause higher stratification. This outcome is though reversed when the focus is in 

shallower areas. In this case, the river discharge manages to mix the vertical column with freshwater 

so that stratification decreases with the increase of the river discharge making the leptokurtic 

hydrograph the most efficient case for mixing. The stratification is more sensitive to peak flow 

magnitude than position in the hydrograph because flow distributions of similar flow range present a 

similar range of stratification levels.  

Freshwater areas, renewal and residence times depend on a hydrograph’s peak flow magnitude and 

tails. The time with freshwater in the delta increases when the hydrograph’s tails are light and the 

maximum to minimum flow differences become smaller to allow a more even distribution of the water 

volume throughout the year. The bathymetry can affect the residence time because shallow areas 

remain fresh for longer time. Freshwater areas and residence times follow an opposite trend. The 

latter increases with the decrease of the peak and the former decreases.  

The flushing time does not vary significantly during wet seasons between the different types of 

hydrographs. It does vary though in the range of days or months during dry season. In low flow periods, 

the flushing time increases as the hydrograph’s tails become heavier. For the water renewal time 

calculation in heavy tails hydrographs (e.g. leptokurtic and positively skewed), the use of the median 

instead of the average discharge is suggested to avoid an underestimation of the flushing time by 

mitigating the effect of very low flows.  

The work in this paper aspires to contribute in the efforts for a more sustainable water management 

in river deltas under the challenges of climate change and water demand increase. The results indicate 

that it is possible to mitigate salt intrusion issues by water supply regulations. Each type of the annual 

flow distribution investigated in the present work demonstrates its own advantages and 

disadvantages.  The selection of the most appropriate one probably can depend on many parameters. 

For example, the choice might be different if the goal is just to reduce the salinity in the delta than 

cause further mixing or push fresh water further away from the river. Nevertheless, the present study 

focused on river flow forcing only and so further research might be needed to determine the influence 

of other parameters such as for example tide-induced mixing.  
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6. SUPPLEMENTARY INFORMATION 

 

Figure 8  A) The model grid B) Zoom within the limits of the red box in A. 

 

Figure 9 The model bathymetry 

 



NUMERICAL INVESTIGATION OF RIVER DISCHARGE AND TIDAL  
VARIATIONS IMPACT ON THE SALINITY IN DELTAIC SYSTEMS 

 

121 
 

2022 
 

 

Parameter 

D50 for sand 225μm 

Settling velocity for mud 0.25 mm/s 

Density for hindered settling 1600 kg/m3 

Specific density for sediments 2650 kg/m3 

Critical bed shear stress for erosion 1 N/m2 

Critical bed shear stress for 
sedimentation 

1000 N/m2 

Chezy coefficient 45 m1/2/s 

Horizontal diffusion 10 m2/s 

Horizontal viscosity 1 m2/s  

Cohesive sediment input 0.2 kg/m3 

Non-cohesive sediment input 0.5 kg/m3 

Morphological factor 175 

Time step 12 seconds 
Table 3  Physical and sediment parameters for the morphological simulation 

 

 

 

 
Figure 10  Same content as in Figure 2a (manuscript) but for a radial section 1 km far from the river mouth 
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Figure 11 Same content as in Figure 3 (manuscript) but for a radial section 1 km far from the river mouth 
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Figure 12 The spatial salinity distribution at the surface layer in the platykurtic simulation at two different instants in the 1st 
semester. White coloured areas lie above the mean water level. The red semicircle indicates the 5 km radial section over 
which the salinity is averaged in section 3.2. Notice the difference in the spatial distribution between the 5th and the 15th of 
April. The distribution has become more symmetric on the 15th of April. The shape of the distribution changes at some time 
between the 5th and the 10th of April and that is reflected as a spike in Figure 4c. Similar changes of the spatial salinity 
distribution were detected for the two other symmetric and the two skewed hydrographs. 
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7 DISCUSSION 
This chapter is an effort to combine common elements included in the three papers presented in 

chapters 4,5 and 6. The first paper (chapter 4) constitutes the foundation basis of this work. The 

second paper (chapter 5) is an extension that includes the same methods but implemented in the 

presence of tides. The third one (chapter 6) is an attempt to investigate methods of better water 

management by implementing the model used in chapter 5. The results of these papers could be 

unified to some extent in order to provide overall conclusions from the work included in these three 

publications. The chapter is divided in seven sections. Each one discusses separately key elements 

from specific topics presented in this dissertation. The various sections summarize -where necessary- 

results from the papers that refer to the same or similar topics. They also elaborate further where 

required on the significance and importance of this work’s findings. 

7.1 The role of idealized modelling and its challenges  
 The simulation through idealized modelling of the various physical and dynamic processes that take 

place in a delta has been successful because a number of correlations were exported and several 

interesting inferences were extracted that hopefully will contribute and assist in further research in 

this field. This project proposes and supports the use and development of idealized models as an 

alternative method for research in deltas. Idealized models can be of great help because the access to 

extensive and accurate real data is not always possible in every delta worldwide. In addition, deltas 

differ in many ways between each other depending on morphology and hydrodynamic forcing and so 

conclusions from site-specific research may lack universality. 

The idealization approach adopted here refers to what is also called a ‘minimalized’ concept 

(Weisberg, 2007), meaning the construction of a model that includes only the core causal factors that 

give rise to a phenomenon. Using a minimalized concept, the present work was divided in three main 

categories. First, the influence of seasonally varying fresh water flow on the salinity in the absence of 

tides was investigated. Later, various tidal levels were added to see their impact on salinity and finally 

the effect of different hydrograph shapes was assessed but without considering tides. The advantage 

from the use of such ‘exploratory’ (Murray, 2002) models is that by omitting certain system 

parameters, the effect of a single causal factor can be better illustrated. This is very useful in the case 

of systems involving many interconnected processes (Murray, 2002). Exploratory models are not 

intended to reproduce specific cases, but to investigate general behaviours (Murray 2003). Results 

from such models lead to conclusions that can have generality and provide explanations on the effect 

of causal factors. Idealized models explain by accurately representing a set of difference-making causal 

factors isolated from other less important causes (Rice 2019).  

Limitations of idealization  
Of course, there can always be a level of uncertainty when trying to transfer directly conclusions from 

idealized studies into real cases. Nonlinearities that govern the relationship between various 

parameters in a real system may not lead to the exact same conditions predicted by an idealized 

model. Therefore, there might be limitations in the interpretation of idealized modelling results for 

real cases. In every case, idealized models are not intended to replace real case ones because they 

may not be able to capture non-linear effects between the various parameters and their results can 

be only qualitatively reliable and not quantitatively. In fact, idealized and real models should be rather 

viewed as complementary and not in juxtaposition between them because they are designed for 

different purposes. Real models are orientated to a ”specific problem solving” and to a lesser degree 

to a fundamental physical analysis while the ideal ones are orientated towards to ” a knowledge 

obtaining” without specific reference to a particular  practical problem in hand. 
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Within the context of this work, the two most important physical factors driving the phenomenon of 

salinity intrusion and spreading in deltas have been examined, that is, the fresh water (river) discharge 

and the incoming tide.  Evidently, there are also other factors that could be potentially involved such 

as winds blowing at periods very strong or precipitation and heat exchange at the sea surface.  

Needless to say that these could introduce other nonlinearities of their own and, therefore, this leaves 

able room for further research in the future within this adopted idealized scheme that could 

eventually reveal more on the contribution of each of these drivers to the entire process.     

Scaling  
As it has been stated in section 3.3 and explained in the methods sections of chapters 4, 5 and 6, this 

study’s idealized models are scaled. Scaling is usually done when something cannot be directly studied 

due to size (too large or too small) or speed (too slow or too fast). In the present project, scaling down 

was necessary to simulate the physical processes at scales as small as is practical given limitations of 

computing power. Building of a model that would correspond to natural sizes is impractical in this 

case. A model with very large dimensions would result in very long and time-consuming simulations. 

In addition, stability issues would require changes to the resolution of the model which could lead to 

a non-realistic and deficient bathymetry as it will be explained later. 

It is imperative for a scaled numerical model to represent fairly the physical processes of the under 

study phenomenon. Therefore, scaling requires a qualitative similarity, i.e. the same physical 

processes are present in an experiment (i.e. idealized model) and a prototype (i.e. a real delta) and a 

quantitative similarity meaning that the proportions between the scaled variables correspond to those 

in the prototype (Ransom et al. 1998). These two concepts are manifest in the form of the three basic 

similarity principles, i.e. geometric, kinematic and dynamic similarity (Ransom et al. 1998). The last 

two principles are ensured by the fact that the physical laws implemented in the model are the same 

that describe the physical processes in nature. Therefore, scaling is not harmful for the model’s validity 

because the governing laws (e.g. momentum and advection-diffusion equations) describing the 

system’s fundamental physical processes still hold in this case and are universal. Geometric similarity 

has been achieved by developing an idealized delta configuration that exhibits most of the features 

expected to be present in a real delta bathymetry.  

Bathymetry 
Each delta has its own characteristics in terms of morphology, geology, size, and hydrodynamic 

conditions, land uses etc. This complexity of deltas configuration render the building of a 3D model 

for an idealized delta a difficult, time-consuming, challenging and laborious task. The successful 

development of a delta morphology with the typical river channels curvature and meandering 

demands a meticulous determination of the setup parameters. The delta morphology depends on 

hydrodynamic forcing and sediment properties. The hydrodynamic conditions define the delta type 

(river, tide or wave dominated (Galloway, 1975) and the sediments its size and shape (Edmonds and 

Slingerland, 2007, 2010; Edmonds et al. 2011; Caldwell and Edmonds, 2014). The building up 

procedure was largely based on the methods and findings of the works by Edmonds and Slingerland 

(2010), Geleynse et al. (2011) and Caldwell and Edmonds (2014). Both delta bathymetries exhibit many 

typical delta features such as the delta front slope and the pro delta deepening (Hori and Saito 2002;  

2007; Goodbred and Saito, 2010) , the erosion in front of the river mouth and the downstream 

shallowing and widening of the channels (Lamb et al., 2012). 

The building up of the two models did not consider tidal forcing even though this is included in chapter 

5. Yet, deltas develop very different geometries depending on the strength of river and tide (Galloway, 

1975). However, the use of a single bathymetry in chapter 5 is necessary to isolate the direct effects 
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of tides from any bathymetric influences. The bathymetry must be kept the same so that the results 

from simulations with different amplitudes are comparable. Otherwise, the effect of tides will be 

intertwined with other parameters. For the same reason, morphological changes have been omitted 

in this study since it is known that density stratification can have an impact on sediment transport and 

vice versa. 

Grid resolution  
There were a few challenges and difficulties detected while building the delta bathymetry. The grid 

resolution appears to be a crucial factor for the development of a realistic delta morphology. Coarse 

resolution produces channels of constant width usually equal to one or two times the grid space step. 

Adjacent cells transform abruptly from dry to wet. The result is a network with straight channels and 

no curvature or meandering. The resolution has to be as finer as possible so that the flow erodes the 

bed and the suspended sediments are deposited unevenly between adjacent cells forming channels 

of various widths. Earlier idealized delta studies using Delft3D on which this work was based on (e.g. 

Liu et al.2020, Burpee et. al.2015, Caldwell and Edmonds 2014, Edmonds and Slingerland 2009) all 

used a 625 m2 (25 m x 25 m) grid cell area that is fit for the purpose. However, a very fine resolution 

requires a relatively small model area regarding computational efficiency. The first model in this study 

has small dimensions and the grid resolution close to the inlet reduced to 20 m x 10 m so this is not a 

problem in this case. As mentioned in section 3.1.2, the study of tidal effects would require a larger 

model as is the second one presented here with dimensions 22 km x 20 km. The reasons for a larger 

model are also stated in section 3.1.2. In this case, the resolution could not be so fine because the 

model becomes cumbersome for one year simulations and/or unstable for the river flow magnitude 

of the morphological simulation that is quite high in O(103)  (section 3.1.2.2). Despite that, the second 

model’s grid cell size is not far from that of the other studies (1 km2 instead of 625 m2). As it was 

discussed earlier, the output bathymetry provides a realistic morphology with many common delta 

features (Figure 14).  

Model testing   
Another challenge in idealization is model testing. Since these models are simplified and have left out 

intentionally certain processes (e.g. waves), the predictions should not involve the magnitudes of the 

model-dependent variables but the trends in how these variables (e.g. salinity) respond in various 

conditions (e.g. river or tidal forcing). Consequently, the value of idealized model results can only be 

qualitatively and not quantitatively assessed. A good example in this study is the implementation of 

the Strahler-Horton method that provided a non-scalable trend between salinity and stream order 

(see also section 7.3). However, idealized models are often criticized for their simplifications. A source 

of criticism is the uncertainty on the level of agreement between idealized model results and nature. 

It should not be taken for granted that the interactions the idealized model presents always exist in 

nature. Therefore, the idealized model’s results are usually tested for consistency with existing 

knowledge. For example, this project’s idealized models exhibited patterns that agree with what is 

observed in nature. The development of a baroclinic circulation with offshore flow at the top and 

onshore at the bottom layers, the increase/decrease of stratification with the increase/decrease of 

the river discharge and the effect of tides on the buoyant plumes’ symmetry and vertical structures 

are only some of them. This is very supportive and reassuring on the results validity. On the other 

hand, such results alone do not guarantee the same behaviour in nature but they show that the 

extracted conclusions are at least plausible. To support this argument, the model behaviour must be 

tested with field observations as well. In chapter 4, the methods implemented for model’s results 

analysis were repeated for a real case and showed satisfactory agreement. Finally, it should be noted 
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that idealized (or process-based) models are designed for explanation purposes and cannot be readily 

applied for other purposes (Murray, 2002). 

Boundary conditions  
The selection and implementation of boundary conditions is usually a tricky but significant matter 

because they are so important to obtain valid, reliable numerical results of physical meaning and 

overall value. The validity of the boundary conditions was assessed based on the resulted flow 

circulation and the salinity distribution. The latter should not be disturbed or constrained by the 

boundaries and the former should ensure that the current vectors are always parallel to the lateral 

and perpendicular to the offshore boundary irrespective of their sign. 

The morphological simulations are executed with a Neumann condition at the lateral boundaries. By 

this, a zero water level gradient is assumed along the boundary. The Neumann condition can be 

prescribed only at cross-shore boundaries in combination with a water level boundary at the seaward 

boundary (Deltares, 2013). This setup is satisfied in the morphological simulations. However, the 

inclusion of baroclinic terms in the momentum equations and the densimetric differences that these 

cause affect the water field and currents velocity direction. Therefore, changes to the boundary 

conditions are required in the simulations with salinity compared to the morphological ones to ensure 

that the correct flow circulation is established. It was discovered that a Riemann condition at the cross-

shore boundaries is more appropriate in this case. This is because the Riemann boundary condition 

represents a weakly reflective boundary that prevents reflections at the open boundary. This is 

imperative to avoid boundary effects and constraints on the salinity distribution. A zero flow along the 

boundary is imposed and the water level is computed by the model based on the known-depth field 

and assuming a zero water level in the reference plane (Deltares, 2013).  

For transport (i.e. salinity), the boundary conditions should match its initial value. Otherwise, the 

baroclinic pressure gradient can cause severe water level gradients (Deltares, 2013). For this reason, 

the salinity in the spin-up simulations is prescribed equal to 30 PSU at all open boundaries except the 

river where it is assumed that the water is fresh. This is not a problem for the sea boundary which is 

assumed to be the origin of salt water in the system and is at certain distance from the delta. It could 

be an issue though for the lateral boundaries in case the prescribed value has an impact on the salinity 

inside the delta. To preclude this, the diffusion along the lateral boundary gridlines was reduced. In 

this way, the model was allowed to calculate its own values at the boundaries independent of the 

prescribed value. This could be verified by the salinity isohalines in the map plots of chapters 4 and 5 

that show the isohalines making angles with the lateral boundaries. The figures show clearly that the 

isohalines are not constrained by the boundaries and the plume is allowed to develop uninhibited by 

the imposed salinity at the boundaries.  

When there is tide at the sea boundary, harmonic boundary conditions are prescribed. The tide is 

implemented in the model in the form of a cosine function with its amplitude defined through the 

Riemann invariant. This was done because this type of boundary conditions ensured a flow 

perpendicular to the offshore boundary at all times. However, it was discovered that the 

implementation of the Riemann invariant at the cross-shore boundaries were inappropriate in the 

presence of tides and caused unrealistic flow circulation. As a consequence, they were replaced by 

the Neumann condition. To avoid reflections at the open boundaries and any impact on the salinity, 

the baroclinic terms were deactivated. This is an option available in Delft3D that is recommended for 

such cases (Deltares, 2013). Boundary conditions for all cases are summarized in Table 3. 
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Table 3 The boundary conditions implemented at the cross-shore and offshore model boundaries for each type of simulation 

Simulation Cross-Shore Offshore 

Morphology Neumann Water Level 
Salinity without tides Riemann  Water Level 
Salinity with tide Neumann Riemann 

 

7.2 Salinity Seasonal Variation 
The salinity distribution in a coastal system depends on freshwater flow, tidal and atmospheric forcing 

(Bowen and Geyer 2003; Banas et al., 2004; Gong and Shen, 2011; Maccready, Geyer and Burchard, 

2018). In this study the effects of the latter have been neglected and the focus is on the river discharge 

and tidal level variations. The results indicated significant seasonal variation of the spatial salinity 

distribution caused by high dynamic flow variability. The patterns developed in the delta are quite 

different between dry and wet seasons in both river dominated and tidally influenced systems. In low 

flow periods, the freshwater area (taken as the limits of the 2 PSU isohaline) in the system without 

tides (chapter 4) is confined in the vicinity of the inlet. Diffusive processes prevail and the freshwater 

transport is slow. The potential energy is high close to the mouth due to the high vertical salinity 

gradients that develop. The result is that a salt wedge forms at the bottom of the river mouth 

indicating salt intrusion in the inlet. The flow acts seaward at the surface but landward at the bottom 

layer.  

A density front with high horizontal salinity gradients develops further downstream but inside the 

delta plain area. In this case, the outer areas of the delta that are in close proximity with the sea are 

fully mixed but the salinity indicates seawater values. Lateral variations of the density front during dry 

seasons can become important in the case of transverse depth variations (Wong, 1994). In estuaries, 

it has been observed that inflow is stronger in the deep and outflow in the shallower sections (Wong, 

1994; Valle-Levinson et al. 2000; Geyer and MacCready, 2014). The delta configuration that was used 

for the simulations including tides (chapter 5) presented a lateral bathymetric asymmetry with deeper 

channels on the left and shallower ones on the right of the inlet looking seaward. This causes high 

lateral salinity gradients at low flow periods because the salinity is high in the deep and low in the 

shallow channels. As a result, onshore flow develops at the deep and offshore at the shallow ones.  

Such bathymetric effects can be overridden in the presence of tides because of an increase in the flow 

circulation and currents in the delta. The flow jet and consequently the salinity distribution tend to 

become more symmetric. This corresponds to both dry and wet seasons. The result is a decrease of 

the gradients in the lateral but an increase in the longitudinal direction because the density front 

moves offshore to the well mixed (with seawater) distant areas. The effect of the tides on the velocity 

currents inside the delta and the development of more symmetric plumes has been reported in many 

estuarine studies (Chao, 1990; Garvine, 1999; Isobe, 2005; Guo and Valle-Levinson, 2007; Leonardi et 

al. 2013;Lee and Valle-Levinson, 2013).  

In high flow periods, the freshwater is spread radially in longer distances. Potential energy (and thus 

buoyancy) decreases because the higher river discharges manage to mix the water column in a quite 

large area. This area becomes even wider in the presence of tides due to tide-induced mixing. Delta 

channels that would remain saline in a river dominated system could be fresh if tidal level increases. 

However, there is a limit to these tide-related positive effects. If the tidal range reaches meso- or 

macro-tidal levels, the low salinity areas reduce in size leaving many of the channels outside of the 

freshwater zone.  
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Like the tides, higher river discharge can also override bathymetric effects and so the spatial salinity 

distribution becomes symmetric and close to semi-circular. Freshwater and low salinity areas expand 

further both laterally and longitudinally. The density front that lies inside the delta during dry seasons 

is displaced offshore. However, bathymetric effects can still be present but outside of the delta. Most 

deltas exhibit a gradual depth increase beyond the channels end that can become very sharp further 

offshore (Hori and Saito 2007; Goodbred and Saito 2010). It was found that the radial isohalines can 

be affected by bottom changes. They tend to become parallel to the offshore sea boundary as they 

approach steeper bed slopes and constant salinity gradients may develop in the lateral direction. In 

the presence of tides though and when the buoyant offshore plume becomes prominent, the 

horizontal salinity gradients decrease close to the lateral boundaries and the isohalines tend to 

become radial again.  

7.3  Salinity correlations with the distributary network 
The use of stream labelling methods to relate stream networks to landscape processes is common in 

hydrology and geomorphology. They are useful tools providing information on the geometry and 

topology of river networks. The use of such methods in deltas was tested in this project. It is proposed 

that stream labelling schemes can be adapted in order to relate salinity with the delta’s geometry. The 

classification of delta channels into stream orders following the Strahler-Horton (1952) method 

uncovered the existence of a relationship between salinity and channels order. The salinity increases 

as the order decreases. This happens because the low order channels are located far from the 

freshwater source while high order channels lie close to it. Moreover, the river discharge decreases 

with every bifurcation and is distributed through the new branches (Yalin 1992). The amount of 

freshwater that reaches the channels end is insufficient to decrease adequately the salinity in those 

distant areas.  

Through the Strahler-Horton method, a deltaic system is characterized by a non-dimensional integer 

value. The number of orders identified in a delta provides information on the level of bifurcation, 

connectivity (Passalacqua 2017), channels number and size. A high order number likely implies a large 

delta that includes longer channels with many bifurcations. Knowing that salinity reduces upstream 

as the order increases, channels likely to be more saline than others could be identified. This could be 

very useful if there is lack of data. Availability of detailed data through a delta’s channels is usually 

limited. Most often, observation campaigns provide sparse data in distinct points and modelling 

studies are required to obtain a detailed image of the salinity distribution within the channelized 

network.  

Validity  
A disadvantage of stream labelling methods is their dependence on map scale resolution (Ranalli and 

Scheidegger, 1968). Sometimes it may not be possible to detect every single channel in a map and so 

the ordering may not be accurate. The difficulty refers mostly to the identification of first order 

channels. These are terminal distributaries channels (see section 1.4), free of branches and relatively 

small located at the ends of the delta and may not always be detectable in a map. In addition, some 

of them may be only seasonally active (Olariu and Bhattacharya, 2006) and so it is uncertain which of 

them should be included in the ordering. The development of state of the art mapping tools (e.g. GIS) 

though seems to diminish significantly this issue.  

In any case, this does not put in doubt the validity of this method which in reality is independent of 

the map resolution. The Strahler-Horton scheme reveals a non-scalable trend between channels order 

and salinity which is independent of the number of orders or the level of salinity. Even if the estimated 

bifurcation order of a real system is lower than its actual one, the salinity will still decrease with the 
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increase of the stream order. For example, when the method was implemented in the Mississippi 

Delta, the channels were classified into three orders only. This was done based on the maps resolution 

including salinity data from field observations although many aerial photos of the area suggest that 

this delta’s bifurcation order is probably much higher (see Figure 16). The data analysis disclosed the 

same trend existing in the idealized model showing that salinity did decrease with the increase of the 

order. The implementation of the stream ordering in a real delta follows the argument of section 7.1 

about model testing. The idealized model was used to develop a trend between variables and not a 

relationship between their magnitudes. This proved to be successful because the trend is present in 

both cases (idealized and real one). In addition, the stream order method has been implemented 

successfully in two different idealized deltas of different bifurcation (chapter 4 and 5). The fact that 

this trend exists in two deltas of different type (idealized fan delta versus real bird’s foot delta) is also 

very supportive of its validity. It is also important to note that the trend was not affected by changes 

in the forcing since it is present in both river and tide dominated systems.  

 

Figure 16 The map on the left is one of the maps including salinity observations in the Mississippi Delta that was used for data 
analysis in chapter 4 (available at https://scienceforourcoast.org/pc-programs/coastal/hydrocoast-access-form/). The map 
on the right is a photo of the Mississippi Delta taken by NASA (https://visibleearth.nasa.gov/images/8103/mississippi-river-
delta). It is obvious that the observations map is too dense with too much information and is possible that some channels 
that can be detected in the NASA photo may have been left out. However, this does not affect the validity of the salinity-
stream order trend.  

Limitations  
Nonetheless, there are instances where this relationship does not apply. The stream order number 

increases upstream throughout the delta in an almost symmetric and semi-circular manner. Although 

channels of a certain order will not necessarily be close to each other and might be located at various 

areas within the delta (close or far from the river), averaging the salinity per stream order is close to 

radial averaging. If for any reason the spatial salinity distribution is not symmetric then these radial 

averages might not decrease monotonously with the order increase. Apparently, factors affecting the 

spatial distribution (e.g. winds or waves) could modify the salinity-stream order relationship. The 

second delta configuration of the larger model version presented a bathymetric asymmetry with much 

deeper channels on the left of the river inlet. High bathymetric differences and asymmetries in a delta 

can result in asymmetric salinity distributions. As long as these are present the salinity cannot be 

directly correlated with the stream order. Deeper channels usually contain more salinity than 

shallower ones that require less water volume to become fresh. Higher freshwater flows override 

https://scienceforourcoast.org/pc-programs/coastal/hydrocoast-access-form/
https://visibleearth.nasa.gov/images/8103/mississippi-river-delta
https://visibleearth.nasa.gov/images/8103/mississippi-river-delta
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these bathymetric effects. Then the jet flow is distributed symmetrically and so does the salinity. In 

the case of significant flow seasonality, the salinity-stream order relationship in deltas with 

bathymetric irregularities applies better during high flows season. Such bathymetric irregularities do 

not seem to be a problem in tide dominated deltas because the tide increases the flow velocity and 

results in more symmetric distributions. Nevertheless, the tide needs to be above a threshold for this 

to occur. Thus the salinity-stream order trend is expected to be present mostly in meso and macrotidal 

regimes. The method is applicable for longer times as the tidal level increases and retains salinity 

distributions symmetric for longer periods.  

Alternative methods  
Despite that, correlations between salinity and delta’s geometry are possible even when its 

distribution is not symmetric. The present study suggests the width function as an alternative to the 

Strahler-Horton method. By this, the number of channels junctions replaces their order. The term 

width refers to the number of junctions (or links) within a certain space step along the delta. The 

number of channels links between equal space distances could be measured in a way that the width 

evolution in space follows a skewed distribution. Usually deltas present a positively skewed width 

function distribution because the channels junctions reduce downstream. The width is also another 

way to describe the changes in space of the delta’s cross-section. Hence, the salinity correlation with 

the width represents the salinity distribution with the delta’s cross-section. The implementation of 

the width function proved to be very convenient because it develops the same correlation with salinity 

that the stream order does. The salinity decreases as the width increases because the number of 

channels bifurcations is higher closer to the river inlet. The width function method applicability seems 

to depend on the type of horizontal salinity distribution as well. Averaging the salinity within channels 

between successive distance steps defined by vertical lines through the delta’s cross-section results in 

lateral averaging. It is normal then for these lateral salinity averages to increase downstream while 

moving closer to the sea. This method proved to be successful when there were high salinity 

differences in the lateral direction. Consequently, the width function and stream order could be 

complementary to each other because the former applied better when the salinity distribution was 

symmetric and the latter when it was not. Alternatively, the stream order method is more successful 

during high flows and the width function during low flows periods. However, both methods are 

applicable in tide dominated deltas independent of seasonality. Significant tidal forcing develops 

horizontal salinity distributions that satisfy both methods. 

To overcome the issue with symmetric and asymmetric salinity distributions, other stream labelling 

methods were tested too. For example, Horton’s, Milton-Ollier’s, Scheidegger’s and STORET location 

coding system were considered. However, they do not seem to offer any advantage mostly because 

they follow a very similar approach to the Strahler-Horton method. Therefore, the use of stream order 

and width functions is proposed to be used either separately or combined with each other.  

7.4  Vertical Salinity Distribution 
The salinity vertical distribution was assessed in all three papers. In chapter 4, the potential energy 

anomaly (PEA) was considered in order to measure the evolution in time of stratification under 

seasonal flows. PEA is a magnitude that expresses the amount of kinetic energy necessary to fully mix 

the water column (Rippeth et al. 2001; Burchard and Hofmeister, 2008; de Boer et al. 2008; Formats, 

2014). Averaging PEA within channels of equal order resulted in a trend very similar to that between 

salinity and stream order. However, the trend in this case is not independent of seasonality. During 

low flow periods, PEA increases with the order increase. This happens because channels of high order 

are deeper and located closer to the river mouth. Downstream channels are usually shallower and 
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therefore less likely to be stratified. Instead, they can be mixed at these times but with salt water due 

to their proximity with the sea. During high flow periods, the trend reverses. PEA increases with the 

decrease of the order. High order channels become fresh because they are in close proximity with the 

river channel. Low order channels move from mixed to partially mixed conditions under the influence 

of higher discharges. Consequently, the PEA variation in time of the low order channels is much smaller 

than that of the high order ones.  

In chapter 6, the stratification was measured by taking the top to bottom salinity differences. These 

were considered over two radial sections (in and out of the delta) including both channels and 

interdistributary areas. The results indicate different evolution in time of stratification depending on 

the distance from the mouth. The complex morphology of a delta seems to alter the typical 

relationship of increasing/decreasing stratification with the increase/decrease of river discharge  

(Monismith et al., 2002; MacCready, 2004; Ralston et al. 2008; Lerczak et al. 2009; Wei et al. 2016). 

Considering a Gaussian hydrograph, the top to bottom salinity differences inside the delta 

increase/decrease with the increase/decrease of the river flow until a threshold. When the flow 

becomes larger/smaller than the threshold the vertical salinity differences start to decrease/increase. 

Outside of the channels network, in the deeper delta front and pro-delta areas, the evolution in time 

of stratification follows the changes in the flow distribution independent of seasonality. The evolution 

of stratification in time follows the hydrograph. 

Parameters affecting stratification  
The above indicate that both bathymetry (shallow or deep channels) and distance from the mouth are 

critical factors for stratification. The salinity’s response to seasonal flow variations in the vertical 

direction is not uniform over space. This could be better visualized in Figure 16 that illustrates a map 

of PEA in an instant at low (panel A) and another at high (panel B) flow periods. Figure 16A shows a 

gradual decrease of PEA in space along a transect that starts from the river boundary and ends at the 

end of the channels. This reflects the decrease of the river influence as the distance from the mouth 

increases and causes the downstream channels to become mixed (with sea water). The channels on 

the left and on the right of the mouth are also mixed but with high and low salinity water respectively. 

The wet season map (Figure 16B) shows that PEA increases progressively in space. The delta has 

become fully mixed due to the higher discharges. However, the low order channels (of 1st order 

usually) exhibit higher PEA values than before because the higher discharge reaches these areas and 

increases the vertical salinity gradients.  

In addition to bathymetry and distance from the mouth, the hydrodynamic forcing and in particular 

the presence or not of tides is another important parameter for stratification. Figure 17 C and D 

illustrate maps of PEA for the same instants as in Figure 16 A and B but for a case including tide 

(mesotide). Figure 17 C demonstrates that the delta is divided in two zones with their borderline at X 

~= 4 km. Channels located upstream of this border are stratified but channels beyond of it are mixed. 

A comparison between panels A (no tide) and panel C (with tide) shows that more channels are 

stratified closer to the mouth in the latter than in the former case. This happens because the tide 

increases the flow currents in the delta (section 7.2) which results in an increase of stratification. At 

the same time, tide-induced mixing makes more delta channels mixed in the areas downstream of the 

border (X ~= 4 km). However, it is likely that most of these channels are mixed with salt water. Figure 

17 D presents lower PEA at every position compared to Figure 17 B (no tide) indicating the contribution 

of tide-induced mixing that in combination with high discharges almost eliminates stratification.  
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Figure 17 (A, B) Potential energy anomaly in the delta configuration used for chapters 5 and 6 in an instant during the dry 
and the wet season respectively without tidal forcing. (C,D) Potential energy anomaly in the delta configuration used for 
chapters 5 and 6 in an instant during the dry and the wet season respectively including tidal forcing.  

 

Buoyant plumes vertical structure 

Moreover, the work in chapter 5 focused on the vertical structure of the offshore buoyant plume that 

is a common feature in both river and tide dominated systems. This is more prominent during wet 

season and flood tide when the tidal and river flow counteract to each other. The plume’s vertical 

structure depends on the level of tidal forcing and transforms progressively from a surface to bottom 

advected type as the amplitude increases. River dominated and microtide systems are expected to 

present surface advected plumes that move offshore through a low density layer close to the surface. 

This stratifies the water column with serious consequences for aquatic life and water quality (Chant, 

2012). One of them can be hypoxia (low levels of oxygen at the bottom layers) that can increase 

mortality of fish and prey species and reduce growth and production (Diaz et al. 2019). For example, 

hypoxia has been reported to occur in the micro-tide estuaries of Pearl River and Chesapeake Bay (Sun 

et al. 2020). In contrast, the plume in macrotidal regimes occupies the full vertical column and remains 

in contact with the bottom due to tide-induced turbulence providing mixing. Therefore, an increase 

of the tidal range leading to bottom advected plumes may have a positive effect on issues such as 

A B 

C D 
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hypoxia. For instance, active oxygen replenishment from the atmosphere is observed in the macrotidal 

Scheldt and Chikugo estuaries (Sun et al. 2020).  Finally, mesotide regimes can develop a plume of 

intermediate type which is initially connected with the bottom but detaches from it further 

downstream at higher depths when the flow is not hydraulically possible to move any deeper 

(Atkinson, 1993).  

7.5  Salinity - river discharge relationship  
The river discharge has a dominant role on the salinity distribution that becomes even more important 

in the absence of tides and other driving mechanisms such as winds and waves (Garvine et al., 1992; 

Denton and Sullivan, 1993; Valle-Levinson and Wilson, 1994; Wong, 1995;Wong et al., 1995; Petersen 

et al., 1996;Monismith et al., 2002). This strong dependency of salinity on flow is fundamental in 

estuarine physics. In the past, empirical curves have been developed that relate the salt intrusion 

length with river discharge through power laws (Hansen and Rattray 1965; MacCready 1999; 

Monismith et al. 2002; Heltand and Geyer 2004). The exponent in the power law has been measured 

to be -1/3 although other values have been reported as well (Monismith et al. 2002; MacWilliams et 

al. 2015). Water quality managers are particularly interested in the salt intrusion response to flow 

changes. The salinity response to river discharge changes has been the topic of many studies 

(Kranenburg 1986; MacCready (1999, 2007); Chen et al., 2000; Monismith 2002; Hetland and Geyer 

2004; Lerczak et al. , 2009; Chen 2015). Scientists have identified asymmetries in the salinity response 

to flow changes. Salinity responds slower to flow decreases than increases   (Chen 2000; Chen 2015; 

Hetland and Geyer 2004; Monismith 2017). The asymmetry is attributed to non-linear processes (Chen 

2015; Monismith 2017). This hysteresis was also detected in the findings of chapter 6 for every type 

of flow distribution in a channelized network.  

However, the determination of the salt intrusion length in a channelized network is not as 

straightforward as in estuaries. The deltas have a complex and irregular morphology which makes the 

definition of salt intrusion length difficult. With this consideration, an attempt was done in this project 

to correlate directly salinity with river discharge. The motivation was to summarize if possible the 

complex dynamics and processes modelled in this idealized delta configuration and reduce the 

dimensionality of the problem. Estuarine studies have identified a strong negative correlation 

between river discharge and salinity (Garvine et al., 1992; Denton and Sullivan, 1993; Wong et al., 

1995; Petersen et al., 1996).  It is also known from theory that if we consider a 1D estuary of constant 

cross-section in a steady-state system and with constant diffusion, this correlation can be expressed 

through an exponential equation (Crank 1975, Fischer et al.1979, Zimmerman 1988). The boundary 

conditions for the equation to be valid are a seawater salinity at the offshore boundary and freshwater 

in a very long distance from it with the longitudinal 𝑥 direction increasing upstream. The equation is 

the solution of the 1D advection-diffusion equation under these assumptions.  

In the present work, it was discovered that the 3D modelling results could be successfully summarized 

by a similar equation. This is achieved through a process of averaging the salinity over depth and over 

radial cross-sections. The model setup satisfies some of the theoretical assumptions such as the 

constant diffusion coefficient and the boundary conditions. The salinity at the offshore boundary was 

set equal to 30 PSU and freshwater is assumed at the upstream river boundary. On the other hand, 

the flow is not constant and the radial cross-sections vary irregularly in space due to the delta’s 

complex morphology. In spite of all these, the equation holds for the entire simulation period. It could 

be inferred then that the flow in the model changes slowly compared to the salinity adjustment time 

scale and therefore the system must remain close to steady state. In addition, exponential equations 

are common solutions of the diffusion equation and have been reported in the literature even for non-

steady conditions and variable cross-sections (Philipp 1994; Zoppou and Knight 1999). Relevant 
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studies showed that the variable parameters of the equation can be reduced through mathematical 

formulations and expressed exclusively by constant coefficients. Therefore, it seems reasonable to 

assume a resemblance between the model results derived equation and the theoretical solution of 

the 1D advection-diffusion equation. 

Advantages  
The fact that the system’s complex dynamics and dimensionality can be successfully summarized into 

a simple 1D equation with reference to estuarine theory is a great asset. The equation incorporates 

successfully many processes and parameters that are interconnected to each other such as the 

complex morphology, dynamic flow variability, and horizontal and vertical density gradients. This 

simple relationship between salinity and river discharge offers many advantages. River discharge 

measurements are usually more frequent and easier to find than salinity. Most of the times, salinity 

data in channels are sparse and limited. The exponential equation offers the opportunity to estimate 

the salinity in a certain distance from the river mouth and at a certain time moment based on river 

discharge observations. Considering that access to water flow data is usually much easier and available 

for a larger number of locations, a relationship that links directly salinity with river discharge can be 

of great value for the industry and water management authorities.  

Limitations  
However, the implementation of this relationship in real systems may be subject to several limitations. 

For example, constant diffusion in a natural system is usually not realistic. The horizontal diffusion in 

many real estuaries is known to vary in O(10 m2/s – 1000 m2/s). Despite that, the use of a constant 

diffusion coefficient is common in modelling studies and has been justified (Lewis and Uncles, 2003; 

Gay and O’Donnell, 2007) after good agreement between model and salinity observations in a number 

of estuaries.  

The method was later tested in a real delta using data from the Mississippi Delta that is categorized 

as a river dominated system and the tide is low (mean tidal range is 0.35m according to Levin (1993)). 

The results analysis shows a satisfactory fitting for an exponential correlation between salinity and 

river discharge but mostly in short to medium distances from the river. There are a number of 

parameters to which this discrepancy can be ascribed. For example, the diffusion varies spatially in 

the Mississippi delta in contrast to the model. The river influence becomes weaker in longer distances 

where other forcing parameters may become more influential (e.g. winds, waves and tides).  In any 

case, a complete agreement between idealized and real data could not be expected for the reasons 

that were discussed in section 7.1.  

Parameters affecting the equation  
The method has been repeated in the second larger model in chapter 5 in an effort to assess its 

applicability in systems including tides and any influence that these may have on the exponential 

salinity-river discharge relationship. The tide does not seem to affect this relationship. Simulations 

where higher tidal amplitudes were considered (meso-tide and macro-tide scenarios) developed 

exponential correlations between salinity and river discharge similar to those detected without tide 

(chapter 4). It seems though that this relationship is sensitive to other parameters. When the river 

discharge is low, bathymetric differences within the delta lead to asymmetric spatial salinity 

distribution (section 7.2). During these times, the salinity and river discharge correlate better through 

a double instead of single term exponential equation. When the hydrodynamic forcing increases (due 

to either higher discharges or tidal amplitudes), the salinity distribution becomes symmetric again and 

the correlation returns to a single term exponential equation.  
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The double exponential equation has also theoretical reference. Fischer et al. (1979) reported that 

this kind of equation is a solution to the 1D advection-diffusion equation in the special case of a wall 

presence blocking the flow behind of it. The correspondence between this special theoretical case and 

the model results equation might not be direct but allows for a better understanding of the physical 

mechanisms behind it. The theoretical solution assumes an impermeable wall and the idealized delta 

bathymetry can exhibit areas that could act as flow obstacles similar to a wall (e.g. deeper channels). 

However, there is a crucial difference between the theory and the model. An obstacle in the model, 

such as a very deep channel, is not impermeable but only delays the flow over and beyond of it instead 

of fully preventing it. Therefore, the level of its ‘permeability’ depends on the level of hydrodynamic 

forcing (low or high). This difference between model and theoretical equation is reflected on the 

opposite signs of the two exponential terms. In the theoretical case, both terms are positive so that 

the salinity upstream of the wall increases continuously in time. On the contrary, the model’s solution 

includes a positive term that expresses the delay in the decrease of salinity from an obstacle and a 

negative one referring to the river discharge effect on salinity. The latter is a growth term that 

increases in time as the flow increases and the former a decay term that decreases in time while the 

effect from the deep channel reduces.   

The tides do not constitute a factor that would alter the nature of the equation (exponential 

distribution) between salinity and river discharge because they act in favour of symmetric salinity 

distributions and not against it. Other types of forcing that cause flow asymmetries may result in 

deviations from the original equation. These may include for example Coriolis force effects, waves and 

wind forcing (see more details in section 4.1 of chapter 4). Overall, the analytical equation remains a 

valuable and useful tool for salinity prediction despite its limitations.  

7.6  Implications in salinity from changes in the hydrographs shape 
The previous section emphasized on the strong dependency of salinity on the river discharge. The 

negative correlation indicates that an increase of river discharge decreases salt intrusion (Garvine et 

al. 1992; Gong and Shen, 2011) that is an issue from which many deltas suffer already. The annual 

flow distribution can be indicative of seasons when the risk of salt intrusion is higher in a delta. Deltas 

can present high flow seasonality that results in various salinity patterns as discussed in section 7.2. 

Therefore, it is important to study the impact of changes in the hydrographs shape on the deltas 

salinity distribution.  Changes to the shape of annual flow distributions can occur due to either natural 

climate variability or anthropogenic climate change (Desser et al. 2012; Zhang and Delworth 2018). 

For example, an increase of the peak flow could be the result of either intensified precipitation or 

urbanization and changes in land use (Vogel et al.2011; Viglione et al. 2016; Prosdocimi et al. 2015; 

François et al., 2019). On the other hand, intensified drought periods caused by natural or 

anthropogenic climate warming could decrease the peak flows. In addition, changes to the timing of 

the peak flows can be caused by polar warming and earlier snowmelt (IPCC 2007; Matti et al., 2017; 

Bloschl et al. 2017). Modifications of the annual flow distributions can have a direct impact on the 

freshwater availability. Shortages of freshwater supply would exacerbate salt intrusion problems. In 

the past, water management practices were restricted in technical solutions (Ha et al., 2018). The 

need for cost effective and friendly environmental solutions forces us to alternative paths seeking 

more adaptive methods (Ha et al., 2018; Zevenbergen et al., 2018). 

The work in chapter 6 investigated if it is possible to improve the conditions in a delta through better 

management of existing water resources than seeking for additional ones. The results demonstrated 

that different types of hydrographs exhibit several advantages and disadvantages against salinization. 

Critical parameters are the peak flow magnitude and timing and the hydrographs slopes affecting 

freshwater areas, residence and renewal times and stratification. Therefore, water management 
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policy could be regulated based on this knowledge depending on the case. For example, hydrographs 

with very sharp peaks presented much lower levels of stratification and larger freshwater areas in the 

delta. On the other hand, these hydrographs can contain very large differences between maximum 

and minimum flows with the latter prevailing for longer periods. In this case, any benefit would be 

temporary. In addition, freshwater renewal could be very slow during dry seasons. Flow distributions 

with lower peaks but higher flow rates during dry seasons can provide freshwater conditions in the 

delta for longer time. A similar effect is possible by moving the peak flow closer to the start of the 

hydrograph. The disadvantage though in these two cases is that the salt intrusion limit is transferred 

landward. If the peak flow is displaced closer to the end of the hydrograph, the freshwater renewal 

will become faster at that time but this would be counterbalanced by a decrease of the total time with 

freshwater in the delta. Table 4 presents a summary of the effects for the various types of 

hydrographs. Conclusively, the shape of annual hydrographs influences the level of salinity in river 

deltas and can indeed contribute to a more sustainable water management. Special consideration 

should be taken though to ensure that any imposed changes on the flow distribution would be the 

appropriate regarding the priorities and needs of a certain system 

Table 4 A summary of the effects in stratification, flushing and residence times and freshwater areas of hydrographs with 
certain characteristics  

Characteristics Stratification Flushing time Residence Time Freshwater Areas 

Sharp tails and 
low max to min 
discharge  
differences  

Low effectiveness 
in the delta, 
stratification can 
be high even in 
wet seasons  

Fast water 
renewal in both 
dry and wet 
seasons 

High residence 
times , the water 
can be fresh for 
months in 
medium to high 
order channels  

Restricted areas 
leaving out low 
order channels  

Sharp peak, long 
periods with low 
flows and high 
max to min 
discharge 
differences  

Can provide full 
mixing during wet 
season inside the 
delta  

Very slow water 
renewal, could 
take months 
during dry 
seasons 

Very low 
residence times, 
fresh water leaves 
the delta faster 
than in other 
cases   

Vey wide areas 
that can cover 
temporarily the 
entire delta  

Peak flow closer 
to the start, 
falling limb on the 
right  

Medium 
effectiveness, 
small decrease of 
stratification in 
wet seasons  

Slow water 
renewal in both 
seasons, could be 
a couple of weeks 

High residence 
times , the water 
can be fresh for 
months in 
medium to high 
order channels 

Wide areas could 
include some of 
the low order 
channels 

Peak flow closer 
to the end, rising 
limb on the left 

Medium 
effectiveness, 
small decrease of 
stratification in 
wet seasons 

Fast water 
renewal, requires 
a couple of days in 
both seasons  

Low residence 
times, could be 
even shorter in 
deeper channels  

Wide areas could 
include some of 
the low order 
channels 
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7.7 Flushing and residence times  
In this project, the effect of flow seasonality on flushing times was assessed. Flushing time (FT) 

calculation is quite sensitive to the river discharge implemented in its equation. It is important for the 

river discharge to be as much representative as possible for the period of investigation to avoid 

overestimations and/or underestimations. In this study, instantaneous and seasonal flushing times 

were tested at first (chapter 4). Instantaneous flushing time in the case of high flow variability between 

dry and wet seasons proved to be unreliable because it cannot provide a representative water renewal 

time. Averaging seasonally (every three months in a full year simulation) the river discharge 

demonstrated the significant reduction in flushing times during wet periods when it can be only a few 

hours compared to a few days in the dry seasons. It revealed also a few hours decrease of dry period 

flushing time when it follows a long wet season. Nonetheless, the fact that the river discharge is 

averaged over such a long period is still concerning. Therefore, the Date Specific Method (DSM) as 

introduced by Alber and Sheldon (1999) was used additionally for comparison. The advantage is that 

it proposes a method to determine the appropriate time frame to average the river discharge. The 

implementation of the DSM disclosed much higher differences between dry and wet season flushing 

times compared to the seasonal averaging method. Therefore, it is inferred that seasonal averaging is 

also unreliable because it leads to FT overestimation for wet and underestimation for dry seasons. The 

reason is that by averaging the river discharge over very long periods the effect of very low or very 

high discharges is mitigated. The DSM provides much more realistic and reliable results and therefore 

it is qualified as the best technique. 

Freshwater renewal times are long in deltas facing salinization. In chapter 6, the effect of various flow 

distributions on the FT is investigated to detect what kind of hydrographs could provide shorter FT. 

The DSM was used following the conclusions of chapter 4 and this provided a better evaluation on the 

FT calculation. In addition to the river discharge averaging period, important parameters affecting the 

flushing time calculations were found to be :1) the statistical value of river discharge (e.g. mean or 

median), 2) the starting date of the calculation and the 3) preceding flow conditions. Dry season 

flushing times are more sensitive to these parameters. They can be much longer if long periods with 

decreasing flow have preceded. In such cases, the use of a mean discharge over the averaging period 

is not recommended because it mitigates the effect of low discharges and results in much lower 

flushing times. The use of the median discharge is proposed instead so that the effect of long low flow 

periods is not neglected. Wet season flushing times are less sensitive to these parameters because the 

higher the flow the faster the water renewal takes place irrespective of the preceding conditions. The 

wet season flushing time seems to depend exclusively on the river discharge magnitude. Finally, it was 

discovered that the hydrographs shape has a bigger impact on the dry season FT and much less on the 

wet season one that can be very low even in the range of hours. Hydrographs with lighter tails 

(meaning faster rate of flow changes) present faster freshwater renewal.  

The residence time (RT) calculation of a particle or pollutant into a system is more straightforward as 

it derives directly from the model results. The concept of residence time was adapted in this project 

to determine the time that salinity remains below critical levels for a number of activities (e.g. water 

consumption, survival of vegetation and marine species, crops yield, irrigation and agriculture etc.). 

Many studies consider the 2 PSU salinity as a representative threshold limit that satisfies these 

requirements in most deltas (Schubel, 1992; Monismith et al.,1996,2002; Herbold and Vendlinkski, 

2012; Andrews et al. 2017). Therefore, the freshwater residence time as defined in this study is a 

critical parameter that determines the time period when various anthropogenic activities can safely 

take place in the delta.  
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Freshwater RT is shorter in downstream regions because these are located far from the freshwater 

source. These include channels of low stream order. In contrast, areas and higher order channels that 

are closer to the river channel can remain fresh for much longer times even in the range of months. 

However, there is always a threat for salt intrusion in the inlet in the case of sustained drought periods. 

It is possible to increase the freshwater RT with the appropriate freshwater management. 

Hydrographs with lighter tails (e.g. platykurtic and positively skewed) exhibit longer freshwater 

residence times because of the faster flow rates. The evolution in space of the freshwater RT does not 

change in the presence of tides. However, changes in the tidal range can have an impact. An increase 

of the tidal amplitude until a certain level can increase the freshwater RT everywhere due to tide-

induced mixing. For example, it was found that a simulation for a micro-tidal regime provided the 

highest times with freshwater for every channel order and it was the only case that the most distant 

channels (first order) became fresh for some time. Positive effects from the tide reverse though when 

the amplitude increases above a threshold. In this case, the freshwater residence time decreases with 

the increase of the amplitude. 
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8 CONCLUSIONS 
This research work ended up to important conclusions that hopefully could contribute further in the 

effort to understand better the cause of changes in salinity distribution in a delta and to develop 

methods and techniques to alleviate the impact of increased salinity levels. The conclusions of this 

work could be separated in three categories, these that refer to : i) the influence of different forcing 

parameters (river discharge and tides) and bathymetry, ii) the assessment and outcome from the 

implementation of innovative methods and techniques and iii)  the suggestions for better water 

management to mitigate or avert salinization issues. Conclusions of the first category are listed below:  

1) Salinity can undergo considerable seasonal variations in the case of high dynamic flow 

variability. Deltaic systems can face serious threats during low flows periods. The freshwater 

can be confined in very narrow areas in close proximity to the river mouth and so its volume 

might not be sufficient for the execution of certain activities (e.g. irrigation, farming etc.). The 

conditions could become even more critical if the dry season is prolonged and salt intrusion 

occurs at the river mouth.  

In high flows periods, the freshwater can spread radially in wider areas and longer distances 

from the river mouth. Fully mixed conditions can be developed depending on the flow 

magnitude and the entire delta may become fresh when the flow reaches its maximum. 

2) Changes of the tidal range could have either positive or negative effects against salinization. 

The tide increases the flow currents in the delta and acts in favour of symmetric spatial salinity 

distributions. Consequently, freshwater areas close to the mouth could increase. In the more 

downstream areas, tide-induced mixing decreases salinity increasing freshwater volumes. 

Therefore, increases of the tidal amplitude could be beneficial in river dominated deltas that 

face salt intrusion issues. On the contrary, an increase of the tidal range in mesotidal and 

macrotidal regimes could increase salinization. In this case, freshwater areas become 

constrained and freshwater volumes decrease as the amplitude increases. 

3) The bathymetry is an important parameter that can affect the salinity distribution. Its impact 

is higher at low flow periods when the bottom friction is stronger. If the river discharge is not 

sufficient, the freshwater might not be able to spread radially and so an asymmetric salinity 

distribution develops with high horizontal gradients in the lateral direction. This can have an 

impact on detected salinity correlations with channels order and river discharge. The complex 

and relatively shallow bathymetry inside the delta allows the river discharge to fully mix the 

water column in some distance from the river mouth depending on its magnitude. This results 

in a decrease of stratification with the increase of river discharge which is counterintuitive to 

what is reported in estuarine studies.  

The implementation of innovative methods and techniques lead to some interesting and useful 

conclusions that follow:  

1) Topological methods (e.g. stream labelling) could be successfully implemented in deltas to 

correlate salinity with a non-dimensional parameter that takes only integer values. If the delta 

channels are classified based on their order according to the Strahler-Horton method, a trend 

appears with salinity increasing as the stream order decreases. This is convenient because it 

allows to identify channels expected to be more saline than others. However, this trend is 

sensitive to the spatial salinity distribution and might not be present as long as this is not 

symmetric. Sources of asymmetry could be the Coriolis force, intermittent wind and waves 

forcing as well as bathymetric effects. In this project, only the latter case was studied. If and 

when bathymetric effects cause asymmetric salinity distribution, the Strahler-Horton method 
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could be replaced by the width function. The width is the number of channels links between 

equal space steps along the delta and represents changes in the delta’s cross-section. The 

width correlates with salinity in a similar way to the channels order. Salinity increases as the 

width decreases.  

The two methods could be combined because stream order applies better during high flows 

and width function during low flows periods. Nevertheless, salinity distributions that satisfy 

both methods can be developed in systems with significant tidal forcing (e.g. mesotide and 

macrotide).  

2) It is possible to develop analytical relationships with reference to the theory that summarize 

the complex dynamics of deltaic systems and reduce dimensionality. Depth and radial 

averaged salinity is negatively and exponentially correlated with the river discharge. This is 

valid for both river and tide dominated deltas. The exponential equation is very similar to the 

solution of the 1D advection-diffusion equation in steady state conditions and for constant 

cross-sections and diffusion. Therefore, its applicability in real systems is subject to 

limitations. Deviations from a direct exponential equation may be due to variable diffusion 

and cross-sections and/or other type of external forcing (e.g. wind, waves, Coriolis force).  

If the bathymetry exhibits features that could act as flow sinks (e.g. very deep channels 

compared to their neighbour ones), the salinity and river discharge correlate better through 

a double exponential equation. This is expected to be valid as long as the bathymetry causes 

the salinity distribution to not be symmetric and usually occurs during low flows periods. The 

double exponential equation is also linked to a theoretical case which is the solution of the 1D 

advection-diffusion equation in the special case that there is a wall acting as a closed 

boundary.  

3) The determination of the freshwater renewal time depends a lot on the averaging period of 

the river discharge. Estimation of instantaneous flushing times is not useful in systems with 

high flow dynamic variability and calculations with seasonal averaging of river discharges can 

lead to overestimations or underestimations. For the purposes of this study, the Date Specific 

Method (DSM) by Alber and Sheldon (1999) has provided the most reliable results. Flushing 

times in the order of hours during wet seasons but in the order of days (or even months) in 

dry seasons were estimated. Special consideration must be taken in the case of hydrographs 

with heavy tails (e.g. leptokurtic distribution) where the use of the median instead of the mean 

river discharge over a certain period is recommended so that the effect of long low flow 

periods is not neglected. Hydrographs with steeper slopes (e.g. platykurtic, positively skewed) 

can renew the freshwater faster. 

Investigation of the effect of various flow distributions on salinity lead to the following main 

conclusions: 

1) The shape of annual hydrographs influences the level of salinity in river deltas and can 
contribute to a more sustainable water management.  

2) The peak flow position in the hydrograph, its magnitude and the hydrographs tails determine 

freshwater areas, residence and renewal times and stratification. Hydrographs of equal peak 

flow present equal freshwater areas irrespective of their shape. Hydrographs with their peak 

positioned closer to the start present longer freshwater residence times and are more 

effective against salt intrusion. An increase of the peak flow can displace the salt intrusion 

limit seaward and decrease stratification especially in shallow areas.  

3) Salinity responds slower to flow decreases than increases. 

4) A certain salinity standard could be achieved in much shorter time if the rate of flow change 

increases and the hydrographs tails become lighter.  
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9 FUTURE WORK 
This PhD project sets the ground for further research on this topic. There is a lot of space to extend 

the work done in this project and investigate topics that have not been discussed and addressed in 

this case. For example, wave dominated deltas have not been considered. It would be very interesting 

to implement many of the methods of the present study into this type of deltas. Wave dominated 

deltas can have a complex morphology that includes very often shore-parallel mouth bars. The angle 

with which the waves approach the shore affects the flow jet direction and spreading (Nardin and 

Fagherazzi 2012) while wave-induced transport has an impact on horizontal salinity gradients and 

estuarine circulation (Schloen et al. 2017). It is speculated that many relationships and correlations 

presented in this thesis could be largely affected in such environments. Similar impact can be expected 

from wind forcing. Upwelling and downwelling favourable winds move freshwater offshore and 

onshore respectively (Barlow 1956; Pullen & Allen 2000; Fong & Geyer 2001; Whitney & Garvin 2005; 

Choi & Wilkin 2007). This onshore/offshore transport of freshwater could alter significantly the 

conclusions of seasonal salinity variation depending on when the intermittent wind forcing occurs and 

for how long it lasts. It would be worthy to study this in the case of a wave dominated system due to 

the presence of wind-generated waves. In addition, the work done here for tidally influenced systems 

has purposefully neglected the impact of spring-neap tides on salinity. However, this could be 

important for salt intrusion since stratification is usually more pronounced during neap-tides. The 

inclusion of spring-neap tides can be a quite complicated issue. The spring-neap effect on salt intrusion 

is not straight forward because there are different responses to various estuaries.  For example, in 

well-mixed or salt wedge estuaries, saltwater intrudes more landward during spring than neap tides 

while the opposite occurs in partially mixed estuaries (Gong and Shen 2011). It would be interesting 

to investigate this effect in tidal dominated deltas and detect similarities/differences with different 

types of estuaries. 

The effect of density stratification on the sediment transport has also been neglected in this study. 

This was done deliberately to preclude morphological changes. The salinity distribution is subject to 

changes only by varying hydrodynamic forcing. However, many mega deltas around the world (e.g. 

Ganges-Brahmaputra) have large sediment flux loads that can cause morphological changes due to 

sediment deposits (Rahman et al. 2018). Thus, the interplay between sediments and stratification in 

deltas is an important parameter that would require further investigation. Shear stresses and rates of 

sediment transport may be inhibited by density stratification (Moodie et al.2017). Vertical salinity 

gradients can depress turbulence and sediments resuspension (Li et al. 2018). Changes to stratification 

due to tidal straining would limit sediments suspension in the lower water column during ebb but 

allow it in higher water layers during flood tide (Scully and Friedrichs 2003). In its turn, vertical 

distribution of suspended sediments may enhance stratification (Li et al. 2018)). A comparison of 

sediment transport in deltas between different regimes would be valuable. For example, wind and 

wave-driven transport can move sediments offshore while these may be constrained onshore in very 

stratified conditions (Flores et al. 2017). Finally, another interesting plan would be to combine the 

work of chapter 5 and 6 in order to assess the influence of different hydrograph shapes on salinity in 

systems where the tidal level is significant and cannot be neglected.  
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