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ABSTRACT 
Elaphostrongylus rangiferi is a protostrongylid nematode responsible for 

cerebrospinal elaphostrongylosis, or ‘brainworm’ disease in reindeer (Rangifer 

tarandus ssp.) and co-grazing small ruminants. Although the parasite is endemic and 

infection normally occurs at a low level, recently there have been severe outbreaks 

with high levels of mortality. This impacts on the livelihoods of the Sami people who 

herd reindeer across Norway.  

 

Outbreaks of brainworm disease have been linked to the climatic conditions in 

preceding years, and development rates of the larvae within the intermediate host are 

known to vary dependent on environmental temperature. This information could 

therefore be used to predict the risk of elaphostrongylosis based on environmental 

conditions. Forecasts of disease risk could be used by Sami herders to aid in decision 

making regarding planning and enacting disease mitigation measures. The aim of this 

project was to development models with the potential to be used in this manner.  

 

As transmission can only occur where there is overlap in the ranges of the intermediate 

(gastropods) and definitive (reindeer) hosts, and the extent of the suitable habitat for 

gastropods within Norway is currently unknown, species distribution models were 

developed for multiple slug and snail species with the potential to act as intermediate 

hosts and projected onto different climate change scenarios. They predicted an overall 

decrease in future probability of presence of gastropods across Europe, but an increase 

in some areas of the Norwegian reindeer range. A degree-day model representing 

development of first to third stage larvae within the intermediate host was also applied 

to climate change projections and predicted an increase in thermal suitability in the 

coming decades, under all emissions scenarios and for all time periods. This, 

combined with the increase in probability of presence for the intermediate hosts, may 

result in an increase in potential risk of E. rangiferi transmission to reindeer.  

 

The degree-day model was also applied on a finer scale to an individual reindeer herd 

and combined with reindeer movement both to assess monthly availability of 

infectious third-stage larvae (L3) and to demonstrate the applicability for its use as a 

predictive tool. This predicted L3 availability from July in this herd with little 

variability year-on-year.  

 

A more complex model of the extra-mammalian lifecycle stages was also developed 

to incorporate more lifecycle processes and provide a better representation of the 

infectious L3 availability. With this model annual variation in the highest period of 

risk was predicted. 

 

The models developed provide a framework that could be used on local or national 

scales to predict spatiotemporal risk of E. rangiferi infection of ruminants. Additional 

data collection for refinement of the model parameters and model validation is needed 

before this can be further developed. 

 



 ii 

 

ACKNOWLEDGEMENTS 
 

This work was funded by Regionale Forskningsfond as part of the Klimasyk Rein 

(climate sick reindeer) project led by the Norwegian Veterinary Institute (NVI) so I 

would like to thank them for organising the project, along with colleagues from the 

partner organisations of the Norwegian Institute for Nature research (NINA) and the 

Inland Norway University of Applied Sciences (INN). I would particularly like to 

thank Rebecca Davidson and Torill Mørk from NVI, Geri Rune Rauset from NINA, 

Nadine Closset and Mattanja Stuut from INN for sharing their data with me. I would 

also like to thank the reindeer herders involved for allowing us to use the GPS data 

from their herds. Finally, I would like to thank Professor Diana Williams for her 

experienced guidance, and a special thanks to Dr Hannah Rose Vineer for her 

supervision, help and support throughout.  



 iii 

 

Table of Contents 

ABSTRACT ................................................................................................................. i 

ACKNOWLEDGEMENTS ...................................................................................... ii 

LIST OF FIGURES ................................................................................................... v 

LIST OF TABLES .................................................................................................. vii 

CHAPTER 1: INTRODUCTION ............................................................................. 1 

1.1 REINDEER – RANGIFER TARANDUS SSP. ...........................................................2 

1.2 REINDEER BRAINWORM – ELAPHOSTRONGYLUS RANGIFERI ..................5 

1.3 THE IMPACT OF CLIMATE CHANGE ON E. RANGIFERI ..............................6 
1.3.1 Meteorological change in the Arctic .....................................................................................6 
1.3.2 Sensitivity of E. rangiferi and its intermediate and definitive hosts to climatic factors .......7 
1.3.3 Evidence of E. rangiferi epidemiological change in association with climate ...................11 

1.4 PREDICTING PARASITE TRANSMISSION TO INFORM CONTROL..........15 
1.4.1 Modelling approaches .........................................................................................................15 

1.5 AIMS ...........................................................................................................................19 

CHAPTER 2 – THE SPATIAL DISTRIBUTION OF POTENTIAL 

INTERMEDIATE HOST SPECIES OF ELAPHOSTRONGYLUS RANGIFERI 

AND THE THERMAL SUITABILITY FOR LARVAL DEVELOPMENT ..... 21 

2.1 INTRODUCTION ......................................................................................................21 

2.2 METHODS .................................................................................................................24 
2.2.1 Data Sources .......................................................................................................................24 
2.2.2 Model ..................................................................................................................................28 

2.3 RESULTS ....................................................................................................................30 
2.3.1 Variable Selection ...............................................................................................................30 
2.3.2 Present Day Distribution Models ........................................................................................30 
2.3.3 Future Projections ...............................................................................................................36 

2.4 DISCUSSION .............................................................................................................38 

CHAPTER 3: THE SPATIAL ECOLOGY OF REINDEER HERDS IN 

RELATION TO BRAINWORM TRANSMISSION ............................................ 49 

3.1 INTRODUCTION ......................................................................................................49 

3.2 METHODS .................................................................................................................51 
3.2.1 Data sources ........................................................................................................................51 
3.2.2 Degree-days ........................................................................................................................52 
3.2.3 Validation of the model ......................................................................................................53 

3.3 RESULTS ....................................................................................................................54 
3.3.1 Degree-days ........................................................................................................................54 
3.3.2 Faecal larval counts.............................................................................................................55 
3.3.3 Model validation .................................................................................................................55 

3.4 DISCUSSION .............................................................................................................58 

CHAPTER 4 – A MECHANISTIC MODEL FRAMEWORK FOR 

WEATHER-DEPENDENT E. RANGIFERI POPULATION DYNAMICS ...... 63 



 iv 

4.1 INTRODUCTION ......................................................................................................63 
4.1.1 Survival and Infectivity of Free-Living L1 .........................................................................63 
4.1.2 Infection and Establishment in the Intermediate Hosts ......................................................64 
4.1.3 Development rates in the Intermediate Host .......................................................................66 
4.1.4 Transmission to Reindeer ...................................................................................................66 
4.1.5 Shedding by Reindeer .........................................................................................................67 

4.2 METHODS .................................................................................................................67 
4.2.1 Model framework................................................................................................................67 
4.2.2 Parameter estimates ............................................................................................................69 
4.2.3 Model simulations ...............................................................................................................71 

4.3 RESULTS ....................................................................................................................71 
4.3.1 Parameter estimates ............................................................................................................71 
4.3.2 Model simulations ...............................................................................................................80 

4.4 DISCUSSION .............................................................................................................86 

CHAPTER 5: GENERAL DISCUSSION .............................................................. 90 

5.1 KEY FINDINGS .........................................................................................................90 

5.2 THE USE OF MODELS IN PARASITE FORECASTING ...................................91 

5.3 LIMITATIONS TO THE MODELS AND DATA ..................................................92 

5.4 DISEASE MITIGATION ..........................................................................................96 

5.5 WIDER CONTEXT ...................................................................................................97 

5.6 CONCLUSIONS.........................................................................................................99 

REFERENCES ....................................................................................................... 101 

APPENDICES ........................................................................................................ 119 

APPENDIX 3.1 R Script for analysis of reindeer GPS and flc data..........................119 

APPENDIX 3.2 Linear regressions for model validation ...........................................135 

APPENDIX 4.1 R Script for ELAPHSIM model and simulations ............................136 

 

 

  



 v 

 

LIST OF FIGURES  
Figure 1.1 The location of reindeer herds across Norway. The wild reindeer range is 

shown in yellow and the semi-domesticated reindeer range in pink, with the 

demarcations showing the individual herd ranges.……………………………….….4 

Figure 1.2 The lifecycle of Elaphostrongylus rangiferi. (a) L1 are deposited in faeces 

and may migrate onto pasture. (b) L1 infect gastropod intermediate hosts where they 

develop to L3. (3) Reindeer ingest gastropods with infective L3, these develop to L4 

then adults which produce eggs that develop into new L1. Image created with 

BioRender.com ………………………………………………………………………4 

Figure 2.1 Species occurrence data used for Maxent model development including 

data from field surveys conducted in two regions of Norway, and data from GBIF after 

removal of data based on the exclusion criteria……………………………………...25 

Figure 2.2 (A-C) Jackknife plots for each individual species showing the relative 

contributions of the variables to Area Under Curve (AUC; model performance). The 

green bar represents the model without that variable included, the blue bar the model 

with just that variable and the red bar with all variables included…………………...32 

Figure 2.2 (D-F) Jackknife plots for each individual species showing the relative 

contributions of the variables to Area Under Curve (AUC; model performance). The 

green bar represents the model without that variable included, the blue bar the model 

with just that variable and the red bar with all variables included.…………………33 

Figure 2.3 (A-F) Probability of species occurrence over the model area for each 

species produced using the full and bioclimatic-only models. Colours range from dark 

blue (low probability of presence) to yellow (high probability of presence)………...34 

Figure 2.3 (G-L) Probability of species occurrence over the model area for each 

species produced using the full and bioclimatic-only models. Colours range from dark 

blue (low probability of presence) to yellow (high probability of presence)…..……35 

Figure 2.4 The percentage of Europe above the maximum sensitivity plus specificity 

threshold for each species for models run using two GCMs for ssp585 by decade. The 

red bars represent the model CNRM-ESM2, and the green bars IPSL-CM6A-LR....39 

Figure 2.5 The percentage of the Norwegian reindeer range above the maximum 

sensitivity plus specificity threshold for each species for models run using two GCMs 

for ssp585 by decade. The red bars represent the model CNRM-ESM2, and the green 

bars IPSL-CM6A-LR…...…………………………………………………………...39 

Figure 2.6 The percentage of Europe above the maximum sensitivity plus specificity 

threshold for each species by decade with projection using the CNRM-ESM-2 

circulation model. The grey bar represents the present distribution, red bars ssp245, 

green bars ssp370 and blue bars ssp585……………………………………………..40 

Figure 2.7 The percentage of the Norwegian reindeer range above the maximum 

sensitivity plus specificity threshold for each species by decade with projection using 

the CNRM-ESM-2 circulation model. The grey bar represents the present distribution, 

red bars ssp245, green bars ssp370 and blue bars ssp585…………………………..41 

Figure 2.8 (A-C) Combined predicted range of all studied gastropods within Europe 

across a range of time periods and emissions scenarios. Red areas indicate predicted 

range based on a model developed using Bioclimatic variables only, the CNRM-

ESM2 GCM and a threshold probability of presence based on the maximum sensitivity 

plus specificity. Grey areas indicate environmental conditions not meeting this 



 vi 

threshold. The present predicted distribution is presented in each scenario for 

comparison………………………………………………………………………….41 

Figure 2.9 (A-C) Combined predicted range for all studied gastropods within 

Fennoscandia across a range of time periods and emissions scenarios. Red areas 

indicate predicted range based on a model developed using Bioclimatic variables only, 

the CNRM-ESM2 GCM and a threshold probability of presence based on the 

maximum sensitivity plus specificity. Grey areas indicate environmental conditions 

not meeting this threshold. The black outline indicates the extent of the reindeer ranges 

within Norway. The present predicted distribution is presented in each scenario for 

comparison………………………………………………………………………….42 

Figure 2.10 The degree-day model applied to three different emissions scenarios 

using the CNRM-ESM2 model in the areas with both definitive and intermediate host 

species at each time point. White areas indicate areas of Norway where one or both 

intermediate and definitive hosts are absent. Grey areas indicate other countries not 

included in the model. The 0-8 scale represents the number of times the development 

from L1-L3 could be completed within a year.………………………………………43 

Figure 3.1 An example of the structuring of the data for validation. The number of 

days exposed to degree-days (DD) above or equal to 245 was summed for 2018, and 

this cumulative exposure was compared with faecal larval counts from the Jan/Feb of 

2019 and 2020……………………………………………...………………………..54 

Figure 3.2 (A-C) The number of cumulative degree days (scale bar) predicted for L1 

deposited within the range of the semi-domesticated reindeer herd for the years 2018-

2020. The black outline shows the overall herd range with the coloured area showing 

the reindeer position for that month and therefore the predicted exposure to infection 

within that month. Colours range from black (0 degree-days) up to yellow (above 600 

degree-days). The values on the x and y axes have been removed to preserve 

anonymity of the herd; the ticks on the x axis represent 0.5º longitude and y axis 

represent 0.2 º latitude……………………………………………………………….56 

Figure 3.3 (A-D) The number of cumulative degree days (scale bar) predicted for L1 

deposited within the range of the wild reindeer herd for the years 2017-2020. The 

black outline shows the overall herd range with the coloured area showing the reindeer 

position for that month and therefore the predicted exposure to infection within that 

month. Colours range from black (0 degree-days) up to yellow (above 600 degree-

days). The values on the x and y axes have been removed to preserve anonymity of 

the herd; the ticks on both axes represent 0.2 º latitude and longitude………………57 

Figure 3.4 Histograms of the E. rangiferi larvae per gram in the semi-domesticated 

reindeer herd from the sampling periods between 2019 and 2021………………….58 

Figure 3.5 Histograms of the E. rangiferi larvae per gram in the wild reindeer herd 

from the sampling periods in the Spring and Autumn of 2020………………………58 

Figure 4.1 Model conceptual framework showing the different larval stages and the 

rates of change from which equations 1-4 were derived. i1 = infection rate of snails 

with L1; μ1 = mortality rate of L1 on pasture; 𝛿 = development rate L1 to L3; μ2-4 = 

mortality rate of larvae within IH…………………………………………………...68 

Figure 4.2 (A-B) Data (black points) and linear models (blue lines) with the 95% 

confidence interval (grey) used to parameterise the model a) The log transformed 

instantaneous daily mortality rate of free-living L1. Adjusted R2= 0.719, p =1.056e-

09; b) Instantaneous daily development rate from L1-L3. Adjusted R2= 0.4125, p= 

0.05101………….…………………………………………………………………..74 

Figure 4.2 (C-D) Data (black points) and linear models (blue lines) with the 95% 

confidence interval (grey) used to parameterise the model c) Infection rate of 



 vii 

gastropods with L1. Adjusted R2= 0.1901, p= 0.004577; d) The log-transformed 

instantaneous daily gastropod mortality rate. Adjusted R2= 0.1762, p= 

0.0004024…………………………………………………………………………...75 

Figure 4.3 Relationship between number of larvae per host and instantaneous 

development rate. Regression line (blue) and 95% confidence interval (grey); 

Adjusted R2=  -0.001147, p-value= 0.3366………………………..……………….78 

Figure 4.4 The instantaneous development rate of first- to third-stage larvae shows no 

clear relationship with temperature. The colours represent different gastropod species 

with the majority of the sampling being performed at 20°C………………………..78 

Figure 4.5 The instantaneous development rates of L1 to L2 for three gastropod 

species show no clear relationship with temperature, with high levels of variability 

between rates at the same temperature for different samples.……………………….79 

Figure 4.6 (A-E) The abundance of different stages of larvae over a three-year period 

run with daily input on 100 L1 per gram faeces deposited on pasture with different 

gastropod infection intensity-related mortality rates. The small fluctuations represent 

small daily changes in temperature with an overall clear seasonal pattern discernible. 

Red = L1p, Orange = L1s, Green = L2s, Blue = L3s……………………………….82 

Figure 4.7 The model was run over the entire Norwegian reindeer habitat for 5 years 

from 2016-2020, the year 2020 is shown here as an example with the total number of 

L3 depicted by month (scale bar)……………………………………………………83 

Figure 4.8 (A-B) An example of the spatial distribution of L3 abundance over the 

range of a reindeer herd by month, for the years 2018 and 2019. The outlined area 

represents the annual herd range, with the area coloured each month representing their 

current position. The values on the x and y axes have been removed to preserve 

anonymity of the herd; the ticks on the x axis represent 0.5º longitude and y axis 

represent 0.2 º latitude……………………………………………………………….84 

Figure 4.8 (C) An example of the spatial distribution of L3 abundance over the range 

of a reindeer herd by month, for the year 2020. The outlined area represents the annual 

herd range, with the area coloured each month representing their current position. The 

values on the x and y axes have been removed to preserve anonymity of the herd; the 

ticks on the x axis represent 0.5º longitude and y axis represent 0.2 º latitude.……….85 

 

LIST OF TABLES 
Table 2.1 Area under curve (AUC) and standard deviations obtained after running 

both the model including all variables, and the bioclimatic variables only for each 

species. These are the means (and standard deviation) from 20 runs of each model. 

The AUC values in every model are above the 0.75 threshold for a model to be 

considered good…..…………………………………………………………………31 

Table 4.1 Model parameters as defined in Figure 4.1, parameter estimates as equations 

which were used in the model, alongside the linear model statistics and data 

sources………………………………………………………………………………73 

 



 1 

 

CHAPTER 1: INTRODUCTION 

 

The world is currently facing significant change induced by the human population and 

this is affecting ecosystems worldwide. There are many ways in which environmental 

changes can affect parasite populations, including the expansion or translocation of 

host or parasite ranges. Examples include the introduction of bank voles to Ireland 

(Stuart et al., 2020), or the introduction of non-native freshwater fish in South Africa 

(Smit et al., 2017).  Environmental changes have led to the emergence of parasites in 

areas they were not previously found, for example the Asian longhorned tick 

Haemaphysalis longicornis (Egizi et al., 2020) and Angiostrongylus vasorum (Kistler 

et al., 2014) in the USA.  Similarly a resurgence in previously low levels of parasitic 

infection have been recorded, for example the lungworm Ummingmakstrongylus 

pallikukensis in Canadian Muskoxen (Kutz et al., 2004), and Sarcoptes scabei in 

American black bears (Niedringhaus et al., 2019).  Finally there is evidence that 

environmental change is leading to a change of  hosts for some parasites, for example 

Eimeria spp. that normally parasitise Apodemus spp have been recorded in different 

species of rodents (Macova et al., 2018), and Apicomplexan parasites have been 

shown to switch from birds and primates to bats (Duval et al., 2007). 

 

Globally, much of the land use change, and therefore changes in risk of parasitism, is 

due to direct anthropogenic factors such as deforestation causing a reduction in habitat 

size, but at northern latitudes and in the Arctic, habitat change is primarily due to 

climate change (Jetz et al., 2007). It is widely acknowledged that climate change and 

the increase in frequency of extreme weather events is going to have serious effects 

on infectious disease, including parasitic disease. This could be in the form of outright 

increases in incidence, occasional severe outbreaks, or shifts in distribution and 

emergence. It is a situation that needs careful monitoring (Brooks and Hoberg, 2007; 

Harvell et al., 2002; Kovats et al., 2001; Lafferty, 2009; Sutherst, 2001).  There are 

many examples where climate change has already been linked to changes in parasitic 

disease risk. There are multiple cases studies of endoparasites on sheep farms in South-

East Scotland that have started showing alterations from their normal epidemiology 

resulting in parasitic disease of unusual intensities and at unexpected times, which 
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have been putatively linked to climate change (Kenyon et al., 2009). Predicted 

climate-driven environmental suitability for development of Fasciola hepatica has 

increased over time, particularly since the year 2000, and this has been matched with 

an increase in observed incidence of infections in livestock. This increase is predicted 

to continue with a variable seasonal pattern across Europe; in Northern Europe there 

are expected to be peaks in risk of fasciolosis in Autumn and Spring, whereas in 

Southern Europe it is expected in the winter (Caminade et al., 2015). For the tick 

Hyalomma marginatum the environmental suitability for its habitation within its 

current range in Southern Europe has been estimated to have increased since 1970 

based on thermal and hydrological variables, along with new areas having become 

suitable (Fernandez-Ruiz and Estrada-Pena, 2021). Retrospective analysis has also 

predicted changes to its lifecycle dynamics over this time in relation to the same 

environmental factors by increasing development rates and decreasing mortality in 

immature larval and nymph stages but increasing mortality in questing adults. This 

was predicted to make it more likely that H. marginatum could colonise new areas 

(Estrada-Peña et al., 2015). A generalised model of nematode infections in livestock 

predicts a tipping point in temperature driven larval development rate at which peak 

parasite burden starts to rapidly increase (Fox et al., 2015).  The same processes apply 

for parasites of wild and semi-domesticated ungulates grazing in herds. The focus of 

this thesis is the impact of climate on the epidemiology of the reindeer brainworm 

(Elaphostrongylus rangiferi) which affects wild and semi-domesticated reindeer 

throughout Norway.  

 

1.1 REINDEER – RANGIFER TARANDUS SSP. 

In Arctic regions across North America and Europe, reindeer (Rangifer tarandus ssp.) 

are one of the most abundant large herbivores and are important ecologically and 

culturally. The ecology of reindeer is very important as the ecosystem in Fennoscandia 

has developed alongside large herds of reindeer. Grazing reindeer have the potential 

to act as ecosystem engineers by way of grazing and trampling of vegetation and snow, 

which exposes the underlying vegetation to the air (Moen and Danell, 2003; Suominen 

and Olofsson, 2000). They have been found to increase vegetation species richness 

and decrease gastropod abundance and species richness (Suominen, 1999). This could 

be due to changes in the environment to which these gastropods are susceptible, or 
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increases in predators of the gastropods (Suominen, 1999). In Sweden where reindeer 

numbers have stayed relatively constant over the past century, there is no evidence of 

over-exploitation of the environment by reindeer (Moen and Danell, 2003). However, 

elsewhere there have been changes to the environment induced by reindeer herding at 

unsustainable levels. In Finnmark county in Norway there was a doubling of the 

reindeer population in the 1980s and these high grazing densities have been associated 

with loss of lichen carpets, which then has the effect of removing protection of the 

ground from hard freezing, leading to increased soil erosion (Moen and Danell, 2003). 

Nutrient cycling was also found to have decreased in tundra that was only moderately 

grazed (Suominen and Olofsson, 2000). 

 

The Sami are an indigenous people to Fennoscandia and north-west Russia. Reindeer 

are an important part of the society and industry of the Sami people and reindeer 

herding has been part of Sami culture since at least the 17th Century, and probably at 

a smaller scale long before this (Emanuelsson, 1987). There are many challenges faced 

by the Sami people. Although some of these are related to the climate, there have also 

been some anthropogenic changes which are affecting the way reindeer are managed 

across Fennoscandia. During the 19th and 20th Centuries political borders in 

Fennoscandia were gradually closed to the movement of reindeer (Lantto, 2010).  

This, alongside changes in the climate, resulted in extreme changes to the management 

of reindeer in Finland where they are now mainly confined to enclosed areas of pasture 

(Turunen and Vuojala-Magga, 2014).  However, in Norway the majority of herds are 

still managed in the traditional manner with reindeer herds free ranging over defined 

areas and rounded up twice yearly. Over recent years the industry has become less 

profitable and herd productivity has become less resilient to forces of change, and now 

rely more on state intervention and outside funding (Hausner et al., 2011; Reinert and 

Benjaminsen, 2015). An increase in the frequency of outbreaks of brainworm (E. 

rangiferi) further threatens the livelihoods of the Sami. Wild reindeer herds also 

remain in Norway in the national parks and mountains of the south (Figure 1.1). 
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Figure 1.1 The location of reindeer herds across Norway. The wild reindeer range is shown in yellow and the 

semi-domesticated reindeer range in pink, with the demarcations showing the individual herd ranges. 

 

 

 

Figure 1.2 The lifecycle of Elaphostrongylus rangiferi. (a) L1 are deposited in faeces and may migrate onto 

pasture. (b) L1 infect gastropod intermediate hosts where they develop to L3. (3) Reindeer ingest gastropods with 

infective L3, these develop to L4 then adults which produce eggs that develop into new L1. Image created with 

BioRender.com 
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1.2 REINDEER BRAINWORM – ELAPHOSTRONGYLUS RANGIFERI 

Elaphostrongylus rangiferi is an important parasite of reindeer in Norway and one in 

which changes in outbreak frequency are suspected to be related to climate change 

(Davidson et al., 2020). E. rangiferi is a protostrongylid nematode which uses 

gastropods as intermediate hosts and infects reindeer after ingestion of these (Figure 

1.2). Third stage larvae (L3) from ingested infected gastropods migrate out of the 

reindeer abomasum and through blood vessels to the meninges where they develop 

through L4 stage to adult, taking a minimum of 48 days to reach the central nervous 

system (CNS). From there the adults migrate to the skeletal muscle where they 

produce eggs, with the earliest finding of adults in skeletal muscle at 90 days post 

infection (Hemmingsen et al., 1993). The eggs travel via blood vessels to the lungs 

where they hatch to L1 and cause a verminous pneumonia (Handeland, 1994). The L1 

are then coughed up and swallowed before passing through the digestive tract to be 

deposited on pasture in the faeces. The pre-patent period as a whole takes 4-4.5 months 

(Handeland, 1994). The majority of the clinical signs are caused by the worms in the 

meninges where infection can cause paralysis or paresis of the hind limbs leading to 

wasting, or less commonly they can cause death by damaging the central nervous 

system directly (Handeland and Norberg, 1992).  

 

There are regular, often incidental, findings of brainworm infection in reindeer 

carcasses and samples submitted to the Norwegian Veterinary Institute, although no 

wide scale surveillance has been conducted to ascertain prevalence levels (Davidson 

et al., 2020). Serious outbreaks are seen only sporadically, with large outbreaks seen 

in the 1980s, and recurrence seen in 2018 (Davidson et al., 2020). Outbreaks in the 

1980s were strongly correlated with above average temperatures the previous summer 

and higher than average levels of rainfall (Handeland and Slettbakk, 1994).  

 

Seasonal infections are seen in goats in regions with large migrant reindeer 

populations (Handeland and Sparboe, 1991).  Goats are thought to be highly 

susceptible to infection (Handeland and Skorping, 1992), with outbreaks possible 

within herds; 25% of surveyed farmers reported disease occurrence within a two-year 

period (Handeland and Slettbakk, 1995). Sheep have also been shown to become 

infected experimentally (Handeland et al., 1993) but natural infection only occurs 
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sporadically (Handeland and Slettbakk, 1995). Although pathological changes 

associated with infection (Handeland and Skorping, 1992) and adult E. rangiferi have 

been recovered from muscles and spinal cord of sheep and goats (Handeland et al., 

1993), the parasite is not thought to be capable of completing its lifecycle since no 

larvae were detected in faeces 5 months post infection in either species (Handeland 

and Skorping, 1993; Handeland et al., 1993). Outbreaks in small ruminants have also 

been associated with higher than average temperatures the preceding summer 

(Handeland and Slettbakk, 1995). It is therefore suspected that outbreaks of clinical 

disease may become more frequent in the future due to the changing climatic 

conditions.  

 

1.3 THE IMPACT OF CLIMATE CHANGE ON E. RANGIFERI 

Three criteria have been suggested to determine whether changes to parasitism are 

induced by climate change: 1) evidence of meteorological climate change; 2) evidence 

of sensitivity of the organisms to climatic factors; 3) evidence of epidemiological 

change in association with the climate (Kovats et al., 2001).  

 

1.3.1 Meteorological change in the Arctic 

The Arctic is one of the areas of the globe facing the biggest climatic changes, with 

the highest rates of change being found at northern latitudes (Kovats et al., 2001). 

Arctic ecosystems are particularly sensitive to the effects of climate change, with 

tundra, boreal forest and mountainous areas all being identified as particularly 

susceptible (Solomon and IPCC, 2007). Changes happening in the Arctic region also 

compound the effects of climate change globally as changes in snow and ice cover 

have knock-on effects due to their reflective capacity and influence on sea levels and 

salinity (Bintanja and van der Linden, 2013; Polar Research Board, 2011).  

 

Overall the global temperature has risen approximately 1ºC since the end of the 19th 

century and is predicted to increase by up to 5.7 ºC by the end of the current century 

(IPCC, 2021). The Arctic has seen rises in temperature at twice the rate of the rest of 

the world over recent decades, with an acceleration predicted over the coming decades 

(Hassol, 2004). In Arctic regions, winter warming exceeds summer warming by a 

factor of four (Bintanja and van der Linden, 2013). The rising temperatures mean the 
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winter season will become shorter, with freezing happening later in the season and 

snow melt occurring earlier. This will have knock-on effects to the hydrological 

system as peak river flow will shift earlier in the spring, along with increased levels 

of river run off (Hassol, 2004). Along with the winter freeze occurring later there will 

be more days during which the temperature crosses the freezing point threshold, and 

an increase in the number of thaw days (Jylhä et al., 2008). Rainfall has increased by 

8% over the past century and this is expected to continue, along with increasing 

frequency of heavy rainfall events, however periods of drought are also expected to 

become more frequent during the summer months (Hassol, 2004; Solomon and IPCC, 

2007). All these factors will combine to affect the suitability of the habitat for different 

species and will alter ecosystem dynamics. However, current models have not 

accurately predicted the observed changes, for example the level of sea ice decline 

(Polar Research Board, 2011), therefore these predictions may be an underestimation 

of the true magnitude. Another downside is that the majority of climate change models 

use mean predicted increases; they have not predicted the seasonality that has been 

observed, often over predicting summer warming and underpredicting winter warming 

(Bintanja and van der Linden, 2013). They also fail to account for occasional extreme 

weather events (Thompson et al., 2013), which could have a different impact on 

parasite ecology compared to a uniform change in temperature. 

 

There is an additional stressor in the Arctic in the form of ozone depletion leading to 

increased UV radiation at the Earth’s surface in this region. This is likely to be 

strongest in the spring, during the time when ecosystems are more vulnerable to the 

effects, as increased UV radiation can interfere with photosynthesis of plants. This 

will be compounded by the reduced snow cover which would normally provide 

protection for sensitive species (Hassol, 2004). 

 

1.3.2 Sensitivity of E. rangiferi and its intermediate and definitive hosts to climatic 

factors 

Climate change affects all trophic levels of an ecosystem, and the distribution of both 

the intermediate and definitive hosts of E. rangiferi are determined by habitat and land 

type. Changes have already been observed in the vegetation of Arctic regions, with 

satellite observations revealing ‘browning’ of boreal forests, along with ‘greening’ of 
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tundra areas as forests move northwards (Polar Research Board, 2011), and the spread 

of tundra vegetation into polar deserts has also been observed (Hassol, 2004). Along 

with the expansion of the tree range northwards and towards higher elevations (Hassol, 

2004), there are stresses induced in the native tree populations within their current 

range due to alterations in climate outside the range to which these species are adapted. 

A tipping point is expected at which these boreal forest populations die off, as climate 

changes move at a faster pace than arboreal migration rates. This could result in 

decreased species diversity and decreased genetic diversity within species leading to 

a reduction in resilience of Arctic species in the face of altered conditions (Hassol, 

2004). These changes in flora will also have a large impact on herbivores as they could 

result in changes in habitat and grazing patterns. This will have knock-on effects at all 

trophic levels. Increased tree growth in tundra areas is likely to contribute to regional 

warming, as well as changing the habitats for native fauna and flora. The increase in 

forested area also increases the risk of forest fires, and in outbreaks of insects (Hassol, 

2004). 

 

Due to their close relationship with environmental conditions, ectotherms are highly 

susceptible to environmental changes. Gastropods are particularly sensitive to climate 

change due to their limited scope for movement, their requirements for moisture and 

their sensitivities to changing temperature. Very little is known about physiological 

changes induced by such pressures but there is evidence that they are having effects. 

Reduced winter dormancy periods induced by increasing winter temperatures has been 

associated with reduced reproductive capacity of gastropods, as has increasing 

summer temperatures (Nicolai and Ansart, 2017).   

 

Changes to the ranges of gastropods over time have become evident. An increase in 

the upper elevational limit of the snail Arianta arbustorum over a period of 95 years 

has been found in an Alpine region, and in a protected area untouched by human 

activity.  This is presumed to have occurred due to climatic changes (Baur and Baur, 

2013). However, it is unknown whether the movement of the snails follows or is 

associated with any change in the vegetation on the slope i.e., changes in the range of 

the suitable habitats for the snails. On a larger scale, the removal of climatic barriers 

is predicted to facilitate species invasions (Solomon and IPCC, 2007); this has been 

seen across Europe as climate change has also been implicated in the establishment of 
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A. arbustorum in areas further north and east than its historic range (Bondareva et al., 

2020). In Fennoscandia the suitability for the snail is currently restricted to the western 

coastal edge of Norway and southern Sweden and Finland, but is predicted to expand 

northwards across Fennoscandia by 2050 due to increases in moisture levels and 

milder summers (Bondareva et al., 2020). As A. arbustorum is a potential intermediate 

host of Elaphostrongylus spp. this could have implications in expanding the range of 

the parasite into areas where it is not currently seen to be a problem.  

 

Changes that have been predicted or observed in one intermediate host (IH) species 

may not apply to them all. Although some models have been produced to predict the 

distribution of certain gastropods under climate change in certain environments 

(Willis et al., 2006), the responses of gastropods to climate change are variable, even 

in closely related species, which highlights the need for species specific information 

regarding adaptations (Nicolai and Ansart, 2017). For example, Arctic species may be 

adapted to colder conditions, and invasive generalist species such as A. arbustorum 

may be more resilient to the changes taking place. However, there are some factors 

which are conserved across gastropods, such as the upper thermal tolerance limit.  This 

does not appear to vary by much between different populations or species of terrestrial 

ectotherms at differing latitudes (Sunday et al., 2011). All these factors highlight the 

uncertainties about the effects of climate change on gastropods and the difficulties in 

predicting these. This adds an extra layer of complexity to predicting the dynamics of 

Elaphostrongylus in changing climates due to the wide range of gastropods that have 

been found to be suitable intermediate hosts (Skorping and Halvorsen, 1980). There 

may also be changes in the population diversity and the species that prevail under 

climate change. 

 

As well as the effect of warming, the change in the seasonal dynamics will have an 

effect on the ecosystem cycle (Bintanja and van der Linden, 2013). Climate induced 

changes in animal phenology have been observed; at northern latitudes these are linked 

to temperature rather than precipitation which is the predominant influencer at lower 

latitudes (Cohen et al., 2018). Invertebrates advance their phenology at higher rates 

than large vertebrates, probably due to ectotherms’ greater sensitivity to 

environmental temperatures (Cohen et al., 2018). Herbivores also advance their 

phenology more than carnivores, probably due to their association with plant 



 10 

phenology (Cohen et al., 2018). This is exemplified in the relationship between great 

tit reproductive phenology and that of their prime food source the caterpillar.  

Although synchrony between maximum caterpillar biomass and maximum chick 

energy requirements creates the best chick growth, and timing of this peak in 

caterpillar biomass and egg laying are both strongly related to temperature, there are 

differences in the extent to which each of these variables has been found to advance 

in the face of the warming climate.  This has resulted in an asynchrony leading to 

reduced growth of the chicks. The great tits have failed to adapt to the changing 

climate in order to maximise their reproductive potential unlike the caterpillars (Visser 

et al., 2006). 

 

In recent years, reindeer populations have been decreasing throughout their range, 

which is thought to be due to a combination of climate-related factors (Vors and 

Boyce, 2009), and observed changes to reindeer weights may reduce their resilience 

to external stressors (Reinert and Benjaminsen, 2015). This loss of resilience can cause 

decreased over-winter survival, both due to direct causes and reduced ability to avoid 

predation (Hausner et al., 2011).  There are several ways in which this can be 

influenced by climatic factors. There can be a direct reduction in the amount of food, 

for example lichen is an important source of nutrients over the winter, a reduction in 

access to lichen has been associated with decreased over-winter survival and reduced 

reproductive success (Vors and Boyce, 2009). A trophic mismatch can arise in the 

spring where climate-induced changes to the vegetation growing season induce an 

asynchrony between the time of reindeer peak requirements for nutrients around 

calving, and the time of highest nutrient availability in forage plants (Post and 

Forchhammer, 2008). This occurs due to different factors influencing the processes 

involved; although the timing of the growth of the plants is dependent on sunlight and 

is highly variable, reindeer migration is determined by day length, and despite birth 

being correlated with mean temperature it is minimally variable year on year (Post and 

Forchhammer, 2008). Another example by which climate impacts on reindeer 

foraging is through ‘rain on snow’ events. These are thought to be one of the most 

significant climatic changes affecting reindeer populations as they change snow pack 

properties and the resultant formation of ice obstructs access to forage plants 

(Descamps et al., 2017). These events have been found to be associated with high 

levels of ungulate mortality (Hansen et al., 2014; Putkonen and Roe, 2003), and 
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decreases in population growth rates (Hansen et al., 2011). Reduced availability of, or 

access to, forage plants can cause nutritional insufficiency leading to 

immunomodulation and increased levels of parasitism and its consequences (Coop and 

Kyriazakis, 1999).  

 

Another factor that can reduce resilience in reindeer is harassment from biting insects 

during the summer months, which can result in decreased body condition (Vors and 

Boyce, 2009). This is also impacted by climate and is likely to increase as years 

become warmer (Callaghan et al., 2004). This can also impact on disease transmission 

and has already been associated with outbreaks of the arthropod transmitted Setaria 

tundra in Finnish reindeer, which were strongly correlated with increased 

temperatures the summer prior to the outbreak occurring (Laaksonen et al., 2010).  

 

1.3.3 Evidence of E. rangiferi epidemiological change in association with climate 

Indirectly transmitted nematodes such as E. rangiferi are likely to be more resistant in 

the face of global warming than those directly transmitted, such as Ostertagia 

gruehneri, due to behavioural thermoregulation of the gastropod intermediate hosts 

creating a ‘shelter effect’. The larval stages of protostrongylids (and other strongylid 

nematodes with gastropod IHs) within gastropods may be protected from extreme 

temperatures, which might otherwise lead to their deaths, by movement of the 

gastropod to a more suitable microclimatic area (Molnár et al., 2013a). Parasites 

adapted to areas with wide temperature ranges are less affected by small increases in 

temperature. In the Arctic although the overall temperature range is wide, the majority 

of this is below 0C, and the range of temperatures at which parasites can develop is 

relatively small, therefore parasites are more likely to be affected by smaller increases 

in temperature (Aleuy and Kutz, 2020). Outbreaks of clinical elaphostrongylosis and 

increased levels of excreted larvae have been correlated with higher than average 

temperatures and rainfall in the preceding year (Halvorsen, 2012; Handeland and 

Slettbakk, 1994) and this is supported by model predictions suggesting an increase in 

thermal suitability for larval development may be associated with outbreaks (Rose 

Vineer et al., 2021). 
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There are many examples of indirectly transmitted parasites whose transmission 

dynamics and lifecycles are affected by the changing climate, including several from 

Arctic North America. For example, the muskox protostrongylid nematode, 

Umingmakstrongylus pallikuukensis. Like Elaphostrongylus spp., it typically has a 2-

year life cycle involving gastropod intermediate hosts (Kutz et al., 2002), but it was 

found that with warmer temperatures it was possible for the L1 deposited on pasture 

to develop to L3 within the same year. Analysis of historical weather data revealed 

that the required number of days above the minimum developmental temperature 

required for the development of larvae to L3 has been exceeded more often in recent 

years, such that a 1-year cycle is now predominating (Kutz et al., 2005). This recent 

shift from a 2-year to 1-year lifecycle has also been found to be true for Varestrongylus 

eleguneniensis, a protostrongylid lungworm of Muskox in Canada (Kafle et al., 2020).  

In Norway a 1-year transmission cycle is seen in Elaphostrongylus cervi, along with 

a high prevalence and intensity of infection (Handeland et al., 2019). The red deer this 

parasite infects are found at lower altitudes than the wild reindeer.  Modelling suggests 

a two-year lifecycle is still predominating for E. rangiferi in wild reindeer, however 

within locations where the semi-domesticated reindeer herd graze, a similar pattern is 

seen to that observed in Canada, with the accumulated degree-days surpassing the 

number required for development within one year more often in recent years than 

historically (Rose Vineer et al., 2021). 

 

Where U. pallikuukensis larvae developed to L3 within the same summer as infection 

of the slugs, infectious larval load was much higher in these slugs than in overwintered 

slugs, and there was minimal loss due to slug mortality (Kutz et al., 2002). This could 

lead to infection pressure being much higher, resulting in increased infection 

prevalence and intensity within the muskox herds.  A similar pattern was observed in 

red deer in southern Norway (Handeland et al., 2019). There is a caveat to this in that 

higher rates of synchrony of larval development have been found at higher 

environmental temperatures, meaning a more synchronised development of parasites 

and a higher infectious dose over a short time period may occur compared to events at 

lower temperatures (Kutz et al., 2001). It is possible for this emergence of parasites to 

be asynchronous with the definitive host life and movement cycles, limiting 

transmission (Gethings et al., 2015). If this emergence can be predicted it could be 
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used to inform avoidance strategies in the management of animals in order to induce 

an asynchrony in the lifecycle. 

 

Increases in host density have been associated with increases in parasitism. For 

example, increasing Teladorsagia boreoarcticus infections have been seen in herds of 

Canadian muskox with increased density. The increased density is thought to have 

worked synergistically with climatic conditions conducive to accelerated development 

of the parasites (Kutz et al., 2004), although it is difficult to separate out the relative 

importance of these two factors. However, no correlation was found between E. 

rangiferi L1 abundance in faeces and reindeer density in herds in Canada (Ball et al., 

2001) or Norway (Halvorsen, 2012). In summer pastures above the treeline there are 

thought to be minimal areas containing gastropod hosts, so even though the overall 

density of reindeer may not affect transmission the clustering of reindeer in areas with 

high densities of infected gastropods could have an effect; in these areas gastropods 

have been found within calcium-rich bogs where large densities of reindeer have been 

seen to aggregate (Halvorsen et al., 1980). 

 

Range expansion has been observed for several Arctic parasites; Umingmakstrongylus 

pallikuukensis, and Varestrongylus spp. have expanded their range in the Canadian 

Arctic and are now found on an island that was previously free of infection (Kutz et 

al., 2013). The reasons for this related to the changing climate are two-fold. The 

warming has altered the range of the muskox and caribou hosts, leading them to travel 

from southern infected areas northwards in search of better environments. Also, 

changing conditions have provided a better environment for the development and 

maintenance of the parasite after its introduction (Kutz et al., 2013), with a tipping 

point appearing where there was a transition between the minority of years being 

suitable for parasite development to the majority being suitable (Kafle et al., 2020). 

Parasite range expansion could also be facilitated by climates changing to favour 

populations of intermediate hosts, for example with the predicted changes leading to 

increased range of A. arbustorum across Fennoscandia (Bondareva et al., 2020).  

 

Hoberg et al., (2002) identified Protostrongylus stilesi, a protostrongylid previously 

associated with Ovis spp., in introduced muskox (Ovibos moschatus wardi) for the 

first time, violating the previous assumption of host specificity. This implied that 
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sympatry between different host species, which were previously assumed to have 

separate parasite populations, may not have such clear definitions as originally 

thought.  It is possible that there is an increased risk of parasitism associated with 

changing host habitat ranges and population expansions or translocations, which can 

also be associated with climate change. Introduced host species could also provide a 

bridge between different native species for which previously there was no overlap in 

either range or parasite populations. This can have serious management implications 

for the populations involved. However, this has to be interpreted with care as it is 

possible that detected host switches are not new but due to previous sympatry which 

has not been seen recently due to changes in host ranges and interactions (Kutz et al., 

2004). This lack of baseline and historic data represents a major limitation to the study 

of the effects of climate change on Arctic parasites. Nematodes of the 

Elaphostrongylus genus were thought to be associated with hind limb ataxia in 

muskoxen in Norway but were not definitively speciated (Holt et al., 1990), and it has 

been shown experimentally that E. rangiferi is able to infect and complete its lifecycle 

in moose (Steen et al., 1997). Moose have their own species of Elaphostrongylus,  E. 

alces (Gibbons et al., 1991) but the potential for them to become infected with E. 

rangiferi could be important in outbreaks of clinical disease in moose as reindeer, and 

thus E. rangiferi, are at a much higher abundance in Norway. Therefore, surveillance 

of these species in the wild could provide useful data regarding the host specificity of 

E. rangiferi and the potential for host switching. 

 

Although Elaphostrongylus spp. and other protostrongylid nematodes are 

predominantly transmitted by terrestrial gastropods, under changing conditions there 

may be increased potential for aquatic gastropods to act as intermediate hosts. It is 

known that E. rangiferi can infect and develop in the freshwater snails Lymnea 

stagnalis at similar rates to in terrestrial snails (Skorping, 1985), however controlled 

infection scenarios can facilitate infection in a way that is not representative of natural 

scenarios and lifts many of the geographical constraints. It is also difficult to prove 

whether it is possible for infection to be transmitted to the definitive host (Morley, 

2010). However with the predicted changes to the hydrological system and locations 

of wetlands (Hassol, 2004) this route of transmission cannot be ignored. 
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1.4 PREDICTING PARASITE TRANSMISSION TO INFORM CONTROL 

In order to mitigate risk of parasite infection and disease a range of strategies can be 

employed. One of these strategies is simply to avoid areas where infection is a high 

risk. Sami herders have reported brainworm clinical signs being seen more commonly 

after warm summers, and herders have been known to move herds to pastures at higher 

elevation in response to outbreaks of disease in order to reduce risk (reported in 

Davidson et al., 2020). Similarly, in Canada local knowledge has been found to be 

valuable in monitoring health in wild caribou and muskoxen (Tomaselli et al., 2018). 

However, there are limitations to the predictive capabilities of this knowledge, which 

is based on historic conditions. Reindeer herders interviewed in Finland predicted that 

the reduction in the snow cover period induced by climate change would be favourable 

for their herding making longer periods of grazing possible. However in reality there 

will also be changes to the amount of ground ice which could lead to unfavourable 

conditions, and will be more evident in open areas than forested areas (Turunen et al., 

2016). In addition this will affect the length of the growing season, and longer growing 

seasons and the subsequent changes in grazing pattern have been putatively linked to 

increases in levels of infection with gastrointestinal nematodes in sheep farms in 

Scotland (Kenyon et al., 2009).  There is the possibility of this effect being seen in 

wild ruminants as well. 

 

In order to cope with changing conditions reindeer herders are adjusting their 

management practices; the development of predictive tools would aid in this decision 

making. The prediction of E. rangiferi risk over different geographical areas 

throughout the year could inform herding strategies and parasite avoidance strategies. 

This can be done via the use of quantitative models. 

 

1.4.1 Modelling approaches 

Models are generally acknowledged as the only way to predict future patterns of 

infectious disease, but there are many different methods and approaches possible 

(Woolhouse, 2011). There are two general types of model that can be used. Empirical 

models look for correlations between environmental variables and disease or host 

presence, while mechanistic models mathematically describe the underlying processes 

of the disease system (Rose Vineer, 2020). Different models may be chosen depending 
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on the data available for their development. Mechanistic models can vary in their 

complexity but generally have a much higher data requirement than empirical models 

and demand a detailed understanding of the physiological processes underlying the 

system, making them much more challenging to develop. However, they are the 

preferable model to use when modelling novel situations such as climate change 

scenarios as they are better equipped for extrapolation of data and use for future 

projections (Fox et al., 2012).  

 

Due to their relative simplicity, and the ease at which correlative models can be 

developed using limited data, empirical models have been used to provide risk maps 

to advise on farm animal management, for example the Ollerenshaw model used to 

predict risk of exposure to Fasciola hepatica in the UK. This model utilised a simple 

correlation between meteorological data and disease incidence observed in Anglesey 

and was applied in a predictive manner across England and Wales at a large spatial 

scale (Ollerenshaw, 1966; Ollerenshaw and Rowlands, 1959). However, although 

maps such as these can give a broad indication, risk of infection depends on more local 

environmental factors. McCann et al., (2010) expanded on the Ollerenshaw model by 

using GIS mapping and a combination of environmental and climatic variables in a 

multiple regression model to determine the factors of importance and produce spatial 

maps of fasciolosis risk based on landscape. Although several landscape factors were 

identified as strong predictors of fasciolosis risk it is not clear how these influence 

transmission processes. This demonstrates one of the limitations of this model type in 

that the predicted niche of the parasite may not be representative of the realised niche. 

A mechanistic understanding of the requirements of parasites for certain conditions 

can be used to expand upon simple correlative models and provide predictive tools 

with better spatial and temporal resolution. For example, the water requirements for 

liver fluke development were used alongside detailed hydrological data to produce a 

finer scale risk map that accounts for long term data rather than considering each 

month individually, and the resulting predictions were found to be robust across two 

different case studies, demonstrating the applicability of the model to differing areas 

(Beltrame et al., 2018). 

 

Degree-day models are simple mechanistic models of the thermal requirements for 

development of invertebrates. They have a low data requirement and can be used when 
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data pertaining to other system variables is lacking. This makes them suitable for 

modelling parasites in challenging environments where data collection is difficult, and 

due to this they have been used extensively in modelling Arctic protostrongylid 

nematode development (e.g. Jenkins et al., 2005; Kafle et al., 2020). They can also be 

developed to incorporate other environmental variables such as rainfall and 

evapotranspiration (Haydock et al., 2016).  

 

Mechanistic models can also become much more complex by including multiple 

different lifecycle stages and parameters. Molnár et al., (2013b) integrated the 

metabolic theory of ecology (MTE) into a model of a directly transmitted Arctic 

parasite in a method that improves on the degree-day model by being able to account 

for temperature driven effects on multiple parasitic transmission parameters at once. 

However the MTE has only been established for free-living animals, not parasites 

(Molnár et al., 2017), and there will be additional difficulties in applying it to 

indirectly transmitted parasites such as Elaphostrongylus spp. due to the shelter effect 

of the intermediate host reducing mortality levels in high temperatures (Molnár et al., 

2013a). This will affect the conclusions drawn from their model which found that the 

one summer season of transmission may be replaced by a two-peaked transmission 

with a decrease in summer when temperatures are becoming too high and leading to 

increased mortality in free living parasites (Molnár et al., 2013b). The main functional 

difference between the metabolic theory model and degree-day models is the use of a 

thermal performance curve in the former, whereas in the latter a linear relationship 

between temperature and development is assumed (Molnár et al., 2017). The use of a 

non-linear relationship in degree-day models has also been advocated by Moore and 

Remais (2014). Although the use of a known thermal performance curve may improve 

a model, in this case there are several confounding factors, including the unknown and 

unmeasured microclimatic factors. An example of this is the difference between soil 

surface temperature, which is the actual dependent factor, and air temperature, which 

is measured. At a range of temperatures, the linear model is valid as part of the 

development ‘curve’ is also linear. Additionally, behavioural thermoregulation of 

snails will change the temperature the parasites are at relative to the air temperature 

so the use of a horizontal cut-off in maximum temperature above which development 

proceeds at the same rate at all higher temperatures is biologically appropriate for this 

system, meaning the degree-day model is less likely to over-estimate development at 
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higher temperatures. This is a method commonly used for Arctic protostrongylids 

(Kafle et al., 2020; Kutz et al., 2005; Rose Vineer et al., 2021). 

 

Another type of model incorporating the entire lifecycle of a parasite is the Q0 model; 

these are based around the same principle as the R0 (the basic reproductive quotient) 

in infectious disease but simulate the reproductive capacity of the parasite, therefore 

giving an indication of the level of infection pressure. This method was initially 

developed for Teladorsagia circumcincta (Roberts and Heesterbeek, 1995), using the 

‘density of infective larvae on the pasture’ and ‘the mean number of adult parasites 

per host’ as state variables. Its use was developed and expanded on for Haemonchus 

contortus to include environmental stochasticity and allow future projections under 

climate change (Rose et al., 2016). Due to the incorporation of variables relating both 

to the parasite in the environment and in the definitive host the Q0 model has a very 

high data requirement meaning it is not possible to produce this for many species 

currently. An alternative method to this is to model either the intra-mammalian or 

extra-mammalian lifecycle stages independently. An example utilizing the stages 

within the definitive host is the GLOWORM-PARA model, a lifecycle model which 

provides a framework for modelling the effect of host immunity on parasite 

populations (Rose Vineer et al., 2020). Another example is a stochastic individual-

based model predicting the impact of the combination of grazing behaviour and 

development of immunity on gastrointestinal nematodes (Fox et al., 2013). A major 

benefit to these models is that they can be used to model interventions which affect 

the definitive host such as vaccination. Although theoretically these models could be 

used for Elaphostrongylus if adapted to the differing lifecycle compared to GINs, the 

data are currently not available in order to do this, and the differing lifecycle means 

obtaining data for the parameterisation is more difficult experimentally. There is also 

potential for these models to be used with climate-dependent parameters, but these 

intra-host stages are more robust in the face of changing climate. 

 

There are also models of the extra-mammalian lifecycle stages which are more 

sensitive to environmental changes. The GLOWORM-FL model (Rose et al., 2015) is 

a model such as this, which models the free-living stages of gastrointestinal nematodes 

of sheep and cattle and the rates of development, mortality and movement in relation 

to temperature and moisture levels. A different modelling method but similar 
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framework was used by Leathwick et al., (2015) to model the development and 

survival of the free-living stages of equine cyathostomins in relation to temperature 

and moisture. These models can then be used to make predictions about the effect of 

changing climatic conditions on parasites. 

 

Models of different stages of the lifecycle can also be used for the intermediate host 

species. Individual-based models incorporating environmental stochasticity have been 

used to predict the distribution of gastropods as pest species, for example Willis et al. 

(2006) and Choi et al. (2006) forecasted the population dynamics of Deroceras 

reticulatum in the UK under different climatic conditions and predict times of high 

abundance and high risk to crops. The details regarding individual responses to 

different conditions, and physiological data required for mechanistic models is rarely 

available however, especially where multiple species are being considered. Therefore, 

empirical species distribution models, also known as habitat suitability models or 

ecological niche models, are more commonly used. These relate environmental 

conditions with species locations and can predict occurrence based on areas which 

have similar conditions.  

 

1.5 AIMS 

The aim of the present study was to develop models that can be used as decision 

support tools to support Sami herders in management of their herds to reduce 

incidence of clinical elaphostrongylosis. Mechanistic modelling frameworks were 

developed incorporating parasite biology and host interactions that can be applied over 

different geographic areas. 

 

The specific objectives for this these are: 

1. Predict where intermediate and definitive hosts co-occur under current and 

future climate 

2. Predict the potential transmission of E. rangiferi under current and future 

climates 

3. Evaluate the potential use of a simple degree-day model as a parasite control 

decision support tool 
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4. Explore the current potential to develop a model of E. rangiferi population 

dynamics to simulate more complex intervention measures 
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CHAPTER 2 – THE SPATIAL DISTRIBUTION OF 

POTENTIAL INTERMEDIATE HOST SPECIES OF 

ELAPHOSTRONGYLUS RANGIFERI AND THE THERMAL 

SUITABILITY FOR LARVAL DEVELOPMENT 

 

2.1 INTRODUCTION 

Transmission of Elaphostrongylus rangiferi relies on the presence of both 

intermediate and definitive host species in combination with environmental conditions 

suitable for parasite development. Many species of gastropod have been identified as 

potential intermediate hosts for E. rangiferi (Skorping, 1985a; Skorping and 

Halvorsen, 1980). Hansen and Halvorsen (1976)  state that “there will always be a 

danger of infection of reindeer on pasture containing snails and contaminated faeces” 

but knowledge of the areas in which the intermediate host species are present will help 

determine the areas in which reindeer are at risk of infection with the parasite. 

Previously conducted field surveys have identified a lack of or very few gastropods 

being found above the treeline in Norway (Andersen and Halvorsen, 1984; Halvorsen 

et al., 1976), but thus far the potential distribution of species across the whole country 

has not been determined and there is a paucity of gastropod studies in this region. 

Ecological niche models can be developed to help predict the potential range of 

gastropods, and therefore aid in in predicting the areas with potential for transmission 

of E. rangiferi. 

 

The distributions of gastropod species will depend on many different topographical as 

well as climatic and environmental factors. Lee et al. (2009) found a relationship 

between abundance of Deroceras panormitanum slugs and elevation. An upper 

elevational limit in Arianta arbustorum habitat was identified by Baur and Baur (2013) 

and it was found that this has shifted upwards over recent decades, in line with 

increasing average temperatures.  

 

Poikilotherms are particularly sensitive to temperature changes. Increases in winter 

temperature and reduction of snow cover could change the phenology of gastropods 

by altering their winter dormancy periods. This can have knock-on effects on 
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reproduction as spermatogenesis is lower after shorter periods of hibernation (Gomot 

and Gomot, 1991). Terrestrial gastropods are especially susceptible to desiccation, 

therefore the combination of high temperature and drought can prove deadly, 

especially if it is above the level to which they are able to move into a suitable 

microclimate (Nicolai and Ansart, 2017). Water availability has been found to be the 

major limiting factor of terrestrial invertebrate species richness (Horsak and Chytry, 

2014). Temperature and rainfall have been shown to be key factors in the population 

dynamics of the slug Deroceras reticulatum (Choi et al., 2004). There are species 

differences in ecology and physiology, even within the same genus. D. reticulatum 

slugs (used hereafter to refer to adults and juveniles) do not have a high cold tolerance 

and in extreme conditions can only overwinter during the egg stage of the lifecycle. 

In contrast, D. laeve slugs have been found to survive temperatures as low as -28OC. 

D. laeve overwinter as slugs, but the eggs have been found to have poor cold tolerance 

(Berman et al., 2011). This highlights the importance of species differences in ecology 

and responses to climate change. It can therefore be predicted that different species 

will respond to changing climates differently, and that not only the overall number of 

individual gastropods, but also the species composition in an area may change. 

 

Maximum entropy modelling (Maxent) is a method that has been extensively used for 

species distribution modelling (Phillips et al., 2006), including for modelling snail 

species as intermediate hosts of parasitic helminths. This has mainly been done for 

trematodes infecting humans, for example the distributions of Biomphalaria spp. 

snails as intermediate hosts for Schistosoma spp. have been modelled using Maxent 

on local (Manyangadze et al., 2016), national (Manyangadze et al., 2016; Pedersen et 

al., 2014), and regional scales (Stensgaard et al., 2013) in Africa, and other countries 

including China (Habib et al., 2016). Few studies have focused on species distribution 

modelling of intermediate hosts for either nematode parasites of humans or animals, 

or even trematode parasites of animals, with some studies generally focusing on 

modelling the parasite itself. For example, York, Butler, and Lord (2014) modelled 

the potential distribution of Angiostrongylus cantonensis worldwide based on reports 

of disease in humans; and Kantzoura et al. (2011) modelled the distribution of different 

Fasciola hepatica genotypes in south eastern Europe using the locations of livestock 

found to be infected. It has also been considered for Angiostrongylus vasorum in the 

UK that the number of potential intermediate host species and the wide ranging 
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distribution means that species distribution models of intermediate hosts will not be 

informative (Morgan et al., 2009). However, Pickles et al. (2013) show that modelling 

the range and distribution of the parasite and its host separately can reveal ecological 

niche mismatches which could be of key importance for predicting range shifts in 

response to altered environmental conditions as compared to predicting parasite 

distribution alone, therefore combining models pertaining to different aspects of the 

parasite lifecycle can be a useful tool to encompass a wider variety of potential 

epidemiological changes. This has been exemplified by Stensgaard et al. (2013) who 

combined a species distribution model for the intermediate host Biomphalaria spp. 

snails developed using Maxent with a growing degree-day model for the parasite 

Schistosoma mansoni across the entire African continent. 

 

Growing degree-day models were developed initially to represent plant growth within 

the growing season, but have also been used to predict the emergence of insects (e.g. 

Park et al., 2014) and have found many other applications including use for parasite 

development. For example, predicting egg hatching in the plant parasitic nematode 

Criconemella xenoplax (Westcott and Burrows, 1991) and the development of 

Dirofilaria spp. in mosquitos (Genchi et al., 2011, 2009). These models can then be 

applied to new areas, for example Yang et al. (2006) modelled thermal suitability for 

Schistosoma japonicum transmission in different regions of China, or to novel climatic 

scenarios such as a study by Ogden et al. (2006) where they used a degree-day model 

for Ixodes scapularis to predict whether range expansion into Canada would occur in 

the face of climate change. Degree-day models have been developed and used in 

multiple ways for protostrongylid nematodes of ruminants in the Canadian Arctic for 

example Umingmakstrongylus pallikuukensis (Kutz et al., 2002), 

Parelaphostrongylus odocoilei (Jenkins et al., 2005), and Varestrongylus 

eleguneniensis (Kafle et al., 2018). A preliminary model was also made for 

Elaphostrongylus rangiferi by Kutz, Hoberg, and Polley (2001) who took data from 

Halvorsen and Skorping (1982) for development of E. rangiferi in Euconulus fulvus 

and Arianta arbustorum and calculated the degree-days in both of these species 

individually, with different development rates and minimum threshold temperatures, 

using only the linear portion of the development curves, as 250 degree-days (DD) in 

each. Rose Vineer et al. (2021) expanded on this and further developed a degree-day 

model for Elaphostrongylus rangiferi in Norway, using it to determine how thermal 
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suitability for larval development has changed over the past 70 years across 

Fennoscandia. However, this model did not consider the distribution of the hosts. 

 

In this present study Maxent modelling was used to determine areas within the 

reindeer range in Norway in which environmental and climatic conditions are suitable 

for gastropod habitation and to predict whether these species’ distributions will shift 

in the face of climate change. This was combined with predictions of thermal 

suitability for larval development within the gastropod host made using the degree-

day model developed by Rose Vineer et al. (2021) in order to determine in which areas 

there may be changes in parasite dynamics and increased risk of transmission. 

 

2.2 METHODS 

2.2.1 Data Sources 

2.2.1.1 Species Occurrence data 

Multiple terrestrial pulmonate gastropod species (Order Stylommatophora) were 

selected for distribution modelling. Arianta arbustorum (family Helicidae) was 

selected based on having a widespread distribution across Europe with increasing 

range (Bondareva et al., 2020), and its use as a model organism in E. rangiferi 

experimental studies (e.g. Skorping, 1988). The other species were selected based on 

their detection during field surveys in Norway (Closset, N and Stuut, M; unpublished 

data) and the availability of location data in the Global Biodiversity Information 

Facility (GBIF). They consist of three terrestrial snail species: Punctum pygmaeum 

(Family Punctidae), Vitrina pellucida (Family Vitrinidae), Euconulus fulvus (Family 

Euconulidae); and two terrestrial slugs Deroceras laeve (Family Agriolimacidae) and 

Arion subfuscus (Family Arionidae), all of which had been identified as potential 

intermediate host species (Skorping and Halvorsen, 1980). 

 

Point occurrence data was taken from GBIF (GBIF, 2021) and was combined with 

data from gastropod surveys in the Rondane and Meråker regions of Norway (Closset, 

N and Stuut, M; unpublished data) (Figure 2.1). GBIF data includes museum and 

preserved specimens, and specimens dating back to the 19th century. However the 

reliability of these data may not be high as georeferencing of museum samples is 

known to be poor (Anderson, 2012), and the global climate has changed over this time. 
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Therefore, the data was included according to the following criteria: only data from 

human observations; excluded uncertainty >5000m; removal of data recorded before 

1950. Although there were occurrence data available from outside of Europe, A. 

arbustorum is known to be an invasive species in North America (McAlpine et al., 

2009) and therefore may not be at an equilibrium with its environment there, and as 

this violates an assumption of species distribution modelling it was necessary to 

exclude these regions from the model, and only European data were considered. This 

also reduced the computational time required for production of the models. The 

samples are assumed to be independent of each other; due to the small size of the 

species it is unlikely that repeated observations were recorded of the same individuals, 

however there may be potential for pseudo-replication with several collections in close 

proximity to each other.  

 

Reindeer ranges were provided by the Norwegian Institute for Nature Research 

(NINA) as shapefiles for the wild and semi-domesticated herds. These were joined 

using the merge function in QGIS (QGIS.org, 2021). 

 

Figure 2.1 Species occurrence data used for Maxent model development including data from field surveys 

conducted in two regions of Norway, and data from GBIF after removal of data based on the exclusion criteria  
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2.2.1.2 Environmental data for present conditions 

Bioclimatic variables from the World Clim version 2 database (Fick and Hijmans, 

2017) are a set of 19 biologically meaningful seasonal temperature and rainfall 

measures which have been extensively used in species distribution modelling. The 

variables corresponding to the baseline or present-day climate are the average over the 

period from 1970 – 2000. These were obtained at the 30 second scale as global GeoTiff 

files. Elevation data was also obtained from the same database at the same scale. 

 

Land cover data was obtained from the Corine Land Cover database (2018 

v.2020_20u1; EEA Copernicus, 2018) as a GeoTiff file at a 100m x100m resolution 

for all EEA39 countries. This is a categorical dataset providing information about the 

biophysical characteristics of the earth using satellite imagery and divides land cover 

into multiple different categories. Due to the complexity of this and the previous 

finding that no gastropods were located above the treeline (Andersen and Halvorsen, 

1984; Halvorsen et al., 1976), a different measure of forest cover was also included in 

the model; the FOR_2000 data obtained from the FAO Harmonised world soil 

database represents percentage forest cover of 5’ by 5’ grid squares across the world 

(Fischer et al., 2008). From this same database measures of soil quality were obtained. 

The variables considered to have biological relevance to gastropods were SQ1 

representing nutrient availability, which included data on soil texture, carbon content 

and pH, and SQ4 representing oxygen availability to roots using data on soil drainage. 

 

2.2.1.3 Environmental data for future projections 

The use of climate variables as predictors for these models allows for predictions to 

be made of future species distributions in relation to climate change. Due to the lack 

of future predictions available for any of the soil or land cover parameters these were 

excluded from the future prediction models. The models run without these variables 

for the present day were compared to those including them. This contrasts to the 

methods used in some other studies where it was simply assumed that there was no 

change in the variables (e.g. Stensgaard et al., 2013). However due to the high rate of 

climate change at high latitudes including in Fennoscandia this scenario is unlikely, 

particularly with regards to greening and land cover (Polar Research Board, 2011). 

Elevation remained included due to this not changing over the period in question. 
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Future predictions were available for the bioclimatic variables previously selected. 

Two CMIP6 general circulation models (GCMs) were selected; CNRM-ESM2 and 

IPSL-CM6A-LR. Due to the recent release of the CMIP6 complement of climate 

models there are currently no comparisons of model performance over Europe, with 

comparison methods only evaluated for certain areas e.g. Japan (Shiogama et al., 

2021). In the absence of other selection criteria, the models were chosen based on 

them having been developed in Europe. Data were available at a 2.5-minute resolution 

as averages for four 20-year periods (2021-2040, 2041-2060, 2061-2080, 2081-2100), 

and four different shared socioeconomic pathway (ssp) scenarios (ssp126, ssp245, 

ssp370, ssp585) representing different emissions scenarios, with the top three being 

selected for projections in this study. The ssp245, ssp370 and 585 represent 

intermediate, high and very high emissions respectively. The full complement of 19 

bioclimatic variables were available for download as a single raster file (Fick and 

Hijmans, 2017) and were separated into individual bands using the writeRaster 

function (Hijmans, 2020) in R (R Core Team, 2013). The two GCMs were compared 

using the projections for the ssp585 high emissions scenario then the model selected 

for further use was chosen based on the results.  

 

Future temperature data from the same source for the chosen GCM was accessed for 

input into the degree-day model and was available as monthly average maximum and 

minimum temperatures for the same time periods. These were available as raster files 

and were also separated into individual bands using the same method. 

 

2.2.1.4 Data processing 

A shape file was created for the European area by amalgamating individual country 

files from DIVA GIS (diva-gis.org). The raster files for the environmental variables 

were clipped to this area only, then checked for collinearity by calculating the variance 

inflation factor (VIF) using the vif function in the usdm package in R (Naimi et al., 

2014). Variables with a VIF greater than 10 were removed. The remaining variables 

were then checked using the vifcor function with the correlation coefficient set to 0.8 

(Menard, 2002) to remove any remaining correlated variables.  
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The remaining rasters were then aligned using the align raster function in QGIS 

version 3.16.2-Hannover (QGIS.org, 2021) to ensure equal scaling and matching 

boundaries. They were then converted to the ascii files required by Maxent using the 

writeRaster function in the raster package in R (Hijmans, 2020). 

 

The same processing was completed for the raster files representing both current and 

future conditions for use in the species distribution models. The resulting resolutions 

were 0.008333 decimal degrees for the present day rasters and 0.041666 for the future 

rasters due to the larger scale of data available. 

 

2.2.2 Model 

2.2.2.1 The Species Distribution model 

Presence only modelling is more commonly used than presence/absence due to the 

lack of readily available and reliable absence data such as is required for the latter. It 

uses pseudo-absences where comparison data is taken from the study area at random, 

and compares these with the environmental variables at the areas where the species 

occurrence data is provided (Phillips et al., 2006). MaxEnt is an open source software 

using this method, with 10,000 pseudo-absences being taken from across the whole 

study area at random (Phillips et al., 2017), and has been shown to perform well when 

compared to other presence-only modelling techniques (Elith et al. 2006).  

 

The model was run using the MaxEnt program version 3.4.4 (Phillips et al., 2021). 

The standard settings were used in the Maxent software as these are designed to 

prevent over-fitting and were found to be suitable for most applications (Phillips and 

Dudík, 2008). The present-day models were run in Maxent using the ClogLog method. 

They were run 20 times with 75% of the data subset for training the model and the 

remaining 25% for testing. This was done using the random seed method to allow 

different subsets to be used each time. 

 

In order to turn the scale of probabilities produced by the model into binary 

presence/absence predictions a threshold limit was selected. Maxent software 

produces a variety of threshold limits but the one selected for use in this model was 

the maximum training sensitivity and specificity as that has the most consistency 
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between different modelling methods (Liu et al., 2016, 2013). This threshold has also 

been used for many species distribution models (e.g. Pascoe et al., 2019). 

 

Model performance was assessed using the area under the receiver operating curve 

(AUC), with an AUC of 0.5 representing a predicted distribution no better than chance, 

and values above 0.75 representing a useful model (Elith, 2000). Jackknife plots 

allowed visualisation of the importance of individual variables. 

 

The model projections were compared using comparisons of the proportion of pixels 

above the threshold value selected, as done by Thuiller et al. (2005), Peterson et al. 

(2002), Wiens et al. (2009) and Stensgaard et al. (2013). This was done both to 

compare the different emissions scenarios between years, and to compare the two 

different GCMs for the high emissions scenario (ssp585). 

 

2.2.2.2 The degree-day model 

The degree-day model developed by Rose Vineer et al. (2021) was used in this study 

to predict changes to the thermal suitability index for larval development in the face 

of climate change. The number of degree days (DD) was calculated from multiple 

point estimates where the number of days post infection the L3 were observed (d.p.i) 

was multiplied by the number of degrees the ambient temperature (T) was above the 

minimum threshold temperature for development (Tmin) (Equation 1).  

 

𝐷𝐷 = 𝑑. 𝑝. 𝑖 ×  (𝑇 − 𝑇𝑚𝑖𝑛) 

 

 

(1) 

 

This model calculated the required number of degree-days for development of first to 

third stage larvae within a range of gastropod hosts as 245, with a standard deviation 

of 39. In order to provide average daily temperatures for input into the model the mean 

of maximum and minimum was taken, and each day of the month was assigned the 

same value. The accumulated degree-days were then calculated using the minimum 

temperature threshold of 8C and maximum of 21C. The annual thermal suitability 

index was calculated by dividing the number of degree-days accumulated within the 

year by the number required for development. The model was run using functions 
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within the raster package in R (Hijmans, 2020). The model was run in areas of Norway 

that were within both the reindeer habitat and the predicted gastropod habitat. 

 

 

2.3 RESULTS 

2.3.1 Variable Selection 

After removal of the variables exhibiting high levels of collinearity the remaining 

bioclimatic variables were: Bio8 – mean temperature of the wettest quarter; Bio9 – 

mean temperature of the driest quarter, Bio10 – mean temperature of the warmest 

quarter and Bio14 – precipitation of the driest month. SQ1 (the soil nutrient 

availability) was removed but the other variables all remained. 

 

2.3.2 Present Day Distribution Models 

After removal of the collinear variables a single run of the model for each species was 

done and the jackknife plots showed none of the variables negatively affected the AUC 

of the model, therefore all variables were included in the final models.  

 

The AUC for all models (Table 2.1) are above the 0.75 required for a useful model 

(Elith, 2000). Although AUC for all species was found to be high, it is only possible 

to make comparisons between the different models within species, and not to make 

between species comparisons as AUC is strongly affected by the prevalence of the 

species (Lobo et al., 2008). For Arianta arbustorum the AUC value is higher for the 

full model but for all the other species AUC increased with the exclusion of the non-

bioclimatic data. This suggested that the use of the bioclimatic-only model was 

acceptable and could be used for the future projections. The standard deviations are 

also extremely low, likely due to the large sample size for each species. 

 

Jackknife plots are shown in Figure 2.2 (a-f) for the full model; in the bioclimatic 

model the relative contributions of each variable were the same as in these. In the full 

model landcover type, Bio9 (mean temperature of the driest quarter) and Bio14 

(precipitation of the driest month) were consistently identified as the top three 

predictors of gastropod distribution. The levels of importance of most of the remaining 

variables was variable between species but SQ4 was consistently low. SQ4 represents 
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oxygen availability in the soil and soil drainage. This implies that either these 

parameters are not as important in determining gastropod distribution, or that they 

were simply not captured at the right scale to be of use. However, as removal did not 

increase the AUC of the models they were retained in the full model. 

 

 

Table 2.1 Area under curve (AUC) and standard deviations obtained after running both the model including all 

variables, and the bioclimatic variables only for each species. These are the means (and standard deviation) 

from 20 runs of each model. The AUC values in every model are above the 0.75 threshold for a model to be 

considered good. 

 A. 

arbustorum 

A. 

subfuscus 

 

D. laeve 

 

E. fulvus 

P. 

pygmaeum 

V. 

pellucida 

All 

variables 

 

0.773 

(0.003) 

0.8 

(0.003) 

0.844 

(0.003) 

0.794 

(0.003) 

0.775 

(0.002) 

0.779 

(0.004) 

Bioclim 

only 

0.766 

(0.003) 

0.840 

(0.004) 

0.865 

(0.002) 

0.820 

(0.003) 

0.817 

(0.001) 

0.808 

(0.002) 
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A) Arianta arbustorum 

 

 

B) Arion subfuscus 

 

 

C) Deroceras laeve  

 

Figure 2.2 (A-C) Jackknife plots for each individual species showing the relative contributions of the variables to Area Under 

Curve (AUC; model performance). The green bar represents the model without that variable included, the blue bar the model 

with just that variable and the red bar with all variables included. 
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D) Euconulus fulvus 

 

 

E) Punctum pygmaeum 

 

 

F) Vitrina pellucida 

 

Figure 2.2 (D-F) Jackknife plots for each individual species showing the relative contributions of the variables to Area Under 

Curve (AUC; model performance). The green bar represents the model without that variable included, the blue bar the model 

with just that variable and the red bar with all variables included.  
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Figure 2.3 (A-F) Probability of species occurrence over the model area for each species produced using the full 

and bioclimatic-only models. Colours range from dark blue (low 

probability of presence) to yellow (high probability of presence) 
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Figure 2.3 (G-L) Probability of species occurrence over the model area for each species produced using the full 

and bioclimatic-only models. Colours range from dark blue (low 

probability of presence) to yellow (high probability of presence)  
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Although all models performed well (AUC > 0.75, Table 2.1), there were visible 

differences in some regions between the distribution maps produced using the all-

variables (full model) and bioclimatic variables-only models (Figure 2.3 a-l), with the 

full model producing a higher probability of occurrence over many of the areas, 

including areas of interest within Norway. Therefore, models using the bioclimatic 

data only are more conservative than the full models. 

 

2.3.3 Future Projections 

2.3.3.1 Comparison of two climate models 

The percentage of each study area above the threshold limit varied according to the 

general circulation models used throughout Europe (Figure 2.4) and within the 

reindeer herd ranges (Figure 2.5).  

  

The CNRM-ESM2 model consistently predicted a larger range for all species in all 

time periods than the IPSL-CM6A-LR model. When this comparison was restricted to 

the reindeer ranges however the difference was much less pronounced for most 

species, with the differences being particularly small for the mid-century predictions. 

This comparison was performed for the highest emissions scenario, and we can predict 

that the differences would be smaller for the lower emissions scenarios. The CNRM-

ESM2 model was selected for further use as it predicted larger areas with likely 

gastropod presence and therefore was more compatible with the aim of the study as it 

would be less likely to underestimate the risk of parasitic disease in an area. 

 

2.3.3.2 Different emissions scenarios 

Projections were run for three emission scenarios for four periods of 20 years using 

the CNRM-ESM2 GCM. The threshold limit was applied to create binary 

presence/absence data, and from these the proportion of the map in which the 

environment was suitable for habitation could be calculated. The predicted area of 

suitable habitat varied by species over Europe (Figure 2.6), within the range of the 

reindeer hosts (Figure 2.7) and across emission scenarios (ssps) (Figure 2.8 a-c and 

2.9 a-c). A large proportion of the reindeer habitat is predicted to have suitable 

intermediate hosts for E. rangiferi, with estimates of the current distribution reaching 
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over 30% of the area for E. fulvus, and future projections reaching over 50% for A. 

arbustorum. All species except A. arbustorum show a clear decrease in predicted range 

compared with the current distribution at each timestep, even in the lowest emission 

scenario (ssp245) for the time period of 2021-2040, and overall there is seen to be a 

reduction in probability of occurrence over Europe. A. arbustorum shows a less clear 

pattern but with an overall decrease towards the end of the century (Figure 2.7). The 

distribution can be seen to shift Northwards across Europe, with only smaller changes 

in range seen at Northern latitudes (Figure 2.8). This is demonstrated within the 

reindeer ranges in Norway (Figure 2.7); there is an initial increase in the area with 

high probability of occurrence for all species in all emissions scenarios, with a gradual 

decrease in area seen by the end of the century in the snail species. In the two slug 

species (A. subfuscus and D. laeve) however, there is an overall increase in the area 

which remains even at the end of the century in the highest emissions scenario, 

although this range is still smaller than for several of the snail species. The areas of 

increase in probability of gastropod occurrence are particularly prominent in the south 

within the wild reindeer range, and in the north in Finnmark county where there is a 

particularly high concentration of semi-domesticated reindeer (Figure 2.9). Visual 

inspection of the individual species binary maps revealed that in all projections the 

distributions of the two slug species models were entirely within the distributions of 

the snails, and were of a much smaller land area. 

 

2.3.3.3 The degree-day model projections 

The degree-day model was run for the future emissions scenarios (GCM: CNRM-

ESM2) for areas in which both the definitive and intermediate host species were 

predicted to be present. There is a visible increase in thermal suitability index in all 

emissions scenarios (Figure 2.10), with a particular increase in suitability towards 

mid-Norway, which represents the range of the southern herds of semi-domesticated 

reindeer. This is apparent even with the lower emissions scenario. In some areas such 

as in the north of Norway there is both an increase in thermal suitability and an 

increase in predicted gastropod habitat range, representing a potentially large increase 

in the risk of transmission for herds in these areas. In all scenarios the entire semi-

domesticated reindeer area is suitable for the lifecycle of E. rangiferi to be completed 

within one year by the 2061-2080 time period. In the wild reindeer habitat however, 
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in the low emissions scenario some areas remain only suitable for the lifecycle to be 

completed in two years, and it is only towards the end of the century in the ssp585 

high emissions scenario that the majority of the habitat is suitable for a one-year 

lifecycle.  

 

2.4 DISCUSSION 

The predictions made for habitat suitability for multiple gastropod species under 

climate change were combined with predictions of the thermal suitability for 

development of larvae within the gastropod host to determine areas in which there is 

predicted to be an increase in thermal suitability for development and an increase in 

risk of transmission. Although this does not appear to be uniform across the country it 

is predicted to occur in all areas, with the majority of the habitats occupied by both 

gastropods and reindeer being suitable for the full Elaphostrongylus rangiferi lifecycle 

to be completed in one year by the end of the century. However, species distribution 

models developed in this study for gastropod distributions across Norway predict that 

there are areas within the reindeer ranges that are not suitable for parasite development 

due to a lack of gastropod host species being present, and in the face of climate change 

these areas which are not suitable for gastropod habitation are predicted to expand. 

However, this is not consistent across the country with some areas, particularly in the 

north of Norway, predicted to become suitable for gastropod habitation where they 

were not previously. Overall although there is likely to be an increased risk of parasite 

transmission in areas with both intermediate and definitive hosts present, the areas 

where the intermediate hosts are likely to be present are predicted to decrease, but this 

will not be uniform across the country and some areas are predicted to be at risk of 

infection where they were not previously. 
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Figure 2.4 The percentage of Europe above the maximum sensitivity plus specificity threshold for each species 

for models run using two GCMs for ssp585 by decade. The red bars represent the model CNRM-ESM2, and the 

green bars IPSL-CM6A-LR 

 

 

Figure 2.5 The percentage of the Norwegian reindeer range above the maximum sensitivity plus specificity 

threshold for each species for models run using two GCMs for ssp585 by decade. The red bars represent the 

model CNRM-ESM2, and the green bars IPSL-CM6A-LR 
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Figure 2.6 The percentage of Europe above the maximum sensitivity plus specificity threshold for each species 

by decade with projection using the CNRM-ESM-2 circulation model. The grey bar represents the present 

distribution, red bars ssp245, green bars ssp370 and blue bars ssp585 

 

Figure 2.7 The percentage of the Norwegian reindeer range above the maximum sensitivity plus specificity 

threshold for each species by decade with projection using the CNRM-ESM-2 circulation model. The grey bar 

represents the present distribution, red bars ssp245, green bars ssp370 and blue bars ssp585 
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Figure 2.8 (A-C) Combined predicted range of all studied gastropods within Europe across a range of time 

periods and emissions scenarios. Red areas indicate predicted range based on a model developed using 

Bioclimatic variables only, the CNRM-ESM2 GCM and a threshold probability of presence based on the 

maximum sensitivity plus specificity. Grey areas indicate environmental conditions not meeting this threshold. 

The present predicted distribution is presented in each scenario for comparison 
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Figure 2.9 (A-C) Combined predicted range for all studied gastropods within Fennoscandia across a range of 

time periods and emissions scenarios. Red areas indicate predicted range based on a model developed using 

Bioclimatic variables only, the CNRM-ESM2 GCM and a threshold probability of presence based on the 

maximum sensitivity plus specificity. Grey areas indicate environmental conditions not meeting this threshold. 

The black outline indicates the extent of the reindeer ranges within Norway. The present predicted distribution is 

presented in each scenario for comparison 
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A) SSP245 

 

B) SSP375 

 

C) SSP585 

 

Figure 2.10 The degree-day model applied to three different emissions scenarios using the CNRM-ESM2 model 

in the areas with both definitive and intermediate host species at each time point. White areas indicate areas of 

Norway where one or both intermediate and definitive hosts are absent. Grey areas indicate other countries not 

included in the model. The 0-8 scale represents the number of times the development from L1-L3 could be 

completed within a year. 
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The high AUC values, the small standard deviations and the consistency between the 

results from the test and training runs show that the species distribution models 

produced for all species are good. The results found here also match the patterns and 

responses to climate change seen in other similar studies. Contraction of the range of 

snail species in the face of climate change was predicted by Stensgaard et al. (2013) 

who modelled the distribution of Biomphalaria spp. freshwater snails in Africa, and 

Willis et al. (2006) who found high extinction rates of Deroceras reticulatum in the 

south east of England by the 2080s in both high and low emissions scenarios. Hof 

(2011) found a high level of species richness along the coast of Norway which fits the 

prediction in this study that habitat suitability in that area will remain more stable than 

that found in Europe overall. Heterogeneity between the areas with high probability 

of occurrence for different species was seen as expected, and matches what was 

reported by Stensgaard et al. (2013), with the most significant differences here being 

seen between the two slug species and the four snail species.   

 

Comparing the variables of importance for gastropod distributions across studies is 

not easy due to different parameters exhibiting collinearity in different regions 

depending on multiple factors. For example Pratumchart et al. (2019) modelled the 

distribution of Bithynia siamensis goniomphalos snails as an intermediate host species 

in Thailand and also found Bio14 (precipitation of the driest month), elevation and 

land cover, amongst other variables, to be important predictors of spatial distribution, 

but Bio14 was the only bioclimatic variable included in their model so it is not possible 

to conclude that this variable is of higher importance to the distribution than the others. 

Additionally some studies do not check for collinearity and instead include the full 

complement of bioclimatic variables, for example Bondareva, Genelt–Yanovskiy, and 

Abramson (2020) found that the most important variables for predicting Arianta 

arbustorum distribution in Europe were Bio7 (annual temperature range), Bio9 (mean 

temperature of the driest quarter), Bio10 (mean temperature of the wettest quarter) and 

Bio14, with Bio8 (mean temperature of the wettest quarter) being only the 7th highest 

contributor. This fits with the observation in the present study that Bio9 and Bio14 

were important in all the models. However, Bio7 represents the annual temperature 

range and therefore exhibits a high level of collinearity with other temperature related 

variables, and thus cannot be interpreted as independent from them, hence its 

exclusion from the current study.  
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The majority of the gastropod species occurrence data which was available for use in 

this study was from the UK which has a very moderate temperate climate. Therefore, 

it is unlikely to represent or encompass the upper or lower threshold limits for any of 

the variables for the gastropod species. The downside of the Maxent method of 

generating pseudo-absences is that pseudo-absences may be taken from areas where 

the species is actually present but unrecorded. This may particularly occur over areas 

where sampling is difficult, such as across most of Fennoscandia, and for animals such 

as terrestrial gastropods which have not been extensively studied. As both the species 

occurrence data and the “current” climatic variables used in this study cover an 

extended time period (1950-2020 and 1970-2000 respectively) it may be that they do 

not represent the actual conditions in which the species were living. It also does not 

take into account any declining populations where the species is currently found but 

cannot be sustained. The exclusion of data from areas where certain species are known 

to be invasive (McAlpine et al., 2009) removes some of the uncertainty from the 

model.  

 

The use of solely climate variables may limit the prediction of the ecological niche as 

they may fail to capture some of the species’ individual requirements, as demonstrated 

by the smaller predicted distribution in the bioclimatic model compared to the full 

model, which included land cover and soil characteristics. However, creating a model 

using all possible requirements with limited physiological knowledge of the species is 

not possible and it is a known disadvantage of correlative models that this may occur 

(Zurell et al., 2020). None of the climatic variables included in the model represent 

low temperatures so no representation of the lower thermal limit of the species is seen 

in the model, except indirectly via collinearity with the other variables. However the 

lower thermal limit of ectotherms has been found to decrease with increasing latitude, 

showing a degree of adaptation or phenotypic plasticity (Aleuy et al., 2020, 2019; 

Aleuy and Kutz, 2020). In contrast, the upper thermal limit show much lower 

variability (Sunday et al., 2011), therefore upper thermal limits, and the variables 

included in this model, are more likely to prove limiting to the species’ distributions. 

Although the bioclimatic variables are designed to have biological relevance, in 

gastropods it is likely to be microclimate that has more of an influence on distributions 

and this can be affected by a wide range of external factors.  In addition, the 
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behavioural thermoregulation and movement capacity of gastropods may mean they 

are able to survive in a wider range of climates than is predicted in this model. This 

will also affect the predictions made using the degree-day model as the behavioural 

thermoregulation will affect the temperatures to which the gastropod, and thus the 

larvae, are exposed and this may not correlate with those estimated using air 

temperatures. This will also depend on many other factors, particularly including 

moisture availability. Small scale studies have found that surface temperatures rather 

than air or soil temperatures more closely predicted the development of the larvae 

when using a degree-day method, and that air temperatures often over-estimated the 

time needed for development, i.e. the larvae were developing faster than was predicted 

by this method (Kutz et al., 2002). Higher variability in surface temperatures 

compared to air temperatures has also been found, with a higher difference seen 

between them during winter months (Jenkins et al., 2005). Unfortunately, no large-

scale data on more proximal factors such as soil surface temperatures is available for 

either current/historic time periods or future projections, therefore distal variables 

must be used as proxy.  

 

The data used in the E. rangiferi degree-day model are based on experimental lab 

studies in which temperature was held at a constant. The model has yet to be tested 

under field conditions like the models for Parelaphostrongylus odocoilei (Jenkins et 

al., 2005), U. pallikuukensis (Kutz et al., 2002) and Varestrongylus eleguneniensis 

(Kafle et al., 2018) have, thus the effect of stochasticity is unknown. Saunders, 

Tompkins, and Hudson (2002) found that stochasticity in environmental temperatures 

accelerated egg development in Heterakis gallinarum above what was predicted from 

a degree-day model developed using constant mean temperature. This is one possible 

explanation for the apparent higher degree-day requirement for E. rangiferi as 

compared to the other species (245 compared to 163, 167 and 171 respectively in the 

aforementioned Arctic protostrongylids). 

 

For all time periods and emissions scenarios modelled, the slug habitat areas were 

entirely encompassed by the snail distributions. However, the role of the slug habitats 

should not be discounted as it is not possible from these analyses to tell the relative 

importance they may have in transmitting the parasites within their range. Further field 

work is required to ascertain which gastropod species are infected in the wild and in 
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which species successful development from L1 to L3 is possible under field 

conditions. The microhabitats of the species may also be of key importance in bringing 

the intermediate and definitive hosts into contact.  For example, in Russia, D. laeve is 

often found at the base of slopes in areas with lichen and moss cover (Berman et al., 

2011) which comprise key food sources for reindeer (Turunen et al., 2016). It is also 

important to consider different development rates of larvae in shelled versus unshelled 

gastropods. When the data from the degree-day model developed by Rose Vineer et 

al. (2021) is divided into two classes for slug and snail species, very different results 

are seen; the number of degree-days required for development in snails increases 

slightly to 254 (SD 33), whereas for slugs it is just 198 days (SD 36). Although the 

sample size for the slug data is extremely small this is more similar to the rates of 

development seen in slugs by other Arctic protostrongylids. There are also 

physiological and life cycle differences between the gastropod species which may 

mean they respond to climate change in different ways which are not captured by this 

empirical model. For example, despite the similar distributions seen between the two 

slug species, they have very different life history traits, with A. subfuscus being long 

lived and D. laeve having a short lifecycle (reported in Berman, Meshcheryakova, and 

Leirikh, 2011) meaning the effect of climate change may affect the development of 

each species differently. There may also be effects of adaptation, as adaptation of 

populations of gastropods to different environmental conditions has already been 

observed; regional adaptations have been found in slug populations living in different 

climates within Russia (Zotin and Ozernyuk, 2002), and genetic differences have been 

found between different populations of Arianta arbustorum within Europe (Bondareva 

et al., 2020). 

 

Gastropod prevalence is unlikely to be uniform across the predicted presence areas 

and it is likely to be the microclimate that has more of an effect at this scale. Indeed, 

Lee et al. (2009) found a “patches and gaps” pattern to slug density in an island 

ecosystem. There are also many other factors which can limit a species occurrence in 

an area such as human disturbance, use of chemicals, or geographic isolation 

preventing colonisation of suitable habitat. This can also mean that areas predicted to 

be suitable in the future will not be, due to factors such as habitat fragmentation and 

barriers to dispersal. Biotic interactions are also not generally considered in species 

distribution models even though they are known to affect species distributions (Araújo 
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and Luoto, 2007). Grazing reindeer have been shown to be associated with reduced 

gastropod abundance, presumed to be through engineering of the ecosystem and 

alteration of the microhabitats available (Suominen, 1999). It has also been predicted 

that species richness of gastropods in Fennoscandia will increase in response to 

climate change (Hof, 2011), therefore there may be new species colonising new areas, 

and the areas at risk of brainworm transmission may be larger than are predicted here.  

This will also change the biotic interactions within the ecosystem.  

 

This study provides a key first insight into mapping areas of reindeer habitat where 

they are at risk of transmission of Elaphostrongylus rangiferi from gastropod 

intermediate hosts, how these areas may alter in response to climate change, and how 

the thermal suitability for larval development will also change. Overall, thermal 

suitability for larval development is expected to increase in all emissions scenarios 

and all time periods.  In contrast habitat suitability of gastropods is predicted to show 

a reduction in overall area within the reindeer habitats, but with a change in 

distribution and species composition. This provides a step towards introducing control 

and management measures that can minimise infection by reducing exposure to the 

parasite.  
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CHAPTER 3: THE SPATIAL ECOLOGY OF REINDEER 

HERDS IN RELATION TO BRAINWORM 

TRANSMISSION 

 

3.1 INTRODUCTION 

For pathogens with limited dispersal ability the movement of the hosts is a key player 

in determining spatial disease transmission. In the case of protostrongylid parasites 

such as Elaphostrongylus rangiferi the gastropod intermediate hosts have limited 

capacity for long range movement therefore movement of the reindeer definitive host 

is the main determinant of potential contact with gastropods containing the infectious 

stages of the parasite, and the subsequent risk of infection. Models of parasite 

transmission to migratory ruminants have found that the interaction between the 

movement and climatic variables was pertinent to the transmission dynamics (Morgan 

et al., 2007). 

 

In some disease systems, long distance movement or migration is an effective disease 

reduction strategy. There are two main theories as to how this occurs. Animals infected 

with pathogens have been shown not to survive long distance migration as well as 

their uninfected or less-infected counterparts; these highly infected individuals are 

more likely to perish and reduce the level of infection in the population. This is termed 

‘migratory culling’ (Bradley and Altizer, 2005; Gils et al., 2007). In semi-

domesticated populations even if infected individuals survive migration, the effect of 

slower migration and greater weight loss during migration may induce herders to 

remove these individuals from the population. The other method is termed ‘migratory 

escape’ (Bartel et al., 2011; Loehle, 1995) and occurs when animals move away from 

an area where infection is present thus reducing exposure to infection. Modelling has 

showed that in some disease scenarios migratory escape can greatly reduce the 

prevalence of a pathogen in the host population and proves beneficial to the herd 

population size even when the costs of migration are accounted for. Hall et al. (2014) 

modelled the effect of migration on disease transmission and population size of the 

Black-throated Blue Warbler (Setophaga caerulescens) and found moving away from 

the breeding grounds early is likely to be especially beneficial, as this was the peak 



 50 

time of transmission in the disease system modelled. Data on this for the E. rangiferi 

transmission system could aid in management planning decisions. For E. rangiferi, 

however, the peak time of transmission will occur after the development of first to 

third stage larvae and will therefore occur later in the year than the breeding season. 

Additionally the model by Hall et al. (2014) assumes that there is no transmission at 

the wintering grounds, whereas there is evidence for over-winter transmission of 

gastrointestinal parasites of reindeer in the Arctic winter (Carlsson et al., 2012; 

Halvorsen et al., 1999). Additionally Lankester and Peterson (1996) found that 

wintering yards, particularly where animals were at a higher density and in areas 

without snow cover, provided greater potential for transmission of the protostrongylid 

Parelaphostrongylus tenuis to white-tailed deer and moose in Northern Minnesota 

compared to their summer grounds, as a higher prevalence of infection in gastropods 

was found there. 

 

The concept of migratory escape has already been documented in reindeer. Abundance 

of warble fly (Hypoderma tarandi) larvae is negatively correlated with distance 

between calving grounds and main summer pasture in Finnmark county in northern 

Norway (Folstad and Andersen, 1991). Warbles exhibit a similar seasonal pattern to 

E. rangiferi in that the highest levels of larval shedding by the host into the 

environment are seen at calving time in the spring, and the highest risk of transmission 

is in the summer after development of the larvae on pasture. Evidence for migratory 

escape has also been seen in ticks on red deer in Norway; red deer migrating longer 

distances, and particularly moving to higher altitudes, have lower prevalences of ticks 

due to avoiding habitats most suitable for ticks for the majority of the questing season 

(Mysterud et al., 2016). In contrast however, evidence against migratory escape has 

been found for Elk (Cervus canadensis) endoparasites in western Canada; migratory 

elk were found to have the highest parasite species richness and the highest intensities 

of infection. They also had higher intensities of infection of Fasciola magna and this 

was thought to be related to movement to the summer grounds increasing exposure to 

the preferential environment for the intermediate host species (Normandeau et al., 

2020). This concept has been termed environmental tracking and higher parasite 

diversity in migrant species has been found to occur across multiple ungulate species 

as it promotes year-round parasite transmission, however this pattern was not 

consistent for macroparasites (Teitelbaum et al., 2018). Overall, the impact of 
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migration on parasite transmission varies with parasite species and host-environment 

interactions and simple rules cannot be applied across parasite systems and the effect 

on each must be considered separately. 

 

A study by Johns and Shaw (2016) suggests that both migratory escape and culling 

are effective in reducing disease prevalence in migratory populations, and that this 

alone may be a sufficient driver for the evolution of migration. However, the effects 

of migration and the role of parasitism in its evolution depends on the metric used to 

measure level of parasitism; measuring prevalence, intensity and species diversity 

separately can give very different results and show different effects in relation to 

migration and host fitness (Shaw et al., 2018). This present study assesses the effects 

of movement on the transmission potential of a single parasite species to determine if 

it affects intensity of infection. Species richness of parasites is not being considered. 

The aim of this work is to develop a preliminary model framework to apply a simple 

degree-day model as a decision support tool for brainworm risk management by 

reindeer herders. 

 

3.2 METHODS 

3.2.1 Data sources 

3.2.1.1 Reindeer location data 

GPS data were obtained from secondary datasets where satellite collars were placed 

on 14 individuals from one herd of wild reindeer and 54 individuals from one semi-

domesticated herd. The wild reindeer were collared under licence from the Norwegian 

Food Safety Authority FOTS ID 15116. The semi-domesticated reindeer were collared 

by the Norwegian Veterinary Institute with permission of the herder for routine 

monitoring, and the data was shared with permission and approved under University 

of Liverpool research ethics approval number VREC945. The GPS locations were 

recorded at 4 hourly intervals and data were available from June 2018 to June 2021 

for the semi-domesticated herd, and January 2017 to June 2021 for the wild herds, 

with variations in the amount of data available for each individual reindeer. 

 

The locations of the reindeer were visualised in QGIS (QGIS.org, 2021) and checked 

for errors. Within the semi-domesticated herd there were multiple GPS locations 
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approximately 800km away from the main herd with no points in between; these were 

believed to be invalid, so the data from these collars were removed from the analysis.  

 

The area in which each herd was located each month during the period of data 

availability was calculated using a minimum convex polygon method and data from 

all collared reindeer in that herd. This was done using the mcp function in the 

adehabitatHR package in R (Calenge, 2006), with the percentage set to 100% to not 

exclude any locations, as only a proportion of the herd were collared. The home ranges 

were calculated on a monthly basis using calendar months. If data were not available 

for a month in a year the missing data were duplicated from the same month in either 

the subsequent or preceding year depending on availability, as reindeer movements 

were assumed to vary only marginally from year to year. 

 

3.2.1.2 Faecal larval counts 

As part of ongoing veterinary surveillance, faecal samples had been collected by the 

Norwegian Veterinary Institute (NVI) from some individuals within the semi-

domesticated herd in January or February and July of 2018, 2019 and 2020, and in 

March, June, August and October of 2020 in the wild herd. These were analysed by 

the NVI using a modified Baermann’s technique on a mean weight of faeces of 8.6g. 

The larvae were morphologically identified, and the E. rangiferi larval count per gram 

calculated. Samples from the semi-domesticated herd were individually attributed to 

collared reindeer using their permanent identifying marks to allow individual analysis 

to occur, samples from the wild reindeer were not individually identifiable. 

 

3.2.2 Degree-days 

The degree-day model developed by  Rose Vineer et al. (2021) was run using EOBS 

gridded mean daily temperature data on the 0.1 degree scale (Version 23.1; Cornes et 

al., 2018), resulting in a time series of daily degree-days for each grid cell. The number 

of degree-days was calculated from the number of degrees above the minimum 

developmental threshold temperature multiplied by the number of days post infection 

the L3 were detected. The first day that a grid cell fell within a reindeer range polygon 

was taken as the earliest date of larvae (L1) deposited in the environment. The 

cumulative sum of degree-days for each grid cell within the reindeer range polygon 
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was calculated daily and so the point at which the cell reached, or exceeded, the 245 

degree-days required for larval development (Rose Vineer et al., 2021) could be 

determined, as well as the total cumulative degree-days for that location from the time 

of L1 deposition to 31st December each year. The date at which 245 degree-days was 

exceeded could then be used to determine when reindeer were at risk of reinfection, 

and the cumulative degree-days could be used to determine which parts of the range 

were highest risk, under the simplifying assumption that L1 were deposited on the first 

day any member of the reindeer herd was located in that area.  

 

The cumulative degree-days were calculated for the end of each calendar month for 

each grid cell. These were converted to rasters using functions within the raster 

package in R (Hijmans, 2020) and were masked by the monthly polygon to show 

where the reindeer were located during that month and how many degree-days had 

accumulated in those grid cells up to that point. 

 

Density of reindeer within the range and variation in density of larvae on pasture was 

not considered here as these data were not available. However, Ball et al. (2001) found 

no relationship between the density of a reindeer herd and abundance of E. rangiferi 

larvae in faecal samples. 

 

3.2.3 Validation of the model 

Individual faecal larval counts were compared with degree-day output for model 

validation, as higher cumulative exposure to areas with degree-days above 245 is 

expected to result in higher faecal larval counts. This could only be performed on data 

from the semi-domesticated herd as the samples from the wild herd were not 

individually identifiable. To provide a daily location for each collared individual 

where multiple latitudes and longitudes were recorded each day the mean of the values 

was taken. Daily locations were not available for all reindeer each year, but for several 

reindeer the missing locations occurred at the beginning of the year before any of the 

herd locations had accumulated degree-days above 245.  The exact location of the 

reindeer during this period would not affect the results and therefore the reindeers’ 

missing locations were assumed to be the same as the first available location.  
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The total number of days each reindeer was present in a grid cell in which the 

accumulated number of degree-days was above 245, and therefore they were 

potentially exposed to infectious third-stage larvae, was then summed. The overall 

value of the degree-days was not taken into account. The estimate of cumulative 

exposure was then compared to the larval count for the individual reindeer at the 

sampling date within January or February in both the following and subsequent year 

(e.g. Figure 3.1). The 4-4.5 month pre-patent period (Handeland, 1994) means that the 

1st year sampling in January and February would represent infections acquired at the 

latest in September of the previous year. A linear regression of number of days 

potentially exposed against faecal larval count was performed on the collective 

samples for the 1st year and 2nd year sampling separately. 

 

 

Figure 3.1 An example of the structuring of the data for validation. The number of days exposed to degree-days 

(DD) above or equal to 245 was summed for 2018, and this cumulative exposure was compared with faecal larval 

counts from the Jan/Feb of 2019 and 2020 

 

3.3 RESULTS 

3.3.1 Degree-days 

Annual and spatial variations in areas with risk of transmission (cumulative degree-

days from the date of first L1 deposition in an area) can be seen. The risk can be seen 

to increase throughout the year, with some areas of the reindeer ranges reaching 245 

degree-days as early as July in both the studied herds (Figures 3.2 (A-C) and 3.3 (A-

D)). Within the semi-domesticated herd some areas in which the reindeer are located 

later in the year are areas which they had not previously been located in that year and 

so the degree-days have not accumulated and are 0. This is particularly apparent in 

October-December 2020. Within the wild herd there is much less variation in herd 

location month-to-month. 
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3.3.2 Faecal larval counts 

Within the semi-domesticated herd, the faecal larval counts showed similar 

distribution patterns in the Spring (sampling between January and April) of each year. 

In the Autumn sampling (sampling between July and October) a higher proportion of 

the samples were found not to contain L1 (Figure 3.4). Within the wild reindeer herd, 

a similar pattern was seen in the Spring, and no reindeer were found to shed L1 during 

the Autumn sampling (Figure 3.5). 

 

3.3.3 Model validation 

With the addition of locations as described in 3.2.2 there were daily location data 

available for 30 reindeer in 2018, 11 in 2019 and 25 in 2020 within the semi-

domesticated herd. There were faecal larval counts available for these reindeer in the 

January or February the following year in 28 cases and subsequent year (see Figure 

3.1) in 14 cases. There were only 4 data points available at a 6-month interval therefore 

this was not included in the analysis. The linear model found no association between 

larval count and number of days in an area in which over 245 degree-days had 

accumulated in the previous year (R-squared = 0.04407, Adjusted R-squared = 

0.007303, F1,26 = 1.199, p-value = 0.2836), nor 2 years previous (R-squared = 0.03126, 

Adjusted R-squared = -0.04947, F1,12 = 0.3872, p-value = 0.5454) (Appendix 3.2). 
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A)   

 

B) 

 

C) 

 

Figure 3.2 (A-C) The number of cumulative degree days (scale bar) predicted for L1 deposited within the range 

of the semi-domesticated reindeer herd for the years 2018-2020. The black outline shows the overall herd range 

with the coloured area showing the reindeer position for that month and therefore the predicted exposure 

to infection within that month. Colours range from black (0 degree-days) up to yellow (above 600 

degree-days). The values on the x and y axes have been removed to preserve anonymity of the herd; 

the ticks on the x axis represent 0.5º longitude and y axis represent 0.2 º latitude.  
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Figure 3.3 (A-D) The number of cumulative degree days (scale bar) predicted for L1 deposited within the range 

of the wild reindeer herd for the years 2017-2020. The black outline shows the overall herd range with the 

coloured area showing the reindeer position for that month and therefore the predicted exposure to 

infection within that month. Colours range from black (0 degree-days) up to yellow (above 600 

degree-days). The values on the x and y axes have been removed to preserve anonymity of the herd; 

the ticks on both axes represent 0.2 º latitude and longitude 
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Figure 3.4 Histograms of the E. rangiferi larvae per gram in the semi-domesticated reindeer herd from the 

sampling periods between 2019 and 2021. Spring refers to sampling from January – April, and autumn July - 

October 

 

 

Figure 3.5 Histograms of the E. rangiferi larvae per gram in the wild reindeer herd from the sampling periods in 

the Spring and Autumn of 2020. Spring refers to sampling from January – April, and autumn July - October 
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3.4 DISCUSSION 

The incorporation of animal movement data into infectious disease analysis is a 

relatively new field, with the majority of studies focusing on contact network or use 

of different land types (Dougherty et al., 2018). This study represents a novel 

combination of movement ecology with a degree-day model to predict areas of a 

species habitat at higher risk of parasite transmission. 

 

Visualisation of the monthly cumulative degree-days reveals that L3 may be available 

for transmission from July, and there is little variation in this from year to year within 

the semi-domesticated herd. Within the wild herd the earliest availability is also seen 

in July, with L3 not being available in colder years until later or not at all. This 

represents the first potential measure of seasonal L3 development which could be used 

to predict the timing of disease emergence in reindeer herds. This information could 

then be used by Sami herders to plan intervention measures, and allow herders to move 

reindeer away from an area before the development of L1 to L3. The work here also 

demonstrates how host movement could be incorporated into a model of parasite 

development to track seasonal exposure to infection. 

 

Although the degree-day model for E. rangiferi development itself has been loosely 

validated (Rose Vineer et al., 2021), and this modelling approach is promising, 

cumulative exposure to L3, measured as cumulative exposure to degree-days of >245, 

was not related to faecal larvae counts in the January of the following two years. 

However, particularly for the 2nd year sampling, there was only a very small data set 

and further data collection may yield a stronger relationship. In the single semi-

domesticated herd used for validation, the model would not have generated useful 

predictions to inform veterinary treatment. However, with further data this could be 

developed into a tool to be used by reindeer herders to predict spatiotemporal risk of 

E. rangiferi transmission. 

 

Ditmer et al. (2020) state that there may be greater importance than previously thought 

in the frequency of contacts between moose and high-risk environments in the 

transmission of Parelaphostrongylus tenuis. This fits with the observations that it may 
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not be density-dependent transmission driving rate of infection of reindeer with E. 

rangiferi (Ball et al., 2001; Halvorsen, 2012). The validation of the degree-day model 

here on an individual level did not show any relationships between frequency of 

contact between a reindeer and an at-risk area within a calendar year and the larval 

counts. However, with the limited data available for validation, how cumulative 

exposure to L3 relates to the intensity of infection is currently unclear. Furthermore, 

there are key areas where the degree-day model could be refined. 

 

A limitation of this model is that mortality of larvae is not taken into account. It is 

likely that increased temperatures will lead to increased mortality of both the larvae 

and the intermediate hosts (Chapter 2), therefore there may not be infectious L3 within 

gastropods at the times predicted here. The lack of mortality in the model also 

necessitated each calendar year be considered as an independent entity with no transfer 

of larvae between years, however the roll-over of degree-days from one year to the 

next would represent development of larvae continuing in the spring once the 

minimum developmental temperature has been exceeded. It is possible that this does 

not occur in the field since Jenkins et al. (2005) found Parelaphostrongylus odocoilei 

larvae in Deroceras leave failed to resume development after overwintering within the 

IH. Additionally, Kutz et al. (2002) found infection intensity of Umminmakstrongylus 

pallikukensis in slugs that overwintered was lower than in those developing within the 

same year of infection, and also that slug mortality was high, particularly when larvae 

had developed to L3. They suggest that overwintering of free-living larvae is of greater 

importance than overwintering of larvae within intermediate hosts, therefore the 

annual cycles in this model may provide a fair representation of field scenarios. 

 

In the reindeer herds modelled here there was no differentiation between the summer 

and winter grounds, with the herd range remaining relatively constant throughout the 

year in both the wild and semi-domesticated reindeer, but this is not the situation in 

all herds. In the far north of Norway reindeer have much greater differences in area 

between their winter, calving, and summer grounds than seen in the herds in the south, 

although there is overlap between the summer grounds of one herd and the calving 

grounds of another (Folstad and Andersen, 1991). This will therefore have an impact 

on parasite transmission and the duration of exposure to an at-risk area, with the 

herding strategy and timing of movement also being important factors. In Finnmark 
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county in the north, reindeer from multiple herds graze a common area before being 

separated for calving, some herds calve and summer on the same grounds, whereas 

some move later in the year and do not reach their final summer pastures until after 

calving. This leads to a separation between areas with the highest level of shedding 

and highest infection risk from Hypoderma tarandi (Folstad and Andersen, 1991). 

This interaction between reindeer movement and thermal suitability for parasite 

development is likely to be of great importance in determining infection rates of 

reindeer, and therefore incidence and severity of disease. E. rangiferi larval counts 

and GPS data from additional herds in different areas and with different migration 

strategies would help validate this model. 

 

Climate change may affect multiple aspects of this system. With the relatively 

stationary nature of the wild reindeer herds and the southern semi-domesticated herds 

it is possible that in the face of climate change when the thermal suitability for 

development increases there will be a relatively greater increase in infection 

prevalence and intensity in the reindeer in these areas compared to the ones located 

further north, with greater levels of movement and migration between separate 

territories. There is also the possibility that under climate change ‘migratory 

mismatches’ will be induced as movement and lifecycle of the intermediate and 

definitive hosts respond at different rates or in relation to different factors, which may 

lead to either increased or decreased rates of infection in the definitive host (Hall et 

al., 2016). Climate change may also lead to the establishment of the parasite in areas 

where it is not currently found. Migration of caribou in Canada has been linked to 

establishment of new populations of Varestronglylus spp.; although this translocation 

may have been happening for a long time, only recently have climatic conditions been 

suitable for establishment of either the parasite or the intermediate host species (Kutz 

et al., 2013). Therefore, care must be taken if changing the migration of reindeer, to 

minimise risk of establishment of new parasite populations and resulting increases in 

the risk of transmission. There may also be small scale effects of climate change as 

warm summers affect reindeer activity patterns due to harassment by parasitic flies 

(Hagemoen and Reimers, 2002). This alteration to behaviour and movement on a small 

scale may alter the transmission dynamics as reindeer move to colder/ snowier sub-

climates in order to avoid flies. These possibilities with currently unknown effects, 

highlight the need for the development of accurate models to determine where animals 
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are currently becoming infected, and with which predictions can be made for future 

scenarios. 

 

This study demonstrates how spatially explicit animal movement and thus larval 

deposition patterns will affect the seasonal development of L3 on pasture and will 

therefore affect the potential risk of infection of reindeer. The use of the degree-day 

model in this study provides a useful framework which could be applied to different 

reindeer movement scenarios, and that with further validation may prove useful in 

aiding decision making by Sami reindeer herders regarding herding strategies and 

parasitic disease control. 
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CHAPTER 4 – A MECHANISTIC MODEL FRAMEWORK 

FOR WEATHER-DEPENDENT E. RANGIFERI 

POPULATION DYNAMICS 

 

4.1 INTRODUCTION 

The degree-day model for Elaphostrongylus rangiferi (Rose Vineer et al., 2021) only 

incorporates the effect of temperature on one process in the parasite lifecycle; the rate 

of development from first to third stage larvae within the intermediate host.  It does 

not take into account the effect of temperature on other processes, particularly larval 

and gastropod mortality. It is important to know how each stage of the transmission 

cycle of a parasite will be affected by environmental changes in order to assimilate the 

intricacies of these changes together and accurately predict possible future alterations 

to parasite dynamics. In order to develop mechanistic models using these factors an 

understanding of the underlying mechanisms driving the relationships is necessary. 

The following describes the stages of the lifecycle of Elaphostrongylus rangiferi and 

how aspects of this may be affected by environmental factors. 

 

4.1.1 Survival and Infectivity of Free-Living L1  

Larvae deposited as L1 on the pasture must infect a gastropod intermediate host before 

they can begin their development. This may happen the same year as deposition or the 

L1 may survive over winter and infect gastropods the following year. Over-winter 

survival rates are high and larvae have been shown to survive >365 days at -80C and 

-20C (Lorentzen and Halvorsen, 1986). However, repeated cycles of freezing and 

thawing having been found to increase mortality (Lorentzen and Halvorsen, 1986), 

and with the predicted environmental changes in Fennoscandia (Jylhä et al., 2008) it 

is likely this will become more of a barrier to survival in the future. 

 

Humidity also plays a role in accelerating the death of free-living L1; when kept at 

22C (a temperature which should be within the thermal tolerance range) at 20% 

humidity 100% of the L1 died within 10 days (Halvorsen et al., 1980), and half within 
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just 3.5 days (Lorentzen and Halvorsen, 1986). Although there are no experimental 

data regarding smaller changes in humidity and its effect on survival or infectivity 

rates, where stated, experiments are conducted at 80% humidity which is a fair 

representation of the current average humidity in Norway. However, whether 

humidity alters with climate change remains to be seen, and further empirical studies 

to investigate the impacts of smaller changes in humidity on E. rangiferi larvae may 

increase the predictive capacity of models. 

 

Whether containment of larvae in faeces provides an advantage or disadvantage to 

survival at high temperatures compared to living on pasture is unclear (Cabaret et al., 

1991), although at temperatures below freezing (-20C) no difference was seen in 

survival rates (Lorentzen and Halvorsen, 1986).  It has been hypothesised that larvae 

on pasture have lower survival but increased chances of infecting gastropod host 

species which are not attracted to faeces (Cabaret et al., 1991).  

 

One factor that has not been considered experimentally is the migration, or release via 

faecal degradation, of L1 from faeces to the pasture. It is currently unknown how long 

E. rangiferi remain in faeces in the field, and whether this depends on environmental 

conditions such as moisture availability. Rainfall, relative humidity and faecal 

moisture content have been found to be important for migration from faeces onto 

pasture of arid-adapted protostrongylids (Solomon et al., 1997), trichostrongylid 

nematodes (Van Dijk and Morgan, 2011; Wang et al., 2014) and equine strongyles 

(Kuzmina et al., 2006). These studies were all performed in temperate climates and 

there are currently no data regarding the relative roles these factors play in E. rangiferi 

migration. However, the relative importance of this would depend on the bioecological 

characteristics of the intermediate host and whether they are herbivorous or 

coprophagic, and this is likely to vary depending on the species composition of the 

area.  

 

4.1.2 Infection and Establishment in the Intermediate Hosts 

A study of experimentally infected gastropods collected in northern Norway found 

that all species tested were susceptible to infection with E. rangiferi to some degree.  

During experimental infections there were significant differences in the proportion of 
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different species of gastropods becoming infected (on moist tissue paper/on moist 

faeces: 33.4-100%/9.1-100% of individuals of a species infected), the infection 

intensities (mean from infections on moist tissue paper/on moist faeces: 1.5-79.4 

larvae/ 1.0-67.4 larvae), and the development rates of L1 to L3 (percentage of larvae 

developed to L3 after 24-27 days ranged from 0-100%) within different species of 

gastropod. Comparisons with other studies revealed that Succinea spp., Deroceras 

reticulatum, Deroceras laeve, Discus ruderatus,  Euconulus fulvus, and Trochulus 

hispida were consistently identified as suitable intermediate hosts for protostrongylid 

parasites (Skorping and Halvorsen, 1980). The majority of experimental studies 

however have been performed using Arianta arbustorum in which the larvae may have 

different developmental rates and a minimum developmental temperature compared 

to other species (Halvorsen and Skorping, 1982; Skorping and Halvorsen, 1980). 

 

As well as species of intermediate host, there are other factors determining the 

likelihood of L1 infecting a gastropod. This includes the concentration of larvae within 

the environment; in lab studies low densities of first stage larvae had a directly 

proportional relationship with instantaneous infection rate of gastropods but at higher 

densities of larvae gastropod infection rates were reduced (Skorping, 1988). The 

environmental conditions also play a role; the level of water in the environment is also 

known to be important as in experimental studies, significantly higher infection rates 

(measured as the number of larvae infecting snails within a 2-hour period) were seen 

in snails maintained in a water substrate compared to those kept on dry soil or lettuce. 

This is likely to be due to water being required for L1 movement (Skorping, 1982). 

 

Although there are some examples of attraction to faeces and coprophagia being 

exhibited in intermediate hosts of Angiostrongylus vasorum (Valente et al., 2020) and 

Parelaphostrongylus tenuis (Garvon and Bird, 2011), these cases appear to be 

exceptions rather than normality. Euconulus fulvus, a potential intermediate host of E. 

rangiferi, and two other snail species have been found to be repelled by fresh sheep 

faeces but attracted to dried and weathered faeces (Boag, 1983), potentially reducing 

the exposure of the snail to parasites within faeces. Cabaret and Vendroux (2011) 

similarly found higher avoidance of fresh faeces than old faeces, with preferences seen 

in movement of gastropods towards plant extracts rather than faeces, with variation 

seen depending on both plant species and host species which produced the faeces 
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(sheep or goat). They also saw greater avoidance of faeces when there was dry 

weather, meaning that it is possible there may be an effect of climate change on 

exposure of gastropods to larvae. Additionally, Cabaret and Vendroux (2011) found 

close contact between gastropods and faeces to be positively associated with greater 

levels of infection with Muelleris capillaris, but that this was also associated with 

higher levels of gastropod mortality. 

 

4.1.3 Development rates in the Intermediate Host 

Environmental temperature has been identified as a key factor in determining 

development of the larvae from L1 to L3 within the intermediate host (IH), and there 

is a range of temperatures at which development can occur. There are differences seen 

between the gastropod species but the minimum required temperature for development 

is in the range of 8-10C (Halvorsen and Skorping, 1982), and no development will 

occur at ambient temperatures below this. The high minimum development 

temperature required for E. rangiferi development in the gastropod IH is thought to be 

an adaptive characteristic as the over-winter survival rates of larvae are much higher 

in snails that are infected with L1 rather than those that have developed to L2 or L3 

(Schjetlein and Skorping, 1995). 

 

Significant levels of gastropod mortality are seen at ambient temperatures around 24-

28C (Halvorsen and Skorping, 1982), however behavioural thermoregulation by the 

IH will in most cases control for the excessively high environmental temperatures 

(Molnár et al., 2013a). Highest mortality of infected intermediate hosts has been found 

around the time of the first larval moult from L1 to L2 and could be caused by 

migration of the larvae through the gastropod leading to tissue damage (Skorping, 

1985b). 

 

4.1.4 Transmission to Reindeer 

Although transmission to reindeer is unlikely to be directly affected by climate there 

will be changes to reindeer behaviour and feeding that may have impacts on parasite 

transmission, for example rain-on-snow events affecting foraging behaviour (Hansen 

et al., 2014), or increased snow melt leading to greater aggregation of reindeer 

(Anderson and Nilssen, 1998), both of which may affect access to infected gastropods. 
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In addition, there may be changes in reindeer and IH ranges which reduce or increase 

contact rates (Chapter 2). 

 

4.1.5 Shedding by Reindeer 

L1 are not passed in faeces until 4-4.5 months post infection (Handeland, 1994). In 

males, shedding is highest in the autumn months during the rut, and in females it is 

highest in the spring, likely a peri-parturient rise (Gaudernack et al., 1984; Halvorsen 

et al., 1985). Seasonal output of L1 therefore will be dependent on the population 

demography of the reindeer herd. A 2-year transmission cycle would reduce the 

impact of this seasonal pattern but in a 1-year cycle, as predicted in Chapter 2, the 

timing of L1 deposition on the pasture is of greater significance as this determines 

whether L3 will be available to infect the reindeer during the same year. 

 

Serum antibody levels to E. rangiferi and faecal shedding of L1 are negatively 

associated; when reindeer are immunosuppressed, for example due to the increased 

circulating cortisol concentrations during the rut, shedding increases (Gaudernack et 

al., 1984). Therefore, other periods of immunosuppression and stress could lead not 

only to increased susceptibility to infection but to increased shedding of larvae as well. 

 

The extra-mammalian stages of E. rangiferi are those that appear more sensitive to the 

effects of climate due to their close relationship with the environment, therefore a 

model focusing on these stages was developed. This study provides the first example 

of a population dynamic model for a protostrongylid nematode species. 

 

4.2 METHODS 

4.2.1 Model framework 

A model framework was developed based on extra-mammalian stages of the parasite 

lifecycle, based on the GLOWORM-FL model framework (Rose et al., 2015) (Figure 

4.1; equations 1-4). The state variables are represented by L1p (first stage larvae on 

pasture) and L1s-L3s (first to third stage larvae within the gastropod). The parameters 

are i1, the infection rate of the gastropod; μi, the stage-specific mortality rates where 

subscript i represents each different life cycle stage; and 𝛿, development rate from L1 

to L3. Because the development rate represents L1 to L3, when this process is divided 
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over two stages, the rate is doubled between each state variable, hence 2𝛿. μ2-4 

represents the sum of snail (μ2-4s) and larvae (μ2-4l) mortality. New larvae will be 

deposited onto pasture daily (𝐿1𝑝𝑛𝑒𝑤) in the faeces of reindeer. These are differential 

equations with the dX/dt representing the amount of change (d) in the variable X over 

a set period of time (t). 

 

𝑑𝐿1𝑝

𝑑𝑡
=  −(𝑖1 + 𝜇1)𝐿1𝑝 + 𝐿1𝑝𝑛𝑒𝑤 

 

(1) 

𝑑𝐿1𝑠

𝑑𝑡
= −(2𝛿 + 𝜇2)𝐿1𝑠 + 𝑖1𝐿1𝑝 

 

(2) 

𝑑𝐿2𝑠

𝑑𝑡
= −(2𝛿 + 𝜇3)𝐿2𝑠 +  2𝛿𝐿1𝑠 

 

(3) 

𝑑𝐿3𝑠

𝑑𝑡
= −𝜇4𝐿3𝑠 +  2𝛿𝐿2𝑠 

(4) 

 

 

 

Figure 4.1 Model conceptual framework showing the different larval stages and the rates of change from which 

equations 1-4 were derived. i1 = infection rate of snails with L1; μ1 = mortality rate of L1 on pasture; 𝛿 = 

development rate L1 to L3; μ2-4 = mortality rate of larvae within IH 
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4.2.2 Parameter estimates 

To estimate parameters, data were extracted from the literature. For parasite life-

history parameters, data were extracted from papers pertaining to Elaphostrongylus 

rangiferi only. As no field data are currently available to determine which gastropods 

act as intermediate hosts, data regarding all potential intermediate hosts were included. 

Where raw data were not available in text or tables, values were estimated from graphs 

using Plot Digitizer version 2.6.9 (Huwaldt, 2020). All data analysis and modelling 

was performed in R (R Core Team, 2013). 

 

4.2.2.1 Temperature-dependent larval mortality and development rates 

The scientific literature was searched for studies tracking stages of development and 

mortality of larvae within gastropods over time at specified temperatures, as well as 

studies tracking mortality of free-living L1 at a range of temperatures to represent 

mortality of the larvae on pasture. To date no field studies have been performed 

therefore studies of experimental snail infections only were available. Point data were 

taken of the proportion of larvae either surviving, for mortality rates, or remaining as 

L1 or L2, for development rates, and the number of days since the last observation. 

For each point instantaneous daily rates were estimated (equation 5).  

 

−ln (𝑝𝑟𝑜𝑝𝑜𝑟𝑡𝑖𝑜𝑛 𝑟𝑒𝑚𝑎𝑖𝑛𝑖𝑛𝑔)/𝑑𝑎𝑦𝑠 

 

 

(5) 

For example, from Halvorsen and Skorping (1982) the estimated proportion of larvae 

developed to L3 in Arianta arbustorum after 75 days at 12°C was 0.25, therefore the 

instantaneous daily rate was calculated as -ln(1-0.25)/75 = 0.0038  This was repeated 

for data from multiple sources, replicates and temperature treatments, with separate 

calculations performed using event-specific model parameters for mortality rates. 

Data were visualised and if a linear relationship was seen linear models were fitted to 

the data using the “lm” function in base R (R Core Team, 2013). The linear regression 

equation could then be used to estimate temperature-dependent development and 

mortality rates for simulations based on given time-series of ambient temperatures. If 

a linear relationship was not present and thus the assumptions of a linear model were 

not supported, then data was log-transformed and re-visualised to determine if that 

better met the assumptions of the model. 
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The data were also visually inspected to determine whether intensity of infection 

within the snail was related to development rate and could be a confounding factor in 

the temperature dependence. 

 

4.2.2.2 Temperature-dependent gastropod mortality rates 

The literature was searched for experimental infection studies reporting mortality of 

gastropods infected with E. rangiferi. The overall mortality rate was used rather than 

the excess deaths caused by infection as this provides a better representation of natural 

mortality rates in the field. Despite snail mortality rates being seen to vary depending 

on the stage of development of the larvae, with highest snail mortality being seen 

around the time of the first larval moult (Skorping, 1985b), in this case only overall 

mortality rates were taken, as variation in the dataset prevented estimation of mortality 

rates based on the life cycle stage of the larvae. Furthermore, the model simulates 

overlapping cohorts and therefore the overall mortality rate is needed regardless of 

stage of infection. The data were then visualised, and linear regressions were 

performed using the same method as for the larval development rates. 

 

4.2.2.3 Gastropod infection rates 

The literature was searched for experimental studies reporting infection rates of 

gastropods exposed to a known number of larvae for a set period of time. This was 

transformed into instantaneous hourly infection rates using the formula described in 

Skorping (1988) (Equation 6). This was converted into daily rates by multiplying by 

24. The data were then visualised, and linear regressions were performed using the 

same method as for the larval development rates. 

 

 

 

− ln (1 − 𝑚𝑒𝑎𝑛 𝑝𝑎𝑟𝑎𝑠𝑖𝑡𝑒𝑠 𝑝𝑒𝑟 ℎ𝑜𝑠𝑡 ∗
 ℎ𝑜𝑠𝑡𝑠

𝑒𝑥𝑝𝑜𝑠𝑢𝑟𝑒 𝑑𝑒𝑛𝑠𝑖𝑡𝑦
)

 ℎ𝑜𝑠𝑡𝑠 ∗ 𝑒𝑥𝑝𝑜𝑠𝑢𝑟𝑒 𝑑𝑢𝑟𝑎𝑡𝑖𝑜𝑛(ℎ𝑟𝑠)
 

 

 

(6) 
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 As age of larvae is also known to have an effect on infectivity of L1 this was also 

considered in a multiple regression alongside temperature. 

 

4.2.3 Model simulations 

To test model performance, the model was run for an example herd over a three-year 

period with variation of the mortality rate parameter. Daily mean temperature data 

from 01-01-2018 – 31-12-2020 was obtained from the EOBS gridded dataset (version 

23.1) at the 0.1 degree scale (Cornes et al., 2018). This was downloaded as a NetCDF 

file which was opened and data extracted in R using functions in the ncdf4 package 

(Pierce, 2019). 

 

The model was then run over the entire Norwegian reindeer range encompassing both 

the semi-domesticated and wild reindeer using the EOBS data for a five-year period 

from 2016 – 2020. It was also run over a single semi-domesticated herd’s geographic 

area using GPS data as described in Chapter 3 in order to demonstrate how this model 

could be used to provide spatial estimates of presence of infective L3 on a small scale.  

 

In all model runs the larval input was kept at a constant of 100 larvae per gram faeces 

per day. As average daily faecal production of reindeer was not known and there is 

significant seasonal variation in faecal consistency (Ahman and White, 2019), the 

model was run using average daily faecal output of sheep (2000g) as presented in Rose 

et al. (2015) as proxy. Average reindeer density was also unknown so the density of 

sheep of 15 animals per hectare from Rose et al. (2015) was used. As these values 

were kept constant through the model runs they would only affect the number of larvae 

predicted to have developed, but not the temporal patterns, and therefore would not 

impact on the results in a meaningful way. 

 

4.3 RESULTS 

4.3.1 Parameter estimates 

Parameter estimates are summarised in Table 4.1.  
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4.3.1.1 Temperature-dependent larval mortality  

Free-living L1: A total of 40 data points were available for mortality of free-living L1 

from two sources at temperatures ranging from 6 – 40°C (median 18°C) and a range 

of sampling periods from 2-210 days (median 45 days) (Table 4.1). Data visualisation 

revealed a non-linear relationship between the variables, but log transformation of the 

mortality rate revealed a linear relationship with a strong positive association between 

the variables. The linear model performed on the transformed data revealed the 

majority of the variation was explained by temperature (Adjusted R2: 0.719, Figure 

4.2a), thus the resulting regression equation was back transformed to provide the 

temperature-dependent instantaneous mortality rates within the model. 

 

L1 – L3 in the IH: In the case of mortality of larvae within the gastropod intermediate 

host, rates were only available from one study at 3°C (Table 4.1), therefore no 

relationship between mortality and temperature could be determined. Similarly, data 

were not available for this parameter for any other Arctic protostrongylids due to the 

methodology used in the experiments requiring the larvae to  be killed before assessing 

stage of development (Kutz et al., 2002; Kafle et al., 2018).  
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Table 4.1 Model parameters as defined in Figure 4.1, parameter estimates as equations which were used in the 

model, alongside the linear model statistics and data sources. 

Parameter Estimate Statistics Data Source 

i – infection rate of 

snails with free-

living L1 

(instantaneous daily 

rate) 

0.0153577 + 

0.0017151 * 

temp 

Multiple R2:  

0.2133, Adjusted 

R2:  0.1901  

F1,34: 9.217,   

p: 0.004577 

(Skorping, 1988, 

1982) 

μ1 – mortality rate of 

free-living L1 

(instantaneous daily 

rate) 

exp(-6.46559 + 

0.11278 * 

temp) 

Multiple R2:  

0.7284, Adjusted 

R2:  0.719  

F1,29: 77.76,   

p: 1.056e-09 

(Halvorsen et al., 

1980; Lorentzen 

and Halvorsen, 

1986) 

𝛿 – development rate 

of L1 to L3 within IH 

(instantaneous daily 

rate) 

-0.0134121 + 

0.0015694 * 

temp 

Multiple R2:  

0.4965, Adjusted 

R2:  0.4125  

F1,6: 5.916 

p: 0.05101 

Halvorsen and 

Skorping 1982, 

Arianta 

arbustorum data 

only 

μ2s-μ4s Gastropod 

mortality rate 

component 

exp(-7.76093 + 

0.13935 * 

temp) 

 

Multiple R2:  

0.1897, Adjusted 

R2:  0.1762  

F1,60: 14.05  

p: 0.0004024 

(Halvorsen and 

Skorping, 1982; 

Skorping, 1985b) 
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a) 

 

 

b)

 

Figure 4.2 (A-B) Data (black points) and linear models (blue lines) with the 95% confidence interval (grey) used 

to parameterise the model a) The log transformed instantaneous daily mortality rate of free-living L1. Adjusted 

R2= 0.719, p =1.056e-09; b) Instantaneous daily development rate from L1-L3. Adjusted R2= 0.4125, p= 

0.05101 
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c) 

 

d)  

 

Figure 4.2 (C-D) Data (black points) and linear models (blue lines) with the 95% confidence interval (grey) used 

to parameterise the model c) Infection rate of gastropods with L1. Adjusted R2= 0.1901, p= 0.004577; d) The 

log-transformed instantaneous daily gastropod mortality rate. Adjusted R2= 0.1762, p= 0.0004024 
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4.3.1.2 Temperature-dependent larval development 

Initially only overall development rate from L1 to L3 was considered, and a total of 

53 data points were available from five sources at a range of temperatures from 8-

28°C (median 20°C) and 12-180 days post infection (median 25.5 days) across 12 

species of gastropod (Table 4.1). Infection intensity within the gastropod was known 

only for a limited number of these samples, and was variable where recorded. Due to 

the methodologies used in the sources requiring killing a sample of infected gastropods 

there are some cases where at a later sampling of gastropods within the same group a 

lower proportion of developed larvae were found than at an earlier sampling date, 

likely due to the balance between development and mortality at different time points 

and heterogeneity in infection intensity between individual gastropods. When these 

data were visualised, there was no clear relationship between instantaneous daily 

development rate and either temperature, larval density, or a combination of the two 

factors (Figures 4.3 and 4.4). A linear regression of development rate dependent on 

infection intensity was non-significant (p=0.34, Figure 4.3). A linear regression 

performed between development rate and temperature was also non-significant and 

also had extremely low R2 values (Multiple R2=  0.01406, Adjusted R2=  -0.005271, 

F1,51= 0.7273, p= 0.3977 (Halvorsen et al., 1980; Halvorsen and Skorping, 1982; 

Skorping, 1985a, 1984; Skorping and Halvorsen, 1980). This lack of a clear pattern, 

and data which violate the assumptions of a linear model, meant it was not possible to 

fit a model with which to predict development rates at either a specified temperature 

or larval density.  

 

In order to verify this, development rates from L1 to L2 were also extracted from the 

literature and plotted. Data were only collected where development had occurred 

solely to L2 and none had developed through to L3 thus the sample size was smaller 

than for the L1-L3 development and a total of 26 data points were available for 

development to L2 from three sources at a range of temperatures from 12-28 days 

(median 20 days) and 6-60 days post infection (median 14 days) across three species 

of gastropod, all of which were snails (Table 4.1). There was a considerable amount 

of variation between development rates calculated at different timepoints during the 

same experiment. The methods are the same as those above with the snails being killed 
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at each collection therefore the observations at each time point can be considered 

independent from each other. No clear relationship could be ascertained from this data 

(Figure 4.5). 

 

In order to provide a putative equation for testing the model behaviour, the relationship 

between development rate and temperature was calculated based solely on data for 

Arianta arbustorum from Halvorsen and Skorping (1982) (Figure 4.2b), as a linear 

regression on this provided a better approximation for the relationship when compared 

to the relationship between development and temperature seen in other nematodes 

within gastropod hosts, for example Angiostrongylus vasorum (Ferdushy et al., 2010).  
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Figure 4.3 Relationship between number of larvae per host and instantaneous development rate. Regression line 

(blue) and 95% confidence interval (grey); Adjusted R2= -0.001147, p-value= 0.3366 

 

 

Figure 4.4 The instantaneous development rate of first- to third-stage larvae shows no clear relationship with 

temperature. The colours represent different gastropod species with the majority of the sampling being performed 

at 20°C 

 



 79 

 

 

Figure 4.5 The instantaneous development rates of L1 to L2 for three gastropod species show no clear relationship 

with temperature, with high levels of variability between rates at the same temperature for different samples. 
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4.3.1.3 Gastropod infection rates 

Data were available from multiple sources regarding infection rates of snails when 

exposed to a known number of larvae for a set period of time (2 hours). A total of 36 

data points were available from two sources for Arianta arbustorum at exposure 

densities between 1000 – 128,000 larvae (median 6000) with mean number of 

resulting infections ranging from 2.9-110.9 (mean 32.6) (Table 4.1).  A linear 

regression revealed a weak but significant relationship between infection rate and 

temperature (Adjusted R2= 0.1901, p= 0.004577; Figure 4.2c). As described, age of 

the larvae has been previously associated with reduced infectivity. Larval age data 

were available for a total 12 data points at 5, 20, 34 and 64 days (three samples at 

each) at 12°C in Arianta arbustorum and so this was included alongside temperature 

as an explanatory variable in a multiple regression. This produced an adjusted R2 value 

of 0.3833 (p = 0.0188) leaving significant levels of the variation unexplained. 

 

4.3.1.4 Gastropod mortality rate 

A total of 61 data points were available for mortality rate of infected snails, from two 

sources and for two species, at temperatures ranging from 8-28°C (median 20) and 4-

150 days (median 35) (Table 4.1). Snail mortality demonstrated a non-linear 

relationship with temperature and therefore was log transformed prior to linear 

regression. Gastropod mortality was significantly positively associated with 

temperature, but there was significant unexplained variation (Adjusted R2= 0.19, p= 

0.0004, Table 4.1, Figure 4.2d). When infection intensity was added to a multiple 

regression alongside temperature the adjusted R2 value was 0.3866 (p = 2.044e-07) 

showing that although there was a significant relationship between infection intensity 

and mortality, there was still a large amount of variation in mortality rates unaccounted 

for. 

 

4.3.2 Model simulations 

Due to the lack of data on larval mortality within the gastropod the only measure of 

mortality incorporated into this model was gastropod mortality. It is assumed here that 

gastropod death also leads to mortality of the larvae, preventing onward transmission. 

Death of a single gastropod will lead to death of all larvae within it therefore overall 

larval mortality depends on the intensity of the infection within the gastropod. 
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Following the method as described in Kutz et al. (2005) the average infection intensity 

can be used to estimate larval mortality rates, however in the case of Elaphostrongylus 

rangiferi only infection intensities derived from lab infections are known and the 

average intensity collected here of 32.6 larvae is likely higher than would be seen in 

the field. Multiple simulations were therefore run using different infection intensity 

values to compare results (Figure 4.6 a-e). When run with intensities of 1 and 5 

larvae/gastropod a clear annual increase in larval abundance can be seen which is 

likely to be an unrealistic scenario based on outbreak data. At intensities of 10 and 

above, aside from annual variation, there is no overall increase or decrease in larval 

numbers and the population appears relatively stable. A clear seasonal pattern is seen 

with sequential peaks of each of the larval developmental stages. As intensity is 

increased, the seasonality in L3 presence is reduced and the availability becomes more 

constant throughout the year, however based on infection rates of reindeer peaking in 

the autumn (Davidson et al., 2020) it is likely that there is a seasonal pattern to 

infections and therefore larval availability on pasture. 

 

The value of 15 larvae per snail was used in the mortality parameter to run all further 

simulations based on the visible cessation of the build-up of larvae on pasture above 

an intensity of 10 larvae per gastropod (Figure 4.6) and to approximate the infection 

intensity of 13.6 used by Kutz et al. (2005). An example output of the model over the 

entire Norwegian reindeer habitat shows the annual cycle of L3 presence on pasture 

(Figure 4.7). This localises the peak in L3 availability to the summer months of June, 

July, and August, with spatial differences in the timing of the peak, and a gradual 

decline through the autumn and winter. When run for an individual reindeer herd 

(Figure 4.8) there is a clear heterogeneity in L3 abundance on a small scale, even when 

the sole variable altering is temperature, with no changes to input based on reindeer 

density or larval deposition. This represents a significant heterogeneity in parasite risk 

to the resident reindeer. There is also clear variation year-on-year in the timing of the 

peak L3 abundance and therefore the time period with the highest risk of infection for 

reindeer. 
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a) Intensity 1 

 

b) Intensity 5 

 

c) Intensity 10 

 

d) Intensity 20 

 

e) Intensity 30 

 

Figure 4.6 (A-E) The abundance of different stages of larvae over a three-year period run with daily input on 

100 L1 per gram faeces deposited on pasture with different gastropod infection intensity-related mortality rates. 

Panels a-e represent different numbers of larvae within the intermediate host. The small fluctuations represent 

small daily changes in temperature with an overall clear seasonal pattern discernible. Red = L1p, Orange = 

L1s, Green = L2s, Blue = L3s 
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Figure 4.7 The model was run over the entire Norwegian reindeer habitat for 5 years from 2016-2020, the year 

2020 is shown here as an example with the total number of L3 depicted by month (scale bar). 
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A) 

 

B) 

 

Figure 4.8 (A-B) An example of the spatial distribution of L3 abundance over the range of a reindeer herd by 

month, for the years 2018 and 2019. The outlined area represents the annual herd range, with the area coloured 

each month representing their current position. The values on the x and y axes have been removed to preserve 

anonymity of the herd; the ticks on the x axis represent 0.5º longitude and y axis represent 0.2 º latitude. 
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C) 

 

Figure 4.8 C An example of the spatial distribution of L3 abundance over the range of a reindeer herd by month, 

for the year 2020. The outlined area represents the annual herd range, with the area coloured each month 

representing their current position. The values on the x and y axes have been removed to preserve anonymity of 

the herd; the ticks on the x axis represent 0.5º longitude and y axis represent 0.2 º latitude. 

 

  



 86 

4.4 DISCUSSION 

As outbreaks of clinical elaphostrongylosis in Norwegian reindeer have previously 

been related to environmental conditions (Handeland and Slettbakk, 1994; Halvorsen, 

2012) this model focuses on the extra-mammalian stages of the parasite lifecycle as it 

is these stages that are more affected by environmental conditions, and therefore show 

the greatest level of variation year on year. Although the model framework and 

structure can be seen to produce the expected patterns of larval development at certain 

input parameter values, there are currently several constraints to its use as a predictive 

tool to enable management decisions based on the timing and location of areas with 

high risk of reindeer infection. 

 

As demonstrated, there is large variation created in the predictions by varying the 

infection intensity within the gastropod and its effects on the mortality rate within the 

model. Field data regarding natural infections with protostrongylids is lacking, 

however field surveys in Bulgaria found multiple protostrongylid species in 8 out of 

14 gastropod species collected. There was a high level of variation in infection 

intensities between gastropod species, with the highest intensity of infection in three 

species of gastropod, reaching 43, 26 and 18 nematodes respectively. The remaining 

species had a maximum infection intensity in the range of 3-6 nematodes. There was 

also variation in intensity seen between the different nematode species (Georgiev et 

al., 2003). Kutz et al. (2002) found a slightly higher mean intensity of 

Umingmakstrongylus pallikuukensis larvae in Deroceras laeve, with a large degree of 

variation (mean 13.6 larvae/slug). These are however much lower than the maximum 

intensities found in lab studies, for example Skorping (1988) induced mean infection 

intensities of E. rangiferi in A. arbustorum of up to 100.9 larvae/snail. There is also a 

higher mortality rate of gastropods with increased densities of L1 within the IH 

(Skorping, 1984), which in the field may balance out the highest infection intensities 

seen experimentally. These relationships are not clearly defined as there is still a high 

level of overdispersion of parasite burden, even when each individual gastropod is 

exposed to larvae at the same dose.  Therefore is it possible that the unequal exposure 

of gastropods to larvae in natural field situations will exacerbate this overdispersion 

(Skorping, 1985b). There may also be an effect of increasing infection intensity on 

decreasing development rates within the gastropod; although the relationship seen 
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here was non-statistically significant (Table 4.1), improved data on the development 

rates of larvae may reveal a stronger relationship. The relationship between 

temperature and development rate revealed no clear pattern even though it was 

hypothesised to be a strong relationship; this could be due to the high level of variation 

between experimental studies and the wide variety of gastropod species from which 

data were taken. Field surveys of infection could identify in which gastropod species 

E. rangiferi larvae are most commonly found, therefore focusing the input data for the 

model. This could also provide data on the average infection intensities within the 

host, further improving the predictions as previously stated. These two areas would 

provide the greatest improvement to parameterisation of the model and therefore 

should be prioritised in future research.  

 

Larval mortality could not be explicitly incorporated into this model due to a lack of 

data. Experiments have been performed examining the death of larvae but in some 

cases it was difficult to determine whether larvae were alive or not (Lorentzen and 

Halvorsen, 1986; Schjetlein and Skorping, 1995). This lack of available and reliable 

data for parameterisation is a common problem in mechanistic epidemiological 

models of parasite systems so alternative methods are often employed to overcome 

this. Beltrame et al. (2018), for example, overcame a lack of applicable historical 

epidemiological data by applying ‘expert-driven rules’ to aid in evaluation of the 

model where data was lacking by reducing the number of parameter sets. This 

technique also used by Rose Vineer et al. (2020) to estimate the decline of immunity 

to gastrointestinal nematodes in cattle over the housing period for parameterisation of 

a mechanistic model of the intra-mammalian stages of the parasite lifecycle. 

Therefore, the methods used here to parameterise the model in areas where data were 

lacking was deemed appropriate. 

 

A limitation of this model is that it sets no maximum for infection level, i.e. it assumes 

an unlimited population of gastropods to infect, with the infection rate parameter 

assuming a limitless intensity of infection within them. No data currently exist 

regarding the maximum level of infection permissive of gastropods and therefore no 

assumptions could be made. Additionally, as the gastropods themselves are not 

explicitly included in the model, inclusion of this measure would necessitate a large 

increase in model complexity.  
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The ability of the first stage larvae to infect the gastropod intermediate host declines 

with age of the larvae, and so L1 must infect a gastropod host within a short period 

after deposition for maximum establishment rates to be achieved. A reduction in 

establishment rates, seen as a reduction in infection intensity in the intermediate host, 

has been observed experimentally in L1 stored for just 3 weeks (Skorping, 1988). 

After 2 months a 50% reduction has been observed, with all larvae having died after 

90 days storage at 12C. At higher environmental temperatures this reduction in 

infectivity is accelerated (Skorping, 1982). The varying of parameters over time that 

would be necessary to incorporate the relationship between larval age and infectivity 

would also add an additional layer of complexity to the model. 

 

Another aspect not considered in this model is the overwintering of the gastropods. 

The data included for gastropod mortality is solely for positive temperatures, but in 

winter when sub-zero temperatures are reached it is likely that gastropod mortality 

will increase. Additionally, no behavioural thermoregulation of the snails at low 

temperatures is accounted for in the model, but for that to be taken account the 

optimum temperature zones for each species must be known. 

 

The output from the model shows that it can reveal temperature-induced 

heterogeneities in parasite abundance across a habitat even with equal parasite 

deposition; with the input of reindeer movement and varying density, and 

spatiotemporal deposition of larvae, this heterogeneity is likely to be increased. The 

development of an accurate population dynamics model would allow the prediction of 

development of the larvae, and thus the areas of the reindeer habitat that are likely to 

have higher risk of infection at certain times.  This could lead to improved control by 

aiding in informing herder decisions regarding preventative measures including 

movement of the herd or timing of treatment.  

 

The peak infectious L3 availability on pasture predicted in this model does not 

currently appear to coincide with the periods of the year when reindeer are 

immunosuppressed (in autumn during the rut and in the spring during calving for 

males and females respectively (Halvorsen et al., 1985)), however as this is due to the 

environmental conditions during that period, it is possible that this peak will shift with 
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climate change, and if it becomes earlier it may coincide with the suppression of 

immunity seen in peri-parturient females, and may also affect the development of 

disease in calves due to them being exposed to a higher infectious burden earlier in 

life, before immunity can develop. 

 

Overall, the model represents the expected developmental pathway of the larval stages 

and can exhibit seasonal variations in infectious larvae abundance. With 

improvements to the accuracy of the parameter equations this model could be 

effectively applied over spatial areas to predict timing of high infection risk for 

reindeer.  
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CHAPTER 5: GENERAL DISCUSSION 

 

5.1 KEY FINDINGS 

Although brainworm disease has long been known about in Norway, many details 

regarding transmission remain unknown. The areas of the reindeer habitat in which 

they are becoming infected had not been determined. The species distribution models 

developed for potential gastropod intermediate host species (Chapter 2) provide a first 

insight into where these areas might be. They predict that the areas suitable for 

gastropod habitation, and thus the areas with potential for parasite transmission, may 

increase in certain areas of the Norwegian reindeer habitat in response to the changing 

climate. The degree-day model previously developed (Rose Vineer et al., 2021) was 

also applied to these climate change projections and revealed an increase in thermal 

suitability for larval development across all emissions scenarios and time periods 

modelled (Chapter 2). This increase was particularly prominent across the habitats of 

the semi-domesticated reindeer, but in the high emissions scenario the majority of the 

wild reindeer herd habitats also showed a switch from the currently predominating 

two-year lifecycle to the climate being suitable for development of L1 to infectious 

L3 within the gastropod host within the same year as deposition of L1 on pasture, 

leading to a potential increase in risk of infection of the reindeer. 

 

The degree-day model was also used on a small scale to determine potential monthly 

risk of brainworm infection in a wild and a semi-domesticated reindeer herd by 

mapping areas of the reindeer herd’s habitat in which the cumulative number of 

degree-days had reached or exceeded the number required for development of the 

larvae within the intermediate host (Chapter 3). This model, using daily weather data, 

revealed the earliest time period for transmission was July, with little variation year-

on-year. This provided an estimate of the timing of peak infection risk and an initial 

indication of the timing of preventative management strategies. This work provides a 

useful framework which could be applied to any herd, including those with different 

movement strategies. With further validation incorporating intensities of infection this 

could be developed into a useful tool for reindeer herders to aid in management 
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decisions as it is relatively computationally inexpensive. However, the model is 

limited to a linear relationship between temperature and parasite development and 

therefore more refined models may be needed. 

 

The development of more complex models containing more parameters, although 

computationally more expensive, can provide a better representation of the 

development and transmission system. The adaptation of the GLOWORM-FL model, 

originally developed for gastro-intestinal nematodes (Chapter 4), demonstrates the 

advantages of this. The incorporation of temperature dependent mortality of free-

living larvae and larvae within gastropods, as well as the infection rate of gastropods 

as well as larval development rate means that this model can be run on multi-year 

cycles with no excessive build up of infection risk, closer approximating the true 

cycling of infectious larvae. This model also demonstrated a seasonal pattern in 

infectious L3 abundance with the peak appearing in the months of June, July and 

August in different areas of the reindeer habitat. In contrast to the degree-day model 

this model predicts different timings of the peak risk period for reindeer infections 

between different years. With further data collection for refinement of the parameters 

and clarifications on the temperature-dependent relationships this model too could be 

of use as a risk-forecasting tool. 

 

5.2 THE USE OF MODELS IN PARASITE FORECASTING 

Mechanistic parasite development and transmission models can be of great benefit for 

planning control measures such as the timing of drug treatments (e.g. Davis et al., 

2018), predicting periods of heightened risk to optimise resource use (e.g. Babayani 

et al., 2016), to compare different control strategies (e.g. Berk et al., 2016) and for 

exploring the effect of control strategies on the development of anthelmintic resistance 

(e.g. Dobson et al., 2011; Nielsen et al., 2019). The aims of the models generated in 

this thesis are to aid in decision making regarding movement of reindeer herds and 

potentially the timing of anthelmintic treatment, in order to reduce incidence and 

severity of outbreaks of clinical elaphostrongylosis. 

 

These models, as applied at a spatial level, can indicate in which areas there is likely 

to be a higher burden of infectious L3 within gastropods, based on the environmental 
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conditions in that area, and therefore an increased risk of transmission of the parasite. 

Knowledge of these areas could allow herders to move reindeer to new pastures that 

are at lower risk. There is a dose-response relationship between infective dose and 

onset and severity of clinical signs (Handeland et al., 1994). Therefore, management 

to reduce level of exposure and level of infection, although not avoiding disease 

completely, could limit the morbidity and mortality seen. 

 

Several forecasting systems for ruminant parasites based on climatic data are already 

in use. The SCOPS (Sustainable Control Of Parasites in Sheep) Nematodirus battus 

forecast (scops.org.uk) uses data from 140 weather stations across the UK to produce 

a colour coded warning of the likelihood of parasite emergence in that area on a daily 

basis based on a model by Gethings et al., (2015). The National Animal Disease 

Information Service (NADIS) produces forecasts for parasitic gastroenteritis (based 

on Thomas and Starr, 1978) and Fasciola hepatica (based on Ollerenshaw and 

Rowlands, 1959)  in ruminants, and blowfly strike in sheep (based on Wall et al., 2000) 

using weather data from the met office on a 40km2 grid on a monthly basis 

(nadis.org.uk). These forecasts are used by both farmers and vets to advise on and 

enact preventative control measures and it is hoped that the production of a 

comparable tool for E. rangiferi could similarly be useful in control, however there 

may be added challenges in ensuring the information was readily accessible to Sami 

herders. In addition, a forecasting tool could be of benefit to keepers of small 

ruminants which may co-graze with reindeer or make use of the same pasture at 

different times of year. 

 

5.3 LIMITATIONS TO THE MODELS AND DATA 

No model can be a perfect representation of a disease system, and modelling 

necessitates assumptions which result in the omission of potentially important factors 

and relationships. Each type of model therefore comes with its own set of assumptions 

and limitations. Although the models developed here have potential for future 

development into predictive forecasting tools, there are currently several limitations 

to their capacity. 
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An issue with the application of degree-day models is the large changes that can be 

induced in the model with even a small change in the value of the minimum 

developmental temperature, and the data on time taken for development to occur, 

which has a great dependence on sampling interval. These types of models are most 

accurate when applied in the same temperature ranges as used in the experimental 

studies that defined the parameters, but any uncertainty in these parameters can 

severely limit the applicability of the model, and especially when using them to predict 

future distributions under different climates, and to aid in the timing of intervention 

measures (Moore et al., 2012). The areas where this uncertainty is going to be most 

apparent are the areas in which it is most necessary, for example at the borderline 

between predicting a one-year development cycle and overwintering of the parasites 

being predicted. Although this is unlikely to affect the climate change projections to a 

great extent (Chapter 2), it will have a relatively bigger effect when used over a smaller 

time scale such as in Chapter 3.  

 

A major current limitation is the lack of data on which species of gastropods act as 

intermediate hosts for E. rangiferi in the wild. The species distribution models in 

Chapter 2 demonstrate significant differences between the distribution of slug and 

snail species’ ecological requirements, and the development of the degree-day model 

reveals different development rates within them. It is also likely that they will have 

different minimum developmental thresholds (Halvorsen and Skorping, 1982), 

affecting the degree-day model. Field surveys to detect infection in different gastropod 

species would provide valuable data that would help refine both these models as well 

as the population dynamics model (Chapter 4) as the data for parameterisation could 

be restricted to just the relevant species, and further experimental work could be 

focused on these. Data on the intensity of infection in the relevant species would also 

be of great benefit. As shown in the population dynamics model, the intensity of 

infection even when applied just to the mortality parameter has a significant impact 

on model predictions. Additionally, this can be used in the degree-day model to 

incorporate mortality as was done by Kutz et al. (2005). That would introduce the 

potential for the model to be run over a multi-year cycle rather than each year being 

run separately, which would improve the quality of the predictions. 
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For many Arctic parasites, including Elaphostrongylus spp., there can be a lack of 

surveillance data with which to train and validate models, and this often has to be 

based on anecdotally reported outbreaks rather than any quantitative measure. Due to 

the cost and logistics of carcass submission for investigations, together with awareness 

of the disease, meaning definitive diagnosis is often unnecessary, there are only low 

numbers of submissions to the Norwegian Veterinary Institute resulting in only small 

amounts of data being collected on incidence of E. rangiferi infection in any species 

(Davidson et al., 2020). Difficulties accessing remote areas grazed by reindeer, 

especially during winter, can limit the possibilities of collecting sequential faecal 

samples to monitor prevalence over time. However, the high freeze-tolerance of E. 

rangiferi (Lorentzen and Halvorsen, 1986) means that samples will not be affected by 

being frozen on the ground prior collection and they can also be stored for long periods 

of time. Therefore, this method of surveillance may be more feasible for long term 

monitoring, to provide data for validation of models.  

 

“Community-based monitoring” and local/traditional ecological knowledge are key 

factors in the management of wildlife populations, especially in remote areas such as 

the Arctic where traditional scientific monitoring methods are harder to implement 

and achieve, as is giving the reindeer herders more autonomy over their own herd 

management (Peacock et al., 2020). Local knowledge and monitoring could be applied 

in this instance, for example by observations of the presence or absence of 

Elaphostrongylus spp. at slaughter. Although faecal samples provide a quantitative 

and non-invasive measure, they need to be sent to a lab and examined which can be 

difficult logistically and will result in a time delay, whereas observations of adult 

Elaphostrongylus spp. in the musculature can provide a more immediate idea of 

whether the management measures have been effective and whether they need to be 

altered in subsequent years. Additionally adult worms will be visible before larvae are 

detectable in the faeces (Handeland et al., 1994; Hemmingsen et al., 1993). This type 

of feedback with confirmation of cases is already in use to help develop the SCOPS 

Nematodirus forecast and to provide additional information to aid in decision support 

for farmers and vets. 

 

In addition to experimental or field data relating to the parasite and transmission itself, 

there is also a high data requirement for climatic variables. Temperature is routinely 
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recorded from weather stations, for example by the Norwegian Meteorological 

Institute (met.no), however there have been issues found using data from the nearest 

weather stations as there can be significant differences between weather conditions 

recorded at neighbouring weather stations less than 10km apart (Dabbs, 2010). Surface 

temperature provides a better prediction of development rates than air temperature as 

it is a proximal variable rather than a distal one, as it is a measure of the environment 

that the L1 and intermediate hosts occupy. The use of air temperatures tends to 

overestimate the time required for development because they are generally lower than 

surface temperatures (Jenkins et al., 2005; Kutz et al., 2002). However, surface (or 

soil) temperature data are rarely available long term and only air temperatures are 

routinely recorded. There are other factors that can influence the soil temperature as 

well, including rain-on-snow events which have been found to increase soil 

temperatures (Putkonen and Roe, 2003). A combination a variables may be needed, 

however these were not available in the format required therefore could not be used in 

the models developed here. The importance of considering the microclimate on 

parasite development is shown in an experiment by O’Connor et al. (2008) where the 

interaction between rainfall and level of evaporation showed a stronger relationship 

with development of Haemonchus contortus than level of rainfall alone. 

 

There can also be indirect effects of climate by its influence on other biotic 

relationships and there is evidence that the inclusion of these can improve a model 

(Araújo and Luoto, 2007). For example, there is an interesting relationship between 

Deroceras reticulatum and its parasitizing nematode Phasmarhabditis 

hermaphrodita. Although both the host and parasite have similar optimal thermal 

zones, slugs are more tolerant of temperatures above their optimum and at increases 

in environmental temperature the decreased activity of the parasite leads to less 

inhibition of slug activity and therefore an increase in slug fitness. A decrease in P. 

hermaphrodita prevalence was also seen at the higher temperatures (Wilson et al., 

2015). However, under the conditions of winter warming P. hermaphrodita inhibition 

of slug feeding activity is increased (El-Danasoury and Iglesias-Pineiro, 2017). This 

shows the importance of separating out the physiological requirements of host and 

parasite in order to fully understand the interactions involved. However, there are 

extreme challenges involved in including all these biotic factors within a model, 

particularly due to a lack of data and understanding of the entire process and countless 
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interactions, and the complexity of lab studies needed to maintain and infect snail 

colonies to test these interactions. 

 

5.4 DISEASE MITIGATION 

In semi-domesticated herds there are limited opportunities for disease mitigation. The 

reindeer are generally only rounded up twice a year – once in the spring around 

calving, and in the autumn to sort the reindeer for sale, therefore even if a highly 

accurate predictive tool were developed and the ideal timing of anthelmintic treatment 

could be predicted it would not necessarily coincide with a period where it could 

feasibly be implemented. Any decision support tool developed would need to take into 

account current herding and management practices in order to provide practical 

solutions for the reindeer herders. The intended use of a tool would also need to be 

considered in its development. For example, a tool to aid in herding decisions may 

need to include forecasted weather in order to predict the development of larvae before 

it occurs, to allow reindeer to be moved before this. The trade-off would be a resulting 

decrease in accuracy of the model predictions. On the other hand, a tool to determine 

the timing of treatment after infection could utilise just recorded data. 

 

Shifts in the timing of the peak larval load in relation to climate change could also 

alter the practicality of treatment. The optimal timing of treatment depends not only 

on larval availability on pasture, but also development within the reindeer. 

Determining the optimum timing cannot be based on faecal samples, as experimental 

studies have found neurological signs progressively appear from 4-5 weeks post 

infection, and there is a pre-patent period of 4-4.5 months. However the duration of 

the pre-patent period is based on data from two reindeer only therefore further 

validation is required (Handeland et al., 1994).  

 

There are also only limited treatment options available. Currently the only licenced 

anthelmintics for reindeer in Fennoscandia are ivermectin and doramectin (Davidson 

et al., 2020) but there is only limited evidence for efficacy of ivermectin against  E. 

rangiferi. In experimental infections ivermectin used to treat animals currently 

shedding larvae was found to reduce faecal shedding in some of the calves by 94%, 

but in others it did not appear effective at all, and larvae were found in the lungs in 5/6 
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of the treated calves (Nordkvist et al., 1983). These findings were supported by 

Oksanen et al. (1992) who found neither oral or subcutaneous ivermectin 

administration effectively reduced E. rangiferi larval shedding in naturally infected 

reindeer. It is thought that the routine autumn treatment of reindeer in Sweden is 

enough to control the parasite, but there is very little information available on the 

status of the disease in that country and so it is not possible to tell whether there is 

support for this assumption (reported in Davidson et al., 2020). However, as a 

relationship between infective dose and severity of clinical signs has been described 

in experimentally infected animals (Handeland et al., 1994), even a partial reduction 

may be enough to limit severity of outbreaks, and also may lead to a lower infectious 

burden on pasture and thus lower levels of infection the subsequent year. 

 

Efficacy of other anthelmintics has been shown in small experimental trials, with 

mebendazole found to stop shedding by 50 days post treatment and fenbendazole by 

15 days. One calf treated with fenbendazole was found to have a live worm within the 

central nervous system (CNS) but in animals treated with both benzimidazoles, 

granulomas containing dead worm remnants were seen, showing the efficacy of the 

anthelmintic at killing adults worms within the CNS (Nordkvist et al., 1983). Although 

these treatments are not currently licenced so cannot be recommended for treatment 

of reindeer, fenbendazole in particular is a widely used treatment licenced for many 

food producing animals so there may be potential for its use in the future. 

 

5.5 WIDER CONTEXT 

The production of an Elaphostrongylus spp. warning system will provide reindeer 

herders with a useful tool that can advise on management, but this must be interpreted 

in a wider context alongside a number of other intrinsic and extrinsic factors that will 

determine the best herding practices to be used at that time, based on a range of 

indicators of animal health as well as economic considerations. The management of 

risk of brainworm is just one aspect of reindeer management that fits into larger scope 

of reindeer herding decision making. 

 

The impacts on other parasites must also be considered. In an elk population, 

migration was associated with increased parasite diversity and intensity of parasitism 
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as compared to non-migratory herds. Differing levels of intensity of infection with 

Fasciola magna between migratory herds was thought to be associated with timings 

of the movement, i.e. arrival at summer pasture coinciding with higher levels of 

infective larvae availability. There was no relationship with herd size or population 

density (Normandeau et al., 2020). However a significant negative association has 

been found between distance of summer grounds and calving grounds, and the level 

of warble fly infection in Norwegian reindeer (Folstad and Andersen, 1991). 

Therefore, any management measures introduced to mitigate the risk of 

Elaphostongylus rangiferi infection may have an impact on intensity of infection with 

other parasites.  

 

Parasitism within the herd can also affect the reindeer population dynamics. In 

Svalbard reindeer (Rangifer tarandus platyrhynchus) it has been shown that high 

abundance of infection with Ostertagia gruehneri reduced the incidence of successful 

reproduction in female reindeer and that abundance of this parasite was related to host 

density the preceding year, meaning that parasite infection effectively regulated the 

size of the population. Treatment with anthelmintics in the Autumn was found to 

increase reproductive success in females the following spring (Albon et al., 2002).  In 

the case of E. rangiferi, it is often young reindeer in better condition that have higher 

burdens of infection (Halvorsen, 1986). Interestingly, the infection and subsequent 

reduction in condition of the larger reindeer calves has been proposed as a mechanism 

via which inbreeding is reduced, as these larger calves are likely to be produced by 

dominant dams (Halvorsen, 1986).  

 

Migrant animals are particularly sensitive to environmental changes, both climate and 

land use, due to their reliance on multiple different sites having optimal conditions. 

Alterations in just one of these may have large knock-on effects on the population 

(Robinson et al., 2009). There are many ways in which the climate can have an impact 

on both reindeer herders and reindeer health, including changes to winter grazing 

conditions. There are many factors that will impact on this and a model has been 

developed to try an incorporate multiple different environmental variables into 

predicting difficult conditions for reindeer (Vikhamar-Schuler et al., 2013). Although 

the model was successful at predicting bad years, it also predicted problems when 

herders reported there not being any. It is possible this is due to data limitations, but it 
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is also possible that the multifactorial nature of the climate and growing season means 

that there were mitigating factors in the falsely predicted years meaning they were not 

as harsh as was expected. The prediction of poor grazing conditions could also 

feedback into helping parasite management due to the relationship between level of 

parasitism and poor nutrition (Coop and Kyriazakis, 1999). Changes in level of snow 

cover will also impact on the herders themselves as it may increase difficulties in 

access to different areas (Peacock et al., 2020). Climate has also been found to have 

different effects on population abundance in coastal and inland reindeer herds in 

Svalbard (Hansen et al., 2019). Whether effects such as this occur in mainland 

Norwegian herds is unknown but as many of the northern herds migrate between 

inland and coastal areas (Suominen and Olofsson, 2000) this effect could affect the 

population in either way depending on the timing of the migration, and this is another 

factor that many have to be taken into account when making herding decisions.  

 

The increased levels of infection seen in larger calves may simply be because they are 

able to outcompete the smaller reindeer for access to prime food sources such as forbs, 

which are also a preferred food source for many gastropods (Halvorsen, 1986). 

Alternatively the cause of this could be due to grazing decisions made by the 

individual reindeer in a ‘parasitism vs nutrition trade-off’ as has been demonstrated in 

faecal avoidance impacting directly transmitted gastrointestinal nematode infection 

(Fox et al., 2013). The smaller, and possibly weaker reindeer may be showing 

avoidance behaviour of this contaminated feed source as they will be unable to amount 

an effective immune response, whereas the reindeer in better condition will be more 

immunocompetent and have larger reserves so may not suffer the ill effects of 

parasitism so greatly, and so have less need for avoidance. Changes to grazing 

conditions may therefore change these dynamics as well. 

 

5.6 CONCLUSIONS 

Overall, the models that have been developed provide a useful first step in the 

development of a forecasting system to aid in decision making with the aim of 

reducing transmission of Elaphostrongylus rangiferi within Norwegian reindeer 

herds. They demonstrate that it is possible to use climatic data to predict 

spatiotemporal risk of transmission which could be used to inform management 
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strategies and provide a framework for further development. The development of the 

models will also help target further data collection in order to improve the reliability 

of the predictions made. Further data collection regarding the species of intermediate 

host involved in transmission in the field, as well as the temperature dependent 

development rate within them have been identified as key areas of research which will 

be of great benefit in refinement of the models and, ultimately, improving potential 

disease control methods. Control methods proposed to reduce incidence or severity of 

brainworm infection based on these models must be considered within the wider 

context of reindeer health and population management. 
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APPENDICES 
APPENDIX 3.1 R Script for analysis of reindeer GPS and faecal larvae count 

data 
 

library(ggplot2) 

library(adehabitatHR) 

library(data.table) 

library(ncdf4) 

library(raster) 

library(cruts) 

library(sp) 

library(rasterVis) 

library(viridis) 

library(rgdal) 

setwd("###") 

 

#### Use the data created by the DD model #### 

dd <- nc_open("Elaph_DD.nc") 

lon = ncvar_get(nc = dd, varid = "longitude") 

lat = ncvar_get(nc = dd, varid = "latitude") 

 

time = ncvar_get(nc = dd, varid = "time") 

tunits = ncatt_get(dd, "time", "units") 

nt = dim(time) 

 

tustr <- strsplit(tunits$value, " ") #Split the elements of a character vector x into 

substrings according to the matches to substring split within them 

tdstr <- strsplit(unlist(tustr)[3], "/") 

tmonth <- as.integer(unlist(tdstr)[2]) 

tday <- as.integer(unlist(tdstr)[1]) 

tyear <- as.integer(unlist(tdstr)[3]) 

thuman = seq(from = as.Date(paste(tyear, tmonth, tday, sep = "-")), length = nt, by = 

"day") 
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#### FUNCTION TO CALCULATE CUMULATIVE ANNUAL DEGREE-DAYS 

#### 

annualdd = function (annualmcp, startdate, enddate) { 

  annualminlon = annualmcp@bbox[1,1] 

  annualminlat = annualmcp@bbox[2,1] 

  annualmaxlon = annualmcp@bbox[1,2] 

  annualmaxlat = annualmcp@bbox[2,2] 

  annuallon_range = which(lon<annualmaxlon & lon>annualminlon) 

  annuallat_range = which(lat<annualmaxlat & lat>annualminlat) 

  annualdat_range = which(thuman<=as.Date(enddate) & 

thuman>=as.Date(startdate)) 

  annual.array <- array(dim = c(length(annuallat_range), length(annuallon_range), 

length(annualdat_range))) 

   

  for (i in 1:length(annualmcp)) { 

    minlon = annualmcp[i,]@bbox[1,1] 

    minlat = annualmcp[i,]@bbox[2,1] 

    maxlon = annualmcp[i,]@bbox[1,2] 

    maxlat = annualmcp[i,]@bbox[2,2] 

     

    lon_range = which(lon<maxlon & lon>minlon) 

    lat_range = which(lat<maxlat & lat>minlat) 

    if (length(lat_range) == 0) {lat_range = which(lat<(maxlat+0.1) & lat>minlat)} else 

{lat_range = which(lat<maxlat & lat>minlat)} 

     

    start.date <- as.Date(annualmcp[i,]@data[["id"]], format = "%Y-%m-%d") 

    end.date <- as.Date(enddate) 

    dat_range = which(thuman<=end.date & thuman>=start.date) 

     

    temp.dat = ncvar_get(nc = dd, varid = "DD", start = c(lat_range[1], lon_range[1], 

dat_range[1]),  

                         count = c(length(lat_range), length(lon_range), length(dat_range))) 
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    temp.dat <- array(temp.dat, dim = c(length(lat_range), length(lon_range), 

length(dat_range))) 

     

    annual.array[(length(annuallat_range) - (last(annuallat_range) - 

lat_range[1])):(length(temp.dat[,1,i])+(length(annuallat_range) - 

(last(annuallat_range) - lat_range[1])-1)), 

                 (length(annuallon_range) - (last(annuallon_range) - 

lon_range[1])):(length(temp.dat[1,,i])+(length(annuallon_range) - 

(last(annuallon_range) - lon_range[1])-1)),  

                 (length(annual.array[1,1,]) - (length(temp.dat[1,1,])-

1)):length(annual.array[1,1,])] = temp.dat                                                    

     

  } 

   

   

  annual.arraycs <- annual.array 

   

  for (i in 1:length(annual.array[,1,1])){ 

    for (j in 1:length(annual.array[1,,1])){ 

      annual.arraycs[i,j,] <- cumsum(ifelse(is.na(annual.array[i,j,]), 0, 

annual.array[i,j,])) + annual.array[i,j,]*0 

    } 

  } 

  return(annual.arraycs) 

} 

 

#### FUNCTION TO CALCULATE MONTHLY DEGREE-DAYS AS A RASTER 

#### 

monthlydd <- function (annual.arraycs, annualmcp){    

  annualminlon = annualmcp@bbox[1,1] 

  annualminlat = annualmcp@bbox[2,1] 

  annualmaxlon = annualmcp@bbox[1,2] 

  annualmaxlat = annualmcp@bbox[2,2] 
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  Jan <- annual.arraycs[,,31] 

  Feb <- annual.arraycs[,,(31+28)] 

  Mar <- annual.arraycs[,,(31+28+31)] 

  Apr <- annual.arraycs[,,(31+28+31+30)] 

  May <- annual.arraycs[,,(31+28+31+30+31)] 

  Jun <- annual.arraycs[,,(31+28+31+30+31+30)] 

  Jul <- annual.arraycs[,,(31+28+31+30+31+30+31)] 

  Aug <- annual.arraycs[,,(31+28+31+30+31+30+31+31)] 

  Sep <- annual.arraycs[,,(31+28+31+30+31+30+31+31+30)] 

  Oct <- annual.arraycs[,,(31+28+31+30+31+30+31+31+30+31)] 

  Nov <- annual.arraycs[,,(31+28+31+30+31+30+31+31+30+31+30)] 

  Dec <- annual.arraycs[,,(31+28+31+30+31+30+31+31+30+31+30+31)] 

   

  Jan.ras <- raster(Jan, xmn = annualminlon, xmx = annualmaxlon, ymn = 

annualminlat, ymx = annualmaxlat) 

  Jan.ras <- flip(Jan.ras, direction = "y") 

  Jan.ras <- mask(Jan.ras, annualmcp[1,]) 

  Feb.ras <- raster(Feb, xmn = annualminlon, xmx = annualmaxlon, ymn = 

annualminlat, ymx = annualmaxlat) 

  Feb.ras <- flip(Feb.ras, direction = "y") 

  Feb.ras <- mask(Feb.ras, annualmcp[2,]) 

  Mar.ras <- raster(Mar, xmn = annualminlon, xmx = annualmaxlon, ymn = 

annualminlat, ymx = annualmaxlat) 

  Mar.ras <- flip(Mar.ras, direction = "y") 

  Mar.ras <- mask(Mar.ras, annualmcp[3,]) 

  Apr.ras <- raster(Apr, xmn = annualminlon, xmx = annualmaxlon, ymn = 

annualminlat, ymx = annualmaxlat) 

  Apr.ras <- flip(Apr.ras, direction = "y") 

  Apr.ras <- mask(Apr.ras, annualmcp[4,]) 

  May.ras <- raster(May, xmn = annualminlon, xmx = annualmaxlon, ymn = 

annualminlat, ymx = annualmaxlat) 

  May.ras <- flip(May.ras, direction = "y") 

  May.ras <- mask(May.ras, annualmcp[5,]) 
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  Jun.ras <- raster(Jun, xmn = annualminlon, xmx = annualmaxlon, ymn = 

annualminlat, ymx = annualmaxlat) 

  Jun.ras <- flip(Jun.ras, direction = "y") 

  Jun.ras <- mask(Jun.ras, annualmcp[6,]) 

  Jul.ras <- raster(Jul, xmn = annualminlon, xmx = annualmaxlon, ymn = 

annualminlat, ymx = annualmaxlat) 

  Jul.ras <- flip(Jul.ras, direction = "y") 

  Jul.ras <- mask(Jul.ras, annualmcp[7,]) 

  Aug.ras <- raster(Aug, xmn = annualminlon, xmx = annualmaxlon, ymn = 

annualminlat, ymx = annualmaxlat) 

  Aug.ras <- flip(Aug.ras, direction = "y") 

  Aug.ras <- mask(Aug.ras, annualmcp[8,]) 

  Sep.ras <- raster(Sep, xmn = annualminlon, xmx = annualmaxlon, ymn = 

annualminlat, ymx = annualmaxlat) 

  Sep.ras <- flip(Sep.ras, direction = "y") 

  Sep.ras <- mask(Sep.ras, annualmcp[9,]) 

  Oct.ras <- raster(Oct, xmn = annualminlon, xmx = annualmaxlon, ymn = 

annualminlat, ymx = annualmaxlat) 

  Oct.ras <- flip(Oct.ras, direction = "y") 

  Oct.ras <- mask(Oct.ras, annualmcp[10,]) 

  Nov.ras <- raster(Nov, xmn = annualminlon, xmx = annualmaxlon, ymn = 

annualminlat, ymx = annualmaxlat) 

  Nov.ras <- flip(Nov.ras, direction = "y") 

  Nov.ras <- mask(Nov.ras, annualmcp[11,]) 

  Dec.ras <- raster(Dec, xmn = annualminlon, xmx = annualmaxlon, ymn = 

annualminlat, ymx = annualmaxlat) 

  Dec.ras <- flip(Dec.ras, direction = "y") 

  Dec.ras <- mask(Dec.ras, annualmcp[12,]) 

   

  annual.stack <- stack(Jan.ras, Feb.ras, Mar.ras, Apr.ras, May.ras, Jun.ras, Jul.ras, 

Aug.ras, Sep.ras, Oct.ras, Nov.ras, Dec.ras)   

  return(annual.stack) 

} 
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#### EXAMPLE USE WITH HERD DATA #### 

locs <- read.csv("gps_data.csv") 

head(locs) 

locs$tag <- as.factor(locs$tag) 

locs$DateTime <- as.POSIXct(locs$DateTime, format = "%d/%m/%Y %H:%M") 

 

# Whole herd annual area for plotting later 

locsherd <- locs[,c(3:4, 7)] 

locsherd$ProjectName <- as.factor(locsherd$ProjectName) 

coordinates(locsherd) <- c("Longitude", "Latitude") 

 

locsherdmcp <- mcp(locsherd, percent = 100) 

 

# Annual locations #  

locs2018 <- locs[which(locs$DateTime >= "2018-01-01" & locs$DateTime < "2019-

01-01"),] 

locs2019 <- locs[which(locs$DateTime >= "2019-01-01" & locs$DateTime < "2020-

01-01"),] 

locs2020 <- locs[which(locs$DateTime >= "2020-01-01" & locs$DateTime < "2021-

01-01"),] 

 

# 2020 # 

locs2020sp <- locs2020[,3:5] 

locs2020sp$DateTime <- trunc(locs2020sp$DateTime, units = "months") 

locs2020sp$DateTime <- as.factor(locs2020sp$DateTime) 

 

coordinates(locs2020sp) <- c("Longitude", "Latitude") 

 

locs2020mcp <- mcp(locs2020sp, percent = 100) 

 

# 2019 # 

locs2019sp <- locs2019[,3:5] 

locs2019sp$DateTime <- trunc(locs2019sp$DateTime, units = "months") 

locs2019sp$DateTime <- as.factor(locs2019sp$DateTime) 
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coordinates(locs2019sp) <- c("Longitude", "Latitude") 

 

locs2019mcp <- mcp(locs2019sp, percent = 100) 

 

# 2018 # 

# 2018 gps data starts from jun so bind Jan-may from 2019 data (not using 2020 due 

to leapyear) 

locs2018sp <- locs2018[,3:5] 

locs2019add <- locs2019[,3:5] 

locs2018sp$DateTime <- as.Date(locs2018sp$DateTime, format = "%Y-%m-%d") 

locs2019add$DateTime <- as.Date(locs2019add$DateTime, format = "%Y-%m-%d") 

- 365 

locs2018sp <- rbind(locs2019add[which(locs2019add$DateTime >= "2018-01-01" & 

locs2019add$DateTime <= "2018-05-31"),], locs2018sp) 

locs2018sp$DateTime <- sort(locs2018sp$DateTime) 

 

locs2018sp$DateTime <- as.POSIXct(locs2018sp$DateTime, format = "%Y-%m-

%d") 

 

locs2018sp$DateTime <- trunc(locs2018sp$DateTime, units = "months") 

locs2018sp$DateTime <- as.factor(locs2018sp$DateTime) 

 

coordinates(locs2018sp) <- c("Longitude", "Latitude") 

 

locs2018mcp <- mcp(locs2018sp, percent = 100) 

 

# Cumulative daily degree-days 

dd2020 <- annualdd(locs2020mcp, "2020-01-01", "2020-12-31") 

dd2019 <- annualdd(locs2019mcp, "2019-01-01", "2019-12-31") 

dd2018 <- annualdd(locs2018mcp, "2018-01-01", "2018-12-31") 

 

# Monthly sums of dd (for plotting) 

mondd2020 <- monthlydd(dd2020, locs2020mcp) 
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mondd2019 <- monthlydd(dd2019, locs2019mcp) 

mondd2018 <- monthlydd(dd2018, locs2018mcp) 

 

 

locsminlon = locsherdmcp@bbox[1,1] 

locsminlat = locsherdmcp@bbox[2,1] 

locsmaxlon = locsherdmcp@bbox[1,2] 

locsmaxlat = locsherdmcp@bbox[2,2] 

breaks = c(0, 30, 60, 90, 120, 160, 200, 245, 290, 340, 390, 450, 600, 900) 

xlim = c(locsminlon, locsmaxlon) 

ylim = c(locsminlat, locsmaxlat) 

 

levelplot(mondd2018, col.regions = magma(15)[c(1:7, 9:14)], at = breaks,  

          xlim = xlim, ylim = ylim, main = "2018", 

          xlab = "Degrees Longitude", ylab = "Degrees Latitude", 

          scales = list(alternating=0), 

          # scales = list(y=list(labels=c("","1","","","","","2")), x=list(labels = c("", "1", 

"", "2", "", "3", ""))), 

          colorkey = list(title = "dd", height = 0.9, space = "right"), 

          names.attr = c("Jan", "Feb", "Mar", "Apr", "May", "Jun", "Jul", "Aug", "Sep", 

"Oct", "Nov", "Dec")) + layer(sp.polygons(locsherdmcp)) 

 

levelplot(mondd2019, col.regions = magma(15)[c(1:7, 9:14)], at = breaks,  

          xlim = xlim, ylim = ylim, main = "2019", 

          xlab = "Degrees Longitude", ylab = "Degrees Latitude", 

          scales = list(alternating=0), 

          # scales = list(y=list(labels=c("","1","","","","","2")), x=list(labels = c("", "1", 

"", "2", "", "3", ""))), 

          names.attr = c("Jan", "Feb", "Mar", "Apr", "May", "Jun", "Jul", "Aug", "Sep", 

"Oct", "Nov", "Dec")) + layer(sp.polygons(locsherdmcp)) 

 

levelplot(mondd2020, col.regions = magma(15)[c(1:7, 9:14)], at = breaks,  

          xlim = xlim, ylim = ylim, main = "2020", 

          xlab = "Degrees Longitude", ylab = "Degrees Latitude", 
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          scales = list(alternating=0), 

          # scales = list(y=list(labels=c("","1","","","","","2")), x=list(labels = c("", "1", 

"", "2", "", "3", ""))), 

          names.attr = c("Jan", "Feb", "Mar", "Apr", "May", "Jun", "Jul", "Aug", "Sep", 

"Oct", "Nov", "Dec")) + layer(sp.polygons(locsherdmcp)) 

 

 

#### VALIDATION #### 

#### FUNCTION TO CALCULATE NUMBER OF AT RISK DAYS FOR EACH 

REINDEER #### 

indivdd = function (dailylocs, annualmcp, annual.arraybin, startdate, enddate) { 

  annualminlon = annualmcp@bbox[1,1] 

  annualminlat = annualmcp@bbox[2,1] 

  annualmaxlon = annualmcp@bbox[1,2] 

  annualmaxlat = annualmcp@bbox[2,2] 

  annuallon_range = which(lon<annualmaxlon & lon>annualminlon) 

  annuallat_range = which(lat<annualmaxlat & lat>annualminlat) 

  annualdat_range = which(thuman<=as.Date(enddate) & 

thuman>=as.Date(startdate))   

   

  rein.array <- array(dim = c(length(annuallat_range), length(annuallon_range), 

length(annualdat_range))) 

   

  for (j in 1:nrow(dailylocs)) { 

    lon_to_plot = which.min(lon < dailylocs$Longitude[j]) -1 

    lat_to_plot = which.min(lat < dailylocs$Latitude[j]) -1 

    dat_to_plot = which(thuman == dailylocs$DateTime[j]) 

    rein.array[(lat_to_plot - first(annuallat_range) +1), (lon_to_plot - 

first(annuallon_range) +1), (dat_to_plot - first(annualdat_range)+ 1)] =  

      paste(as.character(rein.array[(lat_to_plot - first(annuallat_range) +1), 

(lon_to_plot - first(annuallon_range) +1), (dat_to_plot - first(annualdat_range)+ 

1)]),as.character(dailylocs$tag[j]))  

  } 
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  # Combine the two arrays to show reindeer name only when dd >245 

  # Change NA values to FALSE 

  annual.arraybin[is.na(annual.arraybin)] <- FALSE 

  anyNA(annual.arraybin, recursive = FALSE) 

   

  inf.mat = matrix(nrow = length(rein.array[,,1]), ncol = length(rein.array[1,1,])) 

   

  for (k in 1:length(rein.array)){ 

    if (annual.arraybin[k] == TRUE) inf.mat[k] = rein.array[k] 

  } 

   

  ind_dd <- matrix(ncol = 2, nrow = nlevels(dailylocs$tag)) 

   

  for (i in 1:nlevels(dailylocs$tag)){ 

    if (length(dailylocs$tag[dailylocs$tag==(levels(dailylocs$tag)[i])])>=365){ 

      x <- grepl(levels(dailylocs$tag)[i], inf.mat) 

      ind_dd[i,1] <- levels(dailylocs$tag)[i] 

      ind_dd[i,2] <- sum(x==TRUE)} 

    else { 

      ind_dd[i,1] <- levels(dailylocs$tag)[i] 

      ind_dd[i,2] <- NA 

    } 

  } 

  return(ind_dd) 

} 

 

# Binary daily cumulative sums  

dd2018.bin <- dd2018 >= 245 

dd2019.bin <- dd2019 >= 245 

dd2020.bin <- dd2020 >= 245 

 

# DAILY INDIVIDUAL LOCS # 

# 2018 
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locs2018.daily <- locs2018[,c(3:5,9)] 

locs2018.daily$DateTime <- as.Date(locs2018.daily$DateTime) 

locs2018.daily <- aggregate(cbind(locs2018.daily$Latitude, 

locs2018.daily$Longitude), by = list(locs2018.daily$DateTime, locs2018.daily$tag), 

FUN = mean) 

colnames(locs2018.daily) <- c("DateTime", "tag", "Latitude", "Longitude") 

 

# Check how many days in the year there is data for each individual 

for (i in 1:nlevels(locs2018$tag)) { 

  print(paste(levels(locs2018$tag)[i],  

              

(length(locs2018.daily$tag[locs2018.daily$tag==(levels(locs2018$tag)[i])])))) } 

 

# Find the first day of the year with dd >245 

v <-  which(dd2018.bin, arr.ind = TRUE) 

v[1,3] 

locs2018.daily$tag <- as.character(locs2018.daily$tag) 

locs2018.daily$tag <- as.factor(locs2018.daily$tag) 

 

# ...Find first date of location data for each individual and if before the first day of 

risk, create values before it 

for(i in 1:nlevels(locs2018.daily$tag)){ 

  re<- 

yday(first(locs2018.daily[which(locs2018.daily$tag==(levels(locs2018.daily$tag)[i])

),1])) 

  if(re!=1){ 

    # ...If first date > first risk then rbind the reindeer loc for all days before that as the 

same 

    tr <- data.frame(DateTime = seq(from = as.Date("2018-01-01", format = "%Y-%m-

%d"), to = (as.Date("2018-01-01", format = "%Y-%m-%d") + re -2), by = 1), 

                     tag = rep((levels(locs2018.daily$tag)[i]), times = re-1), 

                     Latitude = 

rep(first(locs2018.daily[which(locs2018.daily$tag==(levels(locs2018.daily$tag)[i])),

3]), times = re-1), 
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                     Longitude = 

rep(first(locs2018.daily[which(locs2018.daily$tag==(levels(locs2018.daily$tag)[i])),

4]), times = re-1)) 

     

    locs2018.daily <- rbind(locs2018.daily, tr) 

  } 

} 

 

# 2019 

locs2019.daily <- locs2019[,c(3:5,9)] 

locs2019.daily$DateTime <- as.Date(locs2019.daily$DateTime) 

locs2019.daily<-aggregate(cbind(locs2019.daily$Latitude, 

locs2019.daily$Longitude), by = list(locs2019.daily$DateTime, locs2019.daily$tag), 

FUN = mean) 

colnames(locs2019.daily) <- c("DateTime", "tag", "Latitude", "Longitude") 

 

v <-  which(dd2019.bin, arr.ind = TRUE) 

v[1,3] 

locs2019.daily$tag <- as.character(locs2019.daily$tag) 

locs2019.daily$tag <- as.factor(locs2019.daily$tag) 

 

# ...Find first date of location data for each individual, e.g. and the day of the year it is 

for(i in 1:nlevels(locs2019.daily$tag)){ 

  re<- 

yday(first(locs2019.daily[which(locs2019.daily$tag==(levels(locs2019.daily$tag)[i])

),1])) 

  if(re!=1){ 

    # ...If first date > first risk then rbind(?) the reindeer loc for all days before that as 

the same 

    tr <- data.frame(DateTime = seq(from = as.Date("2019-01-01", format = "%Y-%m-

%d"), to = (as.Date("2019-01-01", format = "%Y-%m-%d") + re -2), by = 1), 

                     tag = rep((levels(locs2019.daily$tag)[i]), times = re-1), 
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                     Latitude = 

rep(first(locs2019.daily[which(locs2019.daily$tag==(levels(locs2019.daily$tag)[i])),

3]), times = re-1), 

                     Longitude = 

rep(first(locs2019.daily[which(locs2019.daily$tag==(levels(locs2019.daily$tag)[i])),

4]), times = re-1)) 

     

    locs2019.daily <- rbind(locs2019.daily, tr) 

  } 

} 

 

# 2020 

locs2020.daily <- locs2020[,c(3:5,9)] 

locs2020.daily$DateTime <- as.Date(locs2020.daily$DateTime) 

locs2020.daily <- aggregate(cbind(locs2020.daily$Latitude, 

locs2020.daily$Longitude), by = list(locs2020.daily$DateTime, locs2020.daily$tag), 

FUN = mean) 

colnames(locs2020.daily) <- c("DateTime", "tag", "Latitude", "Longitude") 

 

v <-  which(dd2020.bin, arr.ind = TRUE) 

v[1,3] 

locs2020.daily$tag <- as.character(locs2020.daily$tag) 

locs2020.daily$tag <- as.factor(locs2020.daily$tag) 

 

# ...Find first date of location data for each individual, e.g. and the day of the year it is 

for(i in 1:nlevels(locs2020.daily$tag)){ 

  re<- 

yday(first(locs2020.daily[which(locs2020.daily$tag==(levels(locs2020.daily$tag)[i])

),1])) 

  if(re!=1){ 

    # ...If first date > first risk then rbind(?) the reindeer loc for all days before that as 

the same 

    tr <- data.frame(DateTime = seq(from = as.Date("2020-01-01", format = "%Y-%m-

%d"), to = (as.Date("2020-01-01", format = "%Y-%m-%d") + re -2), by = 1), 
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                     tag = rep((levels(locs2020.daily$tag)[i]), times = re-1), 

                     Latitude = 

rep(first(locs2020.daily[which(locs2020.daily$tag==(levels(locs2020.daily$tag)[i])),

3]), times = re-1), 

                     Longitude = 

rep(first(locs2020.daily[which(locs2020.daily$tag==(levels(locs2020.daily$tag)[i])),

4]), times = re-1)) 

     

    locs2020.daily <- rbind(locs2020.daily, tr) 

  } 

} 

 

indiv2018 <- indivdd(locs2018.daily, locs2018mcp, dd2018.bin, "2018-01-01", 

"2018-12-31") 

indiv2019 <- indivdd(locs2019.daily, locs2019mcp, dd2019.bin, "2019-01-01", 

"2019-12-31") 

indiv2020 <- indivdd(locs2020.daily, locs2020mcp, dd2020.bin, "2020-01-01", 

"2020-12-31") 

 

#### MATCH EXPOSURE WITH LARVAL COUNTS THE FOLLOWING YEARS 

#### 

flc <- read.csv("sampling_2019_2020_2021.csv") 

flc <- flc[,c(2, 4, 5, 6, 7, 19, 20)] 

flc$Sampling.date <- as.POSIXct(flc$Sampling.date, format = "%d/%m/%Y") 

flc$Sex <- as.factor(flc$Sex) 

# flc$ClipID <- as.factor(flc$ClipID) 

flc$MonthYear <- as.factor(trunc(flc$Sampling.date, unit = "months")) 

 

# Divide larval counts into 6 month periods 

flc2019Spring <- flc[which(flc$Sampling.date >= "2019-01-01" & flc$Sampling.date 

<= "2019-06-30"),] 

flc2019Autumn <- flc[which(flc$Sampling.date >= "2019-07-01" & 

flc$Sampling.date <= "2019-12-31"),] 
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flc2020Spring <- flc[which(flc$Sampling.date >= "2020-01-01" & flc$Sampling.date 

<= "2020-06-30"),] 

flc2021Spring <- flc[which(flc$Sampling.date >= "2021-01-01" & flc$Sampling.date 

<= "2021-06-30"),] 

flc2021Spring <- flc2021Spring[!is.na(flc2021Spring$ClipID),] 

flc2020Autumn <- flc[which(flc$Sampling.date >= "2020-07-01" & 

flc$Sampling.date <= "2020-12-31"),] 

 

#2018 

indiv2018 <- as.data.frame(indiv2018) 

i2018s1y <- merge(indiv2018, flc2019Spring[,c(4,6)], by.x = "V1", by.y = "ClipID") 

i2018s2y <- merge(indiv2018, flc2020Spring[,c(4,6)], by.x = "V1", by.y = "ClipID") 

 

#2019 

indiv2019 <- as.data.frame(indiv2019) 

i2019s1y <- merge(indiv2019, flc2020Spring[,c(4,6)], by.x = "V1", by.y = "ClipID") 

i2019s2y <- merge(indiv2019, flc2021Spring[,c(4,6)], by.x = "V1", by.y = "ClipID") 

 

 

# 2020 

indiv2020 <- as.data.frame(indiv2020) 

i2020s1y <- merge(indiv2020, flc2021Spring[,c(4,6)], by.x = "V1", by.y = "ClipID") 

 

# Combine by time difference 

spring1yr <- rbind(i2018s1y, i2019s1y, i2020s1y) 

spring2yr <- rbind(i2018s2y, i2019s2y) 

 

colnames(spring1yr)[colnames(spring1yr)=="V2"] <- "days.exposed" 

colnames(spring2yr)[colnames(spring2yr)=="V2"] <- "days.exposed" 

 

# Numeric models 

spring1yr$days.exposed <- as.integer(spring1yr$days.exposed) 

spring1yr$Elaphostrongylus.LPG <- as.numeric(spring1yr$Elaphostrongylus.LPG) 

spring2yr$days.exposed <- as.integer(spring2yr$days.exposed) 
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spring2yr$Elaphostrongylus.LPG <- as.numeric(spring2yr$Elaphostrongylus.LPG) 

 

yr1mod <- lm(spring1yr$Elaphostrongylus.LPG~ spring1yr$days.exposed) 

summary(yr1mod) 

 

yr2mod <- lm(spring2yr$Elaphostrongylus.LPG~ spring2yr$days.exposed) 

summary(yr2mod) 
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APPENDIX 3.2 Linear regressions for model validation 

 
A)  

 

B) 

 

The number of days an individual reindeer is in an area with the accumulated degree-days 

greater than 245 within a calendar year compared to their faecal larval count 1 month (A) and 

13 months (B) after. The regression line (blue) and 95% confidence interval (grey) show non-

significant relationships. (A: R2adj 0.007303, p-value 0.2836; B: R2adj -0.04947,  p-value 

0.5454) 
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APPENDIX 4.1 R Script for ELAPHSIM model and simulations 
 

library(data.table) 

library(viridis) 

library(ggplot2) 

library(rgdal) 

library(ncdf4) 

library(raster) 

library(rasterVis) 

library(rnaturalearth) 

library(deSolve) 

setwd("###") 

 

elaphsim = function (init, start, end, input, temp)  

{ 

  date.range = seq(as.Date(start), as.Date(end), "days") 

  if (length(date.range) != length(temp))  

    stop("Error: length of climatic data and dates do not match. Ensure climatic data 

correspond to the start and end dates (one entry per day)") 

  global.t = seq(1, length(date.range)) 

  ints = 15 # average infection intensity in gastropod 

  inf = pmax(0, (0.0153577 + 0.0017151 * temp)) #infection rate of L1p to L1s 

  dev.1 = pmax(0, -0.0134121 + 0.0015694 * temp) #development rate from L1 to 

L3 

  dev.1 = pmin(1, dev.1) 

  mu.1 = pmin(1, exp(-6.46559 + 0.11278 * temp)) #L1 mortality rate on pasture 

  mu.2 = pmin(1, exp(-7.76093 + 0.13935 * temp)*ints) #L1s mortality rate (snail 

mortality * infection intensity) 

  mu.3 = pmin(1, exp(-7.76093 + 0.13935 * temp)*ints)  #L2s mortality rate (snail 

mortality * infection intensity) 

  mu.4 = pmin(1, exp(-7.76093 + 0.13935 * temp)*ints)  #L3s mortality rate (snail 

mortality * infection intensity) 

   

  infrate <- approxfun(x = inf, method = "linear", rule = 2) 
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  dev1rate <- approxfun(x = dev.1, method = "linear", rule = 2) 

  mu1rate <- approxfun(x = mu.1, method = "linear", rule = 2) 

  mu2rate <- approxfun(x = mu.2, method = "linear", rule = 2) 

  mu3rate <- approxfun(x = mu.3, method = "linear", rule = 2) 

  mu4rate <- approxfun(x = mu.4, method = "linear", rule = 2) 

  print("parameters loaded successfully") 

   

  event = data.frame(var = "L1p", time = global.t, value = input, method = "add") 

   

  para.dyn = function(t, para.init, para.par) { 

    with(as.list(c(para.init, para.par)), { 

      dev1 = dev1rate(t) 

      mu1 = mu1rate(t) 

      mu2 = mu2rate(t) 

      mu3 = mu3rate(t) 

      mu4 = mu4rate(t) 

      in1 = infrate(t) 

      dL1p = -(in1 + mu1) * L1p 

      dL1s = -(dev1 * 2 + mu2) * L1s + (in1 * L1p) 

      dL2s = -(dev1 * 2 + mu3) * L2s + (dev1 * 2) * L1s 

      dL3s = -(mu4) * L3s + (dev1 * 2) * L2s 

      return(list(c(dL1p = dL1p, dL1s = dL1s, dL2s = dL2s, dL3s = dL3s))) 

    }) 

  } 

  print("model function loaded successfully") 

  para.init = c(L1p = init[1], L1s = init[2], L2s = init[3], L3s = init[4]) 

  print("initial conditions for state variables loaded successfully") 

  para.sol = lsoda(y = para.init, times = global.t, func = para.dyn,  

                   parms = NULL, events = list(data = event)) 

  print("simulation finished - review any warning messages above this line") 

   

  return(para.sol) 

} 
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parainterp = function(para, dates, method="linear") { 

  indices = which(seq(as.Date(dates[1]), as.Date(rev(dates)[1]), "days") %in% 

as.Date(dates)) 

  days = seq(1, length(seq(as.Date(dates[1]), as.Date(rev(dates)[1]), "days")), 1) 

  interpfun = approxfun(y = para, x = indices, method = method) 

  return(interpfun(days)) 

} 

 

# Load and prepare larval data 

lpg_values <- read.csv("lpg_values.csv") 

lpg_values$Date <- as.Date(lpg_values$Date, "%d/%m/%Y") 

flcs = lpg_values$lpg*2000*15 # flc values* weight of faeces * reindeer density 

flc.dates = lpg_values$Date 

flc = parainterp(para = flcs, dates = flc.dates) 

 

# Load and prepare temperature data 

tg = nc_open("tg_ens_mean_0.1deg_reg_v23.1e.nc")  

 

lon = ncvar_get(nc = tg, varid = "longitude") 

lat = ncvar_get(nc = tg, varid = "latitude") 

 

time = ncvar_get(nc = tg, varid = "time") 

tunits = ncatt_get(tg, "time", "units") 

nt = dim(time) 

 

tustr <- strsplit(tunits$value, " ")  

tdstr <- strsplit(unlist(tustr)[3], "-") 

tmonth <- as.integer(unlist(tdstr)[2]) 

tday <- as.integer(unlist(tdstr)[3]) 

tyear <- as.integer(unlist(tdstr)[1]) 

thuman = seq(from = as.Date(paste(tyear, tmonth, tday, sep = "-")), length = nt, by = 

"day") 

 

# Set the bounds for the model 
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minlon = #Coordinate 

minlat = #Coordinate 

maxlon = #Coordinate 

maxlat = #Coordinate 

lon_range = which(lon<maxlon & lon>minlon) 

lat_range = which(lat<maxlat & lat>minlat) 

 

start.date <- as.Date("2016-01-01", format = "%Y-%m-%d") 

end.date <- as.Date(last(thuman)) 

dat_range = which(thuman<=end.date & thuman>=start.date) 

 

# Create an empty array to hold output 

out.array <- array(dim = c(length(temp.dat[,1,1]), length(temp.dat[1,,1]), 

length(temp.dat[1,1,]))) 

 

# Loop through each grid cell within the range and output number of developed L3 

for(i in 1:length(temp.dat[,1,1])){ 

  for(j in 1:length(temp.dat[1,,1])){ 

    cell <- data.frame(as.Date(seq(from = start.date, to = end.date, by = 1)), 

temp.dat[i,j,]) 

    colnames(cell) <- c("date", "temp") 

    temp = cell$temp 

     

    out = elaphsim(init = c(flcs[1], 0, 0, 0), start = "2016-01-01", end = "2020-12-31", 

input = flc, temp = temp) 

    out.df = as.data.frame(out) 

     

    out.array[i,j,] <- out.df$L3s 

  } 

} 

 

# Divide the output into individual years 

L3.2016 <- out.array[,,1:366] 

L3.2017 <- out.array[,,367:731] 
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L3.2018 <- out.array[,,732:1096] 

L3.2019 <- out.array[,,1097:1461] 

L3.2020 <- out.array[,,1462:1827] 
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