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Abstract:

Background: Acute pancreatitis (AP) is a potentially severe or even fatal 
inflammation of the pancreas. Early identification of patients at high risk 
for developing a severe course of the disease is crucial for preventing 
organ failure and death. Most of the former predictive scores require 
many parameters or at least 24 hours to predict the severity, therefore 
the early therapeutic window is often missed.   
Methods: The early achievable severity index (EASY) is a multicentre, 
multinational, prospective, observational study (ISRCTN10525246). The 
predictions were made using machine learning models. We used the 
scikit-learn, xgboost, and catboost Python packages for the modelling. 
We have evaluated our models using 4-fold cross-validation and the 
receiver operating characteristic (ROC) curve, the area under the ROC 
curve (AUC), and accuracy metrics have been calculated on the union of 
the test sets of the cross-validation. The most critical factors and their 
contribution to the prediction were identified using a modern tool of 
explainable artificial intelligence, called SHapley Additive exPlanations 
(SHAP). 
Results: The prediction model is based on the international cohort of 
1,184 and a validation cohort of 3,543 patients. The best performing 
model was an XGBoost classifier with an average AUC score of 0.81 and 
accuracy of 89.1% and, the model is improving with experience. The six 
most influential features are the respiratory rate, body temperature, 
abdominal muscular reflex, gender, age, and glucose level. Using the 
XGBoost machine learning algorithm for prediction, the SHAP values for 
the explanation, and the bootstrapping method to estimate confidence 
we have developed a free and easy-to-use web application in the 
Streamlit Python-based framework (http://easy-app.org/). 
Conclusions:  The EASY prediction score is a practical tool for identifying 
patients at high risk for severe AP within hours of hospital admission. 
 The web application is available for clinicians and contributes to the 
improvement of the model. 
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ABSTRACT

Background: Acute pancreatitis (AP) is a potentially severe or even fatal inflammation of the pancreas. 

Early identification of patients at high risk for developing a severe course of the disease is crucial for 

preventing organ failure and death. Most of the former predictive scores require many parameters or at 

least 24 hours to predict the severity, therefore the early therapeutic window is often missed.  

Methods: The early achievable severity index (EASY) is a multicentre, multinational, prospective, 

observational study (ISRCTN10525246). The predictions were made using machine learning models. 

We used the scikit-learn, xgboost, and catboost Python packages for the modelling. We have evaluated 

our models using 4-fold cross-validation and the receiver operating characteristic (ROC) curve, the area 

under the ROC curve (AUC), and accuracy metrics have been calculated on the union of the test sets of 

the cross-validation. The most critical factors and their contribution to the prediction were identified 

using a modern tool of explainable artificial intelligence, called SHapley Additive exPlanations (SHAP). 

Results: The prediction model is based on the international cohort of 1,184 and a validation cohort of 

3,543 patients. The best performing model was an XGBoost classifier with an average AUC score of 

0.81 and accuracy of 89.1% and, the model is improving with experience. The six most influential 

features are the respiratory rate, body temperature, abdominal muscular reflex, gender, age, and glucose 

level. Using the XGBoost machine learning algorithm for prediction, the SHAP values for the 

explanation, and the bootstrapping method to estimate confidence we have developed a free and easy-

to-use web application in the Streamlit Python-based framework (http://easy-app.org/). 

Conclusions:  The EASY prediction score is a practical tool for identifying patients at high risk for 

severe AP within hours of hospital admission.  The web application is available for clinicians and 

contributes to the improvement of the model. 

Keywords: severity prediction, acute pancreatitis, artificial intelligence
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INTRODUCTION

Acute pancreatitis (AP) is one of the most challenging and common gastroenterological diseases 

which requires hospitalization. The importance of the investigation of AP is uncontroversial: more than 

2.6 billion dollars is the annual cost of the treatment of AP in the USA where it causes approximately 

300,000 emergency department visits every year [1, 2].

According to the revised Atlanta classification, the severity of AP can be determined as mild, 

moderately severe and severe disease course [3]. In general, 70-75 % of patients have mild disease with 

a very low mortality rate; however, the remaining 20-25% of patients have moderately severe, and 5-

10% severe disease with high mortality [4, 5]. Moderately severe AP is associated with transient organ 

failure (less than 48 hours) and/or local complications. In the case of severe AP, organ failure is 

persistent (more than 48 hours), with a mortality rate up to 50% [3, 6]. Mortality in AP is spread over 

two periods: during the early phase (first two weeks), indicative of rampant disease, or during the late 

phase (third week and later) following progressive deterioration [7-9].

Early identification of those patients who are at a greater risk for developing complications is 

necessary to reduce the risk of adverse disease outcomes and death. Several prediction scores and 

biochemical markers have been evaluated and compared in the past [10-13]. No laboratory test is 

consistently accurate for the prediction of AP severity. For example, C-reactive protein (CRP) levels at 

48 hours are significantly higher in the severe pancreatitis group than in the others, but cannot be used 

on admission because of the low accuracy [14]. Concerning multifactorial scoring systems, all have  

limitations: typically, these require many and/or not easily accessible variables, or 48-72 hours for 

evaluation. As a result none have been adopted for widespread use in daily clinical practice. The Acute 

Physiology and Chronic Health Examination (APACHE) II score was developed for the assessment of 

critically ill patients, not specific to AP. The calculation of APACHE II is complicated requiring 

invasive measurements, including blood gases [15]. Ranson and Glasgow-Imrie scores contain 

parameters that are not routinely measured, and completion of these scores requires 48 hours from 

hospital admission, losing critical time for more intensive resuscitation, analgesia and nutritional support 

[16, 17]. More recently developed scores for assessing the severity of AP are the Bedside Index of 

Severity in Acute Pancreatitis (BISAP) and the Harmless Acute Pancreatitis Score (HAPS). While the 

BISAP score was developed to predict severe AP and mortality, HAPS can predict non-severe AP with 

high (96-97%) sensitivity and positive predictive value (98%), [18, 19]. The Balthazar score is useful 

for characterisation of local injury, but is largely useful only several days after admission, and ignores 

clinical symptoms and signs [20]. 

Early prediction of AP severity is still awaiting a solution [21, 22]. 

Many attempts have been made to use artificial intelligence for prediction, as it can detect 

complex nonlinear relationships between various biochemical parameters and disease outcomes [11]. 

As a type of artificial intelligence, a machine learning algorithm builds a model based on a training 
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dataset and can improve its performance with experience. Several AP severity prediction models used 

artificial intelligence and machine learning, but they were based on datasets with low patient numbers 

and used only internal validation methods [23-26]. 

Our principal aim was to develop and validate a clinical prediction model of severity in AP that 

requires parameters easily accessible on admission. Our further aim was to design and develop a 

practical application for clinicians for easy prediction of severe AP.

METHODS

Preliminary settings

The study protocol was discussed at the third meeting of the Hungarian Pancreatic Study Group 

(HPSG) in 2014, and the pre-study protocol was published in 2015 [27]. Ethical permission was given 

by the Scientific and Research Ethics Committee of the Hungarian Medical Research Council 

(30595/2014/EKU) and the trial was registered in the international ISRCTN registry 

(ISRCTN10525246). The electronic clinical data registration (eCRF) system for data collection and 

management was developed and run by the HPSG.  

Study design 

EASY is a multinational, multicentre, prospective, observational study. In the first phase of the 

study, simple attainable parameters (medical history, anamnestic data, physical examination, laboratory 

parameters, and imaging details) were recorded on hospital admission from AP patients from 15 

countries and 28 medical centres. In the second phase of the study validation data of AP patients were 

collected and analysed from four international centres. Centre distribution and case numbers are shown 

in Supplementary table 1 and 2. 

Population

AP patients 18 years of age or older assessed within 12 hours from admission were enrolled 

after giving their informed consent. Both the definition of acute pancreatitis and severity was based on 

the revised Atlanta classification [3]. 

Data collection and management

According to literature data of predictive scores (APACHE II, Glasgow-Imrie, HAPS, BISAP) 

data of potential prognostic parameters (e.g., medical history, laboratory tests, physical examination, 

and diagnostic imaging details) were collected. 

We applied a four-step data quality control system: after local administrative validation and 

local professional approval, a central administrative and professional check was undertaken by the study 

coordination team.
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Outcome

After classifying the population into severity groups according to the revised Atlanta 

classification, a composite binary label was constructed based on the dataset to define the severity of 

pancreatitis used in the model. The new label was 1 if the outcome of the disease was fatal or the AP 

was classified as severe (severe AP), otherwise, the label was 0 (non-severe AP). 

Predictors and machine learning

Our goal was to predict whether a patient will develop severe or non-severe AP (measured by 

the composite label introduced above), based on the data that are available at the time of hospital 

admission. In the language of data science, our problem is a binary classification problem, where the 

target variable (class label) is the binary degree of severity of AP. The explanatory variables are the 

parameters measured at the time of admission. 

There were two main challenges during data preparation: missing data and imbalanced class 

distribution. We used a k-nearest-neighbour-based data imputer algorithm, called KNNImputer [28] to 

handle missing data. Since the dataset is highly imbalanced (only 6% of the patients were labelled as 

severe), we applied the so-called SMOTE algorithm [29] on the training set to over-sample the severe 

cases. 

The predictions were made using several machine learning algorithms, including Decision Tree, 

Random Forest, Logistic Regression, SVM, CatBoost, and XGBoost. For the modelling, we used the 

scikit-learn [30], xgboost [31], and catboost [32] Python packages.

For the evaluation of the model, we used 4-fold cross-validation, which means that data were 

divided into 4 equally sized subsets, and one of these subsets is selected as a test dataset and the 

remaining data is used to train the machine learning model. The performance of the model is calculated 

on the selected test subset, then this procedure is repeated for the other subsets as well, i.e., in each round 

one of the subsets is the test set and the rest are the training data. Cross-validation aggregates the 

performance metric, namely, it returns the average performance on the test sets. 

We have evaluated our models also using the ROC curve, the AUC, and accuracy metrics 

calculated from the union of the test sets of the cross-validation.

To measure the confidence of the model, many copies of the machine learning model were 

trained using a bootstrapping method, i.e., we re-sampled the training dataset 100 times and trained the 

copies of the model independently on these sets and calculated predicted scores. The 10th and 90th 

percentiles were used to construct a confidence interval over the score of the prediction. The workflow 

of developing the prediction model is shown in Figure 1. 

Explaining the predictions

Besides predicting the severity of AP, another important goal is to identify the most important 

factors and their contribution to the prediction using a modern tool of explainable artificial intelligence, 
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called SHapley Additive exPlanations (SHAP) [33]. This so-called SHAP value is able to explain the 

outcome of a machine learning model, using a game-theoretical concept: the Shapley value. The SHAP 

value quantifies the (marginal) contribution of each feature to the final prediction, which in our case is 

the severity score of AP. In other words, for a given feature , the contribution of , i.e., its SHAP value 𝑖 𝑖

is the difference between the prediction using the value of  and the mean prediction.𝑖

Formally, let  denote the machine learning that for given input parameters  of a 𝑓 𝑥 = (𝑥1,…,𝑥𝑑)

patient returns the predicted severity score, moreover, let  denote the set of features. 𝐷 =  {1, 2, …, 2}

Then let  be the conditional expectation of  given the values of the features of the set , i.e., 𝑓𝑆(𝑥) 𝑓(𝑥) 𝑆

the values of , where . If  is an empty set, then  is the expectation of , formally, 𝑥𝑖 ∀𝑖 ∈ 𝑆 𝑆 𝑓𝑆(𝑥) 𝑓(𝑥)

. Using these notations, let us define a function  which calculates the contribution 𝑓{}𝑂𝑡ℎ𝑒𝑟(𝑥) = 𝐸(𝑓(𝑥)) 𝑣

of a feature set : , which is the difference between the prediction where we observe 𝑆 v(S) = fS(x) ― f{}(x)

the values of the  subset of features and the mean prediction. The contribution  of feature  for 𝑆 φ𝑖(𝑥) 𝑖

the prediction of  is defined using  as follows:𝑥 𝑣

φ𝑖(𝑥) = ∑
𝑆 ⊆ 𝐷 ∖ {𝑖}

|𝑆|!(𝑑 ― |𝑆| ― 1)!
𝑑! (𝑣(𝑆 ∪ {𝑖}) ― 𝑣(𝑆))

The SHAP feature importance  of feature  is simply the mean absolute contribution of the feature 𝐼𝑗 𝑗

where the average is taken on the whole dataset, i.e.:

𝐼𝑗 =
1
𝑛

𝑛

∑
𝑖 = 1

|φ𝑗(𝑥(𝑖))|

Using the XGBoost machine learning algorithm for prediction, the SHAP values for the explanation, 

and the bootstrapping method for the estimation of confidence we have developed a web application in 

the Streamlit Python-based framework.

Other statistical analyses

Case numbers and percentages were calculated for categorical variables, mean with standard deviation 

and medians with ranges were calculated for numerical variables in descriptive analysis. A two-sided p-

value of <0.05 was considered statistically significant. 

RESULTS
Characteristics of the original cohort

1,184 patients diagnosed with AP were included in the analysis. 878 patients (74%) had mild, 

243 (21%) moderately severe, and 63 patients (5%) had a severe disease course according to the revised 

Atlanta classification. There were 26 deaths. With the constructed binary class label, 1,114 patients 

(94%) were classified as non-severe, while 70 patients (6%) were labelled as having severe disease. 
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Hence, the data had a highly imbalanced class distribution. The general characteristics of the cohort are 

detailed in Table 1.

Machine learning models 

We trained and evaluated the following binary classifiers: Decision Tree, Random Forest, 

Logistic Regression, SVM, CatBoost, and XGBoost. The best performing model was an XGBoost 

classifier with an average AUC score of 0.81 and an accuracy of 89.1%. The receiver operating 

characteristic (ROC) curve and the corresponding area under the curve (AUC) are depicted in Figure 2.

Although the size of our dataset is larger than that of previously published studies, we 

investigated how the performance of the model increases as we increase the size of the training set. We 

supposed that the model had not reached its maximal performance and could be further improved with 

more data (Figure 3).

As not all parameters were measured or available on admission, we examined how the 

performance of the model decreases if it is built from fewer variables. The AUC values for the models 

built only on the most important k attributes (according to their SHAP values) are shown in Figure 4. It 

is clear that performance increased with the number of variables used for prediction, but reasonable 

performance is obtained with fewer parameters.

For binary classification, machine learning models usually only predict a score that can be 

interpreted as the likelihood of the positive class, here the likelihood of severe AP. On the other hand, 

the confidence of the given prediction usually remains unclear. To assist the physicians in assessing to 

what extent they can rely on the model’s output in decision-making, we also estimated the confidence 

of the prediction using a bootstrapping method. The confidence intervals for a selected test dataset of 

356 records (30% of the dataset) can be seen in Figure 5. The confidence of the model is greater near 

the endpoints of the spectrum, i.e., when the degree of severity is clearly mild or severe. On the other 

hand, the width of the confidence intervals in the mid-range is slightly larger.

Explaining the predictions

With the help of the SHAP values, the individual predictions of the machine learning model can 

be explained, and it is possible to measure the global importance of individual features. The effect of 

the individual features on the model output and their ranked importance are shown in Figure 6. The top 

6 most influential features are the respiratory rate, body temperature, abdominal muscular reflex, gender, 

age, and glucose level. 

Using the SHAP values, explanations of three different predictions are depicted in Figure 7. The 

features pushing higher the predicted probability of severe AP (compared to the mean prediction, called 

base value) are shown in orange and those pushing the prediction lower are in green. Moreover, the 

length of the bars is proportional to the extent the corresponding factor contributes to the prediction. 
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If most parameters of the patient are normal, the risk of developing severe AP is very low 

(Figure 7A). The fact that the BMI and glucose level are high, pushes the predicted severity score higher 

(Figure 7B). In the case of most parameters being outside the normal range (the patient was older, and 

had a high glucose level, urea nitrogen, BMI, CRP, and respiratory rate), the probability of severe 

disease increased (Figure 7C). More examples can be found in Supplementary figure 1.

Validation of the results

Our results were validated on external data of four international centres: Alicante, Barcelona, 

Cluj-Napoca, and Liverpool. Altogether, 3,164 cases were included in the analysis.  First, we validated 

the model’s performance by training it on the EASY dataset and then we measured its performance on 

the four international centres. The AUC score of the model on the Alicante, Barcelona, Cluj-Napoca, 

and Liverpool data are 0.72, 0.79, 0.74, and 0.77 respectively. We found that the performance of the 

model improves significantly if we supplement the training data with the international data sets, in this 

case the cross-validated AUC score is 0.82 on the EASY, 0.79 on the Alicante, 0.82 on the Barcelona, 

0.79 on the Cluj-Napoca, and 0.78 on the Liverpool data set. Finally, we measured the model’s 

performance on the union of all the data sets, in this case, the cross-validated AUC score is 0.803.   

Further details of the validation cohort and the results of the analysis are available in the Supplementary 

material.

Web application 

Using the XGBoost machine learning algorithm for prediction, the SHAP values for the 

explanation, and the bootstrapping method for the estimation of confidence we have developed a web 

application (http://easy-app.org/) in the Streamlit Python-based framework. The application is able to 

operate if not all the input variables are given, however, at least 5 input parameters have to be provided. 

Although, XGBoost can handle missing data, to be able to interpret the SHAP values we solved this 

challenge by retraining the model using only the given parameters.

The application returns three different plots that show the probability of having severe 

pancreatitis according to the model (the predicted severity score), the confidence interval of the 

prediction severity score, the explanation of the decision of the model, and the distribution of the 

predicted scores made by the XGBoost models. A prediction in the application is shown in Figure 8.

DISCUSSION

We have applied machine learning to the development and testing of a simple risk score for 

severe AP of between 0 and 1 that can be calculated on admission from simple bedside parameters. This 

score has been derived and validated by study of almost 5,000 patients from multiple countries, 

confirming its applicability at the bedside, now easily used in our web-based application. Furthermore, 

it is expected that the score will improve with use, as more data are entered. While machine learning 
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models usually lack an explanation behind the output, operating as a “black box” [11], we solved the 

problem of machine learning model interpretation by applying a novel explainable artificial intelligence 

(XAI) tool, called SHAP value [33]. This state-of-the-art technique enabled us to identify the variables 

that affect the prediction, determining the most important factors and their contribution to the prediction. 

The power of SHAP values has also been illustrated by Lundberg et al. [34] and Haimovich et al. [35] 

who developed an early prognostic tool for the severity of COVID-19 and used SHAP values to 

investigate the effects of the individual variables. To the best of our knowledge this is the first work 

using SHAP values in the prediction of AP severity. In the EASY population, the most relevant factors 

causing more severe disease were respiratory rate, abdominal guarding, axillary body temperature, 

serum amylase, gender, and serum glucose level, all routinely and easily obtained. From this, we have 

developed an easy-to-use web application that gives a prediction for the likelihood of severe AP using 

a given input of available parameters while explaining the prediction of the machine learning model 

making it useful not only for prediction but also for education. 

Hand-crafted AP severity prediction scores are readily interpretable and easy to understand but 

have three principal limitations. Firstly, they are unlikely to achieve as high a level of performance as a 

machine learning model derived from a set of features. Secondly, most of the hand-crafted scores use 

parameters that are only available at least 24, if not 48 or 72 hours after hospitalization. Thirdly, these 

scores were developed during the era of the original Atlanta classification that distinguished mild and 

severe AP, unlike the revised Atlanta classification that distinguishes mild, moderately severe and severe 

AP. As the predictive capabilities of these scores, comprehensively reviewed by Gurusamy et al. [36], 

have reached their limit, alternative approaches are required. 

In one of the earliest works using machine learning, Pearce et al. [26] applied kernel logistic 

regression to predict the severity of AP using 8 variables (age, arterial pH, serum C-reactive protein, 

GCS, pO2onair, respiratory rate, serum creatinine, and white cell count) obtained from 265 patients. 

Their model achieved a 0.82 AUC score, while the AUC of the APACHE II score was only 0.74. 

Qiu et al. [37] used three machine learning models (SVM, logistic regression, neural network) 

to predict the risk of multiple organ failure in  severe AP. The models were built on a relatively small 

dataset of 263 patients, and the three models’ AUC score was between 0.832 and 0.840, while the AUC 

of the APACHE score was 0.814. They found hematocrit, kinetic time (thromboelastogram), 

interleukin-6, and creatinine to have the greatest predictive power. Ding et al. [38] used artificial neural 

networks and logistic regression for an early prediction of in-hospital mortality in AP. The authors used 

12 variables that were collected within 24 hours of admission from 337 patients. The performance of 

the model was relatively low compared to the other works, with an AUC of the neural network at 0.769 

and logistic regression at 0.607. Akshintala & Khashab [39] have recently described the application of 

artificial intelligence to AP prediction in pancreaticobiliary endoscopy, presenting a simple AI-based 

AP risk prediction calculator and decision making tool. All these previous results derived from relatively 

small cohorts [11] suggest the potential of machine learning models to improve upon hand-crafted 
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scores, an approach that we have exploited in our work. Our 0.81 AUC value achieved in far larger 

populations matches than those of the former works, and our model is improving further with use, as it 

is applied even more widely.

Strength and limitations

There are several strengths of our model. 1) We have used a large international cohort for both the model 

development and for the external validation. 2) The model is continuously improving with experience. 

3) We also explain the prediction with the help of SHAP values, which helps physicians understand the 

decision of the machine learning model. Moreover, it may also educate patients in finding how to change 

their lifestyle or behaviour to avoid developing AP again. 4) Our model uses only data that are available 

at the time of patient admission to the hospital; hence provides a very early prediction of the likelihood 

of severe AP. 5) Finally, we developed a web application, which for a given set of input parameters 

returns three outputs: the predicted severity score of AP, the confidence of the model, and the 

explanation of the prediction that highlights the key factors affecting the severity of AP.

The principal limitation of this study was imposed by its design, namely the use of binary classification 

for non-severe and severe AP to derive the model. Binary classification has enabled derivation of the 

likelihood of the development of severe AP but may not be able to accurately distinguish likelihoods of 

mild from moderately severe AP as these were entered as one class. This results in a score that is more 

akin to the original rather than revised Atlanta classification, although there may be limitations in the 

scores obtained for patients with local complications but without persistent organ failure. While the 

score calculated for any patient varies between 0 and 1, it may be easier for clinicians to understand 

percentage likelihoods instead; this feature can be altered in the future. More subtly, the confidence 

limits for the prediction of severity are wider moving away from the prediction spectrum endpoints, i.e. 

with scores nearer to the middle of the range. Nevertheless, our model is improving with experience, 

thus, these limitations might decrease with using the web application and feeding the model with further 

data.

Implications for practice

Based on the predictions we can identify patients at increased risk for severe AP, thereby the model can 

assist in early triage to intensive care units and selection of patients for specific interventions. The easy-

to-use web application (http://easy-app.org/) is a useful tool for clinicians for early prediction. The more 

they use this application the better the model becomes.

CONCLUSION

The EASY prediction score is a practical tool for identifying patients at a greater risk for severe AP 

within 24 hours of hospital admission. The easy-to-use web application is available for clinicians and 

contributes to the improvement of the model. 
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Figure legends

Figure 1. The workflow of the development of the prediction model

Figure 2. The cross-validated (fold=4) ROC curve of the XGBoost model. The corresponding mean 

area under the curve (AUC) is 0.809. The standard deviation of the AUC scores is 0.017 and the 90% 

confidence interval of the mean is [0.775, 0.835].
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Figure 1. The performance of the XGBoost model trained on different sized sets. The points show the 

AUC scores, and the bars are the corresponding confidence intervals. 

Figure 2. The performance of the model using varying numbers of attributes with the top k most 

important features. The importance is calculated using the SHAP importance. The points show the AUC 

scores and the bars are the corresponding confidence intervals.

Figure 3. The predicted severity score on a selected subset of the dataset and the confidence intervals 

for the 10th and 90th percentiles and the 25th and 75th percentiles. The records are sorted by the severity 

score.

Figure 4. A summary plot of the impact of the features on the prediction (severity score) of the model. 

Each patient is represented by a point in each row. The colour of the points represents the relative value 

of the feature, and the x-position of the points is the SHAP value, i.e., the impact on the model’s 

prediction.

Figure 5. Three examples of the local explanation of the predictions using the SHAP values. A) 

Predicted mild AP. B) Predicted AP with borderline severity. C) Predicted severe AP. Factors that push 

the predicted score higher compared to the base value (mean prediction) are coloured orange, and those 

pushing lower the prediction are shown in green.

Figure 8. An example output of the web application for the following input parameters: age: 55 years, 

gender: 0 (woman), body mass index: 22, alcohol consumption: 1 (true), blood pressure/pulse: 

140/75/60, body temperature: 37.0 °Celsius, respiratory rate: 25. A) Predicted severity score. B) 

Explanation of the prediction. C) The kernel density estimate plot of the distribution of the predictions.

Supplementary material

Further contributors of the Hungarian Pancreatic Study Group, centre distribution of the original cohort, 

characteristics of the validation cohort, validation analysis, availability, and details of the web 

application, TRIPOD checklist.
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Table 1. Characteristics of the original cohort

Demographic data Data quality*
  Gender, male % 58.1% female/male 100%
  Age, mean (SD); min, max 55.7 (16.6) [17, 95] 100%
  BMI, mean (SD); min, max 27.98 (5.86) [14.8, 50.4] 99%
Anamnestic data  
  Alcohol consumption, yes % 54.0% yes/no 100%
  Smoking, yes % 34.4% yes/no 100%
  Length of abdominal pain, mean (SD) in hours; min, max 36.8 (40.4) [1, 168] 98%
Admission data  
  Abdominal guarding, yes % 22.7% yes/no 99%
  Abdominal tenderness, yes % 89.6% yes/no 99%
  Body temperature (axillary), °C mean (SD); min, max 36.7 (0.46) [34.8, 39.0] 98%
  Systolic blood pressure (Hgmm), mean (SD); min, max 141.9 (22.5) [75, 220] 100%
  Diastolic blood pressure (Hgmm), mean (SD); min, max 85.2 (14.3) [40, 191] 100%
  Heart rate, mean (SD); min, max 83.9 (16.5) [41, 153] 100%
  Respiratory rate, mean (SD); min, max 17.7 (3.7) [10, 45] 99%
Laboratory parameters  
  Amylase, mean (SD); min, max 1077 (1117) [16, 8544] 100%
  ASAT/GOT, mean (SD); min, max 147.9 (186) [4, 1251] 99%
  Serum ionized Calcium, mean (SD); min, max 2.31 (0.22) [1.5, 4.5] 98%
  C-reactive protein (mg/l), mean (SD); min, max 49.76 (74.5) [0.07, 515] 100%
  Creatinine, mean (SD); min, max 85.8 (46.7) [36, 706] 100%
  Glucose, mean (SD); min, max 8.23 (3.48) [2.53, 43.29] 100%
  Potassium, mean (SD); min, max 4.12 (0.55) [2.5, 7] 97%
  Sodium, mean (SD); min, max 137.8 (4.1) [116, 155] 97%
  Urea (carbamide), mean (SD); min, max 6.32 (3.85) [0.98, 40.09] 100%
  White blood cell count, mean (SD); min, max 12.78 (5.05) [1.32, 52.70] 100%
Imaging examinations  
  Pleural fluid 12.0% yes/no 88%
  Acute peripancreatic fluid collection 22.2% yes/no 93%
  Abdominal fluid 23.0% yes/no 96%
Outcome  
  The severity of acute pancreatitis, severe % 5.9% non-severe/severe 100%
*Data not missing    
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Figure 1. The workflow of the development of the prediction model 
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Figure 2. The cross-validated (fold=4) ROC curve of the XGBoost model. The corresponding mean area 
under the curve (AUC) is 0.809. The standard deviation of the AUC scores is 0.017 and the 90% confidence 

interval of the mean is [0.775, 0.835]. 
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Figure 3. The performance of the XGBoost model trained on different sized sets. The points show the AUC 
scores, and the bars are the corresponding confidence intervals. 
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Figure 4. The performance of the model using varying numbers of attributes with the top k most important 
features. The importance is calculated using the SHAP importance. The points show the AUC scores and the 

bars are the corresponding confidence intervals. 
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Figure 5. The predicted severity score on a selected subset of the dataset and the confidence intervals for 
the 10th and 90th percentiles and the 25th and 75th percentiles. The records are sorted by the severity 

score. 
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Figure 6. A summary plot of the impact of the features on the prediction (severity score) of the model. Each 
patient is represented by a point in each row. The colour of the points represents the relative value of the 

feature, and the x-position of the points is the SHAP value, i.e., the impact on the model’s prediction. 
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Figure 7. Three examples of the local explanation of the predictions using the SHAP values. A) Predicted mild 
AP. B) Predicted AP with borderline severity. C) Predicted severe AP. Factors that push the predicted score 
higher compared to the base value (mean prediction) are coloured orange, and those pushing lower the 

prediction are shown in green. 
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Figure 8. An example output of the web application for the following input parameters: age: 55 years, 
gender: 0 (woman), body mass index: 22, alcohol consumption: 1 (true), blood pressure/pulse: 140/75/60, 

body temperature: 37.0 °Celsius, respiratory rate: 25. A) Predicted severity score. B) Explanation of the 
prediction. C) The kernel density estimate plot of the distribution of the predictions. 
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Markusovszky University Teaching Hospital Szombathely Hungary 9 

Bogomolets National Medical University Kiev Ukraine 6 

Second Department of Medicine, Semmelweis University Budapest Hungary 6 

Medical Academy named after SI Georgievsky Simferopol Russia 5 

Pándy Kálmán Hospital of County Békés Gyula Hungary 4 

Keio University Tokyo Japan 2 

Central Military Emergency Hospital "Dr Carol Davila" Bucharest Romania 1 

Csolnoky Ferenc Hospital Veszprém Hungary 1 

Jahn Ferenc South-Pest Hospital Budapest Hungary 1 

Total            1,184     

 

Supplementary table 1. Centres of the original cohort of the EASY study. 
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FURTHER EXAMPLES OF PREDICTIONS 

 

 

 

Supplementary figure 1. Further examples of predictions: the top plot shows the predicted severity 

score and its confidence interval with a low, high, and unknown value of respiratory rate, the lower 

figures show the corresponding local explanations. 

Supplementary figure 1. shows the effect on the predicted severity score and its confidence when the 

value of the most important feature, the respiratory rate is low (respiratory rate = 15), high (respiratory 

rate = 22), and unknown (the other features are unchanged).  The bottom part of the figure shows the 

three corresponding explanations of the predictions. From the figure, it is apparent, that the low 

respiratory rate pushes the predicted severity score lower (prediction = 0.07), and in this case, the 

confidence of the model is also higher (length of the confidence interval is 0.08). On the other hand, 

when the respiratory rate is relatively high, the predicted severity score also increases from 0.07 to 0.26, 

and the respiratory rate is 22 is the most influential negative factor that pushes the severity score lower. 

When the respiratory rate is unknown, both the predicted severity score and its confidence interval lies 

between the previous values.  
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CHARACTERISTICS OF THE VALIDATION COHORT 

INSTITUTES     No. of cases 

Alicante University General Hospital, Alicante University Alicante Spain        1 655     

Liverpool University Hospitals, University of Liverpool Liverpool UK           647     

Hospital Val D'Hebron, University of Barcelona Barcelona Spain           454     

The 4th Medical Clinic, "Iuliu Hatieganu" University of Medicine 

and Pharmacy 

Cluj Napoca Romania           408     

Total            3 164     
 

Supplementary table 2. Institutes of the validation cohort. 

 

ALICANTE      Data Quality* 

Demographic data  
  Gender, male % 53.8% female/male 100% 

  Age, mean (SD); min, max 64.5 (17.3) [19, 100] 100% 

  BMI, mean (SD); min, max 27.4 (4.7) [16.0, 53.9] 94% 

Anamnestic data   

  Alcoholic AP consumption, yes % 15.2% yes/no 100% 

  Smoking, yes % 22.2% yes/no 100% 

  Length of abdominal pain, mean (SD) in hours; min, max no data     

Admission data   

  Abdominal guarding, yes % no data     

  Abdominal tenderness, yes % no data     

  Body temperature (axillary), °C mean (SD); min, max 36.3 (0.7) [34.0, 40.0] 98% 

  Systolic blood pressure (Hgmm), mean (SD); min, max no data     

  Diastolic blood pressure (Hgmm), mean (SD); min, max no data     

  Heart rate, mean (SD); min, max 82 (18)  [35, 160] 97% 

  Respiratory rate, mean (SD); min, max 18 (4) [8, 40] 73% 

Laboratory parameters   

  Amylase, mean (SD); min, max no data     

  ASAT/GOT, mean (SD); min, max 187.6 (242.0) [4.0, 2122.0] 82% 

  Serum ionized Calcium, mean (SD); min, max 2.3 (0.2)   [1.3, 4.0] 60% 

  C-reactive protein (mg/l), mean (SD); min, max no data     

  Creatinine, mean (SD); min, max 102.3 (59.2) [53.4, 884.0] 56% 

  Glucose, mean (SD); min, max 7.7 (3.6) [1.0, 32.6] 99% 

  Potassium, mean (SD); min, max 4.1 (0.6) [2.0, 7.0] 57% 

  Sodium, mean (SD); min, max 138.2 (3.8) [115.0, 152.0] 99% 

  Urea (carbamide), mean (SD); min, max 6.8 (3.8) [0.5, 42.3] 99% 

  White blood cell count, mean (SD); min, max 11.5 (6.0) [1.0, 38.7] 99% 

Outcome   

  The severity of acute pancreatitis, severe % 7.5% non-severe/severe 100% 
 

Supplementary table 3. Summary of the dataset from Alicante. 

 

  

Page 29 of 43 Clinical and Translational Medicine



For Review Only

Supplementary material 
 

LIVERPOOL      Data quality* 

Demographic data  

  Gender, male % 48.8% female/male 100% 

  Age, mean (SD); min, max 55.4 (18.1) [18, 96] 99% 

  BMI, mean (SD); min, max no data     

Anamnestic data   

  Alcoholic AP consumption, yes % no data     

  Smoking, yes % no data     

  Length of abdominal pain, mean (SD) in hours; min, 

max 22.1 (32.7) [1, 168] 86% 

Admission data   

  Abdominal guarding, yes % no data     

  Abdominal tenderness, yes % no data     

  Body temperature (axillary), °C mean (SD); min, max 36.7 (0.5) [34.0, 41.0] 99% 

  Systolic blood pressure (Hgmm), mean (SD); min, max 135.1 (26.2) [59, 224] 100% 

  Diastolic blood pressure (Hgmm), mean (SD); min, max 79.1 (15.9) [21, 186] 100% 

  Heart rate, mean (SD); min, max 83.3 (19-9)  [45, 165] 100% 

  Respiratory rate, mean (SD); min, max 17.7 (3.3) [12, 46] 99% 

Laboratory parameters   

  Amylase, mean (SD); min, max 1471.9 (1057.0) [33.0, 6303.0] 91% 

  ASAT/GOT, mean (SD); min, max no data     

  Serum ionized Calcium, mean (SD); min, max 2.3 (0.1)   [1.4, 2.9] 62% 

  C-reactive protein (mg/l), mean (SD); min, max 33.4 (71.0) [1.0, 529.0] 71% 

  Creatinine, mean (SD); min, max 86.0 (55.7) [8.1, 694.0] 98% 

  Glucose, mean (SD); min, max 7.6 (4.2) [2.1, 71.0] 67% 

  Potassium, mean (SD); min, max 4.2 (0.5) [2.2, 7.6] 92% 

  Sodium, mean (SD); min, max 138.2 (3.8) [120.0, 159.0] 98% 

  Urea nitrogen (carbamide), mean (SD); min, max 5.8 (4.7) [1.1, 65.0] 98% 

  White blood cell count, mean (SD); min, max 13.4 (5.5) [1.4, 68.0] 97% 

Outcome   

  The severity of acute pancreatitis, severe % 8.8% non-severe/severe 100% 
 

Supplementary table 4. Summary of the dataset from Liverpool. 
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BARCELONA     Data quality* 

Demographic data   

  Gender, male % 51.3% female/male 100% 

  Age, mean (SD); min, max 64.9 (18.5) [17, 98] 100% 

  BMI, mean (SD); min, max 28.2 (5.3) [16.4, 55.3] 98% 

Anamnestic data   

  Alcoholic AP consumption, yes % 16.9% yes/no 94% 

  Smoking, yes % 24.9% yes/no 97% 

  Length of abdominal pain, mean (SD) in hours; min, 

max 41.4 (61.8) [1, 360] 100% 

Admission data   

  Abdominal guarding, yes % 37.6% yes/no 97% 

  Abdominal tenderness, yes % 7.5% yes/no 97% 

  Body temperature (axillary), °C mean (SD); min, max 36.4 (0.7) [34.0, 38.6] 99% 

  Systolic blood pressure (Hgmm), mean (SD); min, max 132.9 (24.6) [60, 207] 100% 

  Diastolic blood pressure (Hgmm), mean (SD); min, max 72.3 (15.1) [30, 167] 100% 

  Heart rate, mean (SD); min, max 82.3 (18.0)  [40, 148] 100% 

  Respiratory rate, mean (SD); min, max 16.5 (3.2) [12, 40] 95% 

Laboratory parameters   

  Amylase, mean (SD); min, max 1219.4 (1424.9) [6.0, 20420.0] 99% 

  ASAT/GOT, mean (SD); min, max 236.0 (321.9) [8.0, 3515.0] 100% 

  Serum ionized Calcium, mean (SD); min, max 2.3 (0.2)   [1.3, 2.9] 98% 

  C-reactive protein (mg/l), mean (SD); min, max 55.7 (80.3) [0.3, 437.7] 99% 

  Creatinine, mean (SD); min, max 88.4 (43.3) [30.9, 321.8] 100% 

  Glucose, mean (SD); min, max 8.3 (3.6) [3.2, 35.4] 100% 

  Potassium, mean (SD); min, max 3.9 (0.5) [2.5, 5.7] 99% 

  Sodium, mean (SD); min, max 137.0 (3.7) [116.3, 154.8] 100% 

  Urea nitrogen (carbamide), mean (SD); min, max 16.1 (9.1) [2.2, 72.1] 100% 

  White blood cell count, mean (SD); min, max 13.5 (5.6) [2.3, 45.5] 100% 

Outcome   

  The severity of acute pancreatitis, severe % 11.7% non-severe/severe 100% 
 

Supplementary table 5. Summary of the dataset from Barcelona. 
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CLUJ NAPOCA     Data quality* 

Demographic data   

  Gender, male % 51.0% female/male 100% 

  Age, mean (SD); min, max 60.1 (16.5) [21, 93] 100% 

  BMI, mean (SD); min, max no data     

Anamnestic data   

  Alcoholic AP consumption, yes % 18.9% yes/no 100% 

  Smoking, yes % no data     

  Length of abdominal pain, mean (SD) in hours; min, 

max 58.0 (63.2) [2, 504] 77% 

Admission data   

  Abdominal guarding, yes % 11.5% yes/no 100% 

  Abdominal tenderness, yes % 92.6% yes/no 100% 

  Body temperature (axillary), °C mean (SD); min, max no data     

  Systolic blood pressure (Hgmm), mean (SD); min, max 138.0 (23.7) [60, 231] 98% 

  Diastolic blood pressure (Hgmm), mean (SD); min, max 77.5 (13.7) [30, 150] 98% 

  Heart rate, mean (SD); min, max 81.9 (16.9)  [50, 150] 97% 

  Respiratory rate, mean (SD); min, max no data     

Laboratory parameters   

  Amylase, mean (SD); min, max 804.6 (844.3) [10.5, 5349.0] 100% 

  ASAT/GOT, mean (SD); min, max 173.9 (259.8) [8.0, 3481.0] 100% 

  Serum ionized Calcium, mean (SD); min, max 2.3 (0.2)   [1.0, 3.5] 88% 

  C-reactive protein (mg/l), mean (SD); min, max 82.4 (93.8) [0.6, 523.0] 98% 

  Creatinine, mean (SD); min, max 96.0 (69.9) [30.1, 534.1] 100% 

  Glucose, mean (SD); min, max 7.6 (3.9) [2.6, 39.8] 99% 

  Potassium, mean (SD); min, max 3.9 (0.6) [2.6, 7.2] 100% 

  Sodium, mean (SD); min, max 135.2 (3.5) [124.0, 145.0] 100% 

  Urea nitrogen (carbamide), mean (SD); min, max 16.3 (12.1) [1.1, 93.9] 100% 

  White blood cell count, mean (SD); min, max 12.8 (5.7) [1.3, 39.4] 100% 

Outcome   

  The severity of acute pancreatitis, severe % 17.2% non-severe/severe 100% 
 

Supplementary table 6. Summary of the dataset from Cluj Napoca. 
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VALIDATION ANALYSIS 

1. Training set: Original EASY cohort, test set: data from Liverpool, Cluj Napoca, Alicante, 

Barcelona.  

In the first part of the validation phase, we used our whole EASY database as a training set, and other 

different studies were used as test sets, i.e., the machine learning model was trained on the EASY cohort, 

and then we tested its performance on the other international datasets separately (Liverpool, Barcelona, 

Cluj Napoca, and Alicante). After cleaning and processing the data, we analysed them. A significant 

problem was that these studies were created for other purposes instead of the severity prediction of 

pancreatitis. Thus, many parameters were missing, which made harder the analysis, and decreased the 

AUC values. 

Data from Liverpool study group: In the case of this study the record of BMI, abdominal tenderness, 

abdominal guarding, GOT values were missing. These parameters were not recorded because of the 

design of this study protocol. As Supplementary figure 2. shows, the  ROC curve has a  lower AUC 

score  on the Liverpool data (0.77), compared to the EASY cohort (0.81).   

Supplementary figure 2. The ROC curve of the model that was trained on the EASY data and evaluated 

on the Liverpool data. 

In the case of the data from Barcelona, the  ROC curve has a similar AUC score (0.79) to the EASY 

cohort, as it can be seen in Supplementary figure 3.  
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Supplementary figure 3. The ROC curve of the model that was trained on the EASY data and evaluated 

on the Barcelona data. 

In the case of the Cluj Napoca data, for 90% of the patients,  BMI, respiratory rate, body temperature, 

and smoking habit parameters were missing, which caused a significant problem, because BMI and body 

temperature are very important predictive factors of severe AP. 

 

Supplementary figure 4. The ROC curve of the model that was trained on the EASY data and evaluated 

on the Cluj Napoca data. 
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That is one of the reasons why the  ROC curve has a poor 0.67 AUC score (Supplementary figure 4).  

Another possible reason for the low AUC score, is that we have found that  the joint distribution of 

serum carbamide and amylase is different on the EASY and the Cluj-Napoca data in the case of severe 

AP patients (Supplementary figure 5.). Maybe this phenomenon was caused by the different populations.  

 

Supplementary figure 5. Joint distribution of serum carbamide and amylase in the severe cases in the 

EASY and Cluj Napoca dataset. 

As Supplementary figure 6. illustrates, without serum amylase and carbamide parameters, the  ROC 

curve improved significantly. 

Supplementary figure 6. The ROC curve of the model that was trained on the EASY data and evaluated 

on the Cluj Napoca data without serum amylase and carbamide parameters. 
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Finally, we evaluated our model (which was trained on the EASY cohort) on the Atlantis data (Alicante 

study group), this dataset also showed a lower AUC score (Supplementary figure 7), because of the lack 

of CRP, abdominal pain duration time, systolic/diastolic blood pressure, abdominal tenderness, 

abdominal guarding, serum amylase values. 

Supplementary figure 7. The ROC curve of the model that was trained on the EASY data and evaluated 

on the Atlantis data. 

 

2. Training and also test set: data from Liverpool, Cluj Napoca, Alicante, Barcelona. 

Centres 
Liverpool 

(n=647) 

Barcelona 

(n=454) 

Cluj Napoca 

(n=408) 

Alicante 

(n=1655) 

AUC 0.749 0.782 0.760 0.779 

 

Supplementary table 7. Cross-validated AUC of models trained on the corresponding dataset. 

Supplementary table 7.  shows the performance (cross-validated AUC) of the model when we train and 

evaluate it separately on the other international datasets. 

In what follows, we study how the performance of the model increases if the training set contains 

observations from different datasets. The new centres’ data were divided into  equally sized subsets , 

and then   x% of these subsets  were used as a training data set together with the whole EASY data. The 

rest of the data (the other subsets) were  used for validation, i.e., to measure the performance of the 

model. This process is repeated in a cross-validation manner. The results are detailed in Supplementary 

table 8.. From the table it is apparent, that the performance of the model   increases with more training 
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data. In other words, the more data we add (from other centres) to the EASY cohort for training, the 

higher the AUC score of the model on the remaining test data set is.  

Training set 

EASY+ x % of the 

given study  

Liverpool AUC 

(n=647) 

Barcelona AUC 

(n=454) 

Cluj Napoca AUC 

(n=408) 

Alicante 

AUC 

(n=1655) 

0% 0.772 0.790 0.736 0.718 

33% 0.773 0.792 0.780 0.764 

50% 0.776 0.791 0.785 0.777 

67% 0.780 0.803 0.784 0.786 

80% 0.781 0.804 0.793 0.791 

 

Supplementary table 8. Cross-validated AUC scores of the model trained on the union of the EASY 

data complemented with x% of the corresponding international dataset.. 

ROC curves with cross-validation.  

Finally, we evaluate the model’s performance using cross-validation as follows. We select one of the 

cohorts on which we test the model. Then we divide the data into 4 equally sized subsets. The data of 

the other cohorts and three subsets of the selected cohort are used for training and the remaining one 

subset of the selected cohort is used to measure the model’s performance (AUC).  

Supplementary figure 8.,  9., 10., 11., and 12. show the cross-validated ROC curve and the corresponding 

AUC score of the model on the EASY, Liverpool, Barcelona, Cluj Napoca, and Alicante respectively. 

The difference between the ‘A’ and ‘B’ figures, is that in the case of the ‘A’ figures, the model was 

trained and tested separately on the different cohorts, and in the ‘B’ figures, the training set was 

supplemented with the other cohorts in the aforementioned way. 

The result of the 4-fold cross-validation   on the EASY cohort, where the training datasets (3 folds, i.e., 

75% of the EASY data) were supplemented with the Liverpool, Cluj Napoca, Alicante, and Barcelona 

data. 
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Supplementary figure 8. The result of the 4-fold cross-validation on the EASY cohort, where  the 

training datasets (75% of the EASY data) were supplemented with the Liverpool, Cluj Napoca, Alicante, 

and Barcelona data. 
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Supplementary figure 9.A. The result of the 4-fold cross-validation on the Liverpool dataset. 

Supplementary figure 9.B. The result of the 4-fold cross-validation on the Liverpool cohort, where  the 

training datasets (75% of the Liverpool data) were supplemented with the EASY, Cluj Napoca, Alicante, 

and Barcelona data. 
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Supplementary figure 10.A. The result of the 4-fold cross-validation on the Barcelona dataset. 

 

 

Supplementary figure 10.B. The result of the 4-fold cross-validation on the Barcelona cohort, where  

the training datasets (75% of the Barcelona data) were supplemented with the Cluj Napoca, Liverpool, 

Alicante, and EASY data. 
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Supplementary figure 11.A. The result of the 4-fold cross-validation on the Cluj Napoca dataset. 

 

 

Supplementary figure 11.B. The result of the 4-fold cross-validation on the Cluj Napoca cohort, where 

the training datasets (75% of the Cluj Napoca data) were supplemented with the Barcelona, Liverpool, 

Alicante, and EASY data. 
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Supplementary figure 12.A. The result of the 4-fold cross-validation on the Alicante dataset. 

 

Supplementary figure 12.B. The result of the 4-fold cross-validation on the Alicante cohort, where the 

training datasets (75% of the Alicante data) were supplemented with the Barcelona, Liverpool, Cluj 

Napoca, and EASY data. 
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3. The model is cross-validated on the union of the five different cohorts (Alicante, Barcelona, 

Cluj Napoca, EASY, Liverpool). 

The results of the 4-fold cross-validation on the whole dataset (union of all data sets) can be seen on 

Supplementary figure 13. The figure suggests that the performance of the model improves when we 

train the model on the union of all the datasets. In this case the cross-validated AUC score is 0.803, 

however, when we train the model separately then the average cross-validated AUC score is only 0.776. 

 

 

 

 

 

 

 

 

 

 

 

Supplementary figure 13. The result of the 4-fold cross-validation on the whole dataset together. 
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EASY-APP AVAILABILITY AND REGISTRATION 

The web application is available at: http://easy-app.org/ 

 

The model calculates a 

numerical probability value 

between 0 and 1. The higher 

the number, the higher the risk 

for severe acute pancreatitis. 

Together with the numerical 

values, a textual interpretation 

is given as well. Upon request, 

the application provides the 

confidence interval in addition 

to the numerical value. For 

educational purposes, with the 

help of the SHAP values, the 

explanation of the prediction 

highlighting the key factors affecting the severity of AP is shown too. Built-in validations filter out 

invalid values. 

The application can be used in two ways. The prediction is possible without registration, however, in 

the case of registration, the data and the prediction will be stored and the given prediction contributes to 

the development of the model.  
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TRIPOD Checklist: Prediction Model Development and Validation 
 

*Items relevant only to the development of a prediction model are denoted by D, items relating solely to a validation of 
a prediction model are denoted by V, and items relating to both are denoted D;V.  We recommend using the TRIPOD 
Checklist in conjunction with the TRIPOD Explanation and Elaboration document.
 
  

Section/Topic Item  Checklist Item Page 

Title and abstract 

Title 1 D;V 
Identify the study as developing and/or validating a multivariable prediction model, the target 
population, and the outcome to be predicted. 

1 

Abstract 2 D;V 
Provide a summary of objectives, study design, setting, participants, sample size, predictors, 
outcome, statistical analysis, results, and conclusions. 

2 

Introduction 

Background and 
objectives 

3a D;V 
Explain the medical context (including whether diagnostic or prognostic) and rationale 
for developing or validating the multivariable prediction model, including references to 
existing models. 

3 

3b D;V 
Specify the objectives, including whether the study describes the development or 
validation of the model or both. 

4 

Methods 

Source of data 
4a D;V 

Describe the study design or source of data (e.g., randomized trial, cohort, or registry 
data), separately for the development and validation data sets, if applicable. 

4 

4b D;V 
Specify the key study dates, including start of accrual; end of accrual; and, if applicable, 
end of follow-up.  

4 

Participants 

5a D;V 
Specify key elements of the study setting (e.g., primary care, secondary care, general 
population) including number and location of centres. 

4 

5b D;V Describe eligibility criteria for participants.  4 

5c D;V Give details of treatments received, if relevant.  4 

Outcome 
6a D;V 

Clearly define the outcome that is predicted by the prediction model, including how and 
when assessed.  

5 

6b D;V Report any actions to blind assessment of the outcome to be predicted.  not applicable 

Predictors 
7a D;V 

Clearly define all predictors used in developing or validating the multivariable prediction 
model, including how and when they were measured. 

5 

7b D;V 
Report any actions to blind assessment of predictors for the outcome and other 
predictors.  

not applicable 

Sample size 8 D;V Explain how the study size was arrived at. 8 

Missing data 9 D;V 
Describe how missing data were handled (e.g., complete-case analysis, single 
imputation, multiple imputation) with details of any imputation method.  

6 

Statistical analysis 
methods 

10a D Describe how predictors were handled in the analyses.  6 

10b D 
Specify type of model, all model-building procedures (including any predictor selection), 
and method for internal validation. 

6-7 

10c V For validation, describe how the predictions were calculated.  9 

10d D;V 
Specify all measures used to assess model performance and, if relevant, to compare 
multiple models.  

9-11 

10e V Describe any model updating (e.g., recalibration) arising from the validation, if done. 
14+ 

supplementary 

Risk groups 11 D;V Provide details on how risk groups were created, if done.  not applicable 

Development vs. 
validation 

12 V 
For validation, identify any differences from the development data in setting, eligibility criteria, 
outcome, and predictors.  

14+ 
supplementary 

Results 

Participants 

13a D;V 
Describe the flow of participants through the study, including the number of participants 
with and without the outcome and, if applicable, a summary of the follow-up time. A 
diagram may be helpful.  

8-9 

13b D;V 
Describe the characteristics of the participants (basic demographics, clinical features, 
available predictors), including the number of participants with missing data for 
predictors and outcome.  

8-9 

13c V 
For validation, show a comparison with the development data of the distribution of 
important variables (demographics, predictors and outcome).  

8-9 

Model development  
14a D Specify the number of participants and outcome events in each analysis.  8-9 

14b D 
If done, report the unadjusted association between each candidate predictor and 
outcome. 

not applicable 

Model specification 
15a D 

Present the full prediction model to allow predictions for individuals (i.e., all regression 
coefficients, and model intercept or baseline survival at a given time point). 

not applicable 

15b D Explain how to the use the prediction model. 13-14 

Model performance 16 D;V Report performance measures (with CIs) for the prediction model. 9-10 

Model-updating 17 V 
If done, report the results from any model updating (i.e., model specification, model 
performance). 

14+ 
supplementary 

Discussion 

Limitations 18 D;V 
Discuss any limitations of the study (such as nonrepresentative sample, few events per 
predictor, missing data).  

15-16 

Interpretation 
19a V 

For validation, discuss the results with reference to performance in the development 
data, and any other validation data.  

14+ 
supplementary 

19b D;V 
Give an overall interpretation of the results, considering objectives, limitations, results 
from similar studies, and other relevant evidence.  

14-17 

Implications 20 D;V Discuss the potential clinical use of the model and implications for future research.  13-16 
Other information 

Supplementary 
information 

21 D;V 
Provide information about the availability of supplementary resources, such as study protocol, 
Web calculator, and data sets.  

13-16 

Funding 22 D;V Give the source of funding and the role of the funders for the present study.  17 
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