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TECHNOLOGY ASSESSMENT USING SATELLITE BIG DATA ANALYTICS FOR INDIA’S AGRI-INSURANCE 

SECTOR 

 

ABSTRACT 

Over half of India’s employment is attached to the agriculture sector and their survival is 

dependent on the performance of farms. The uncertainty in performance of farms due to 

weather fluctuations and other risks is tackled by providing insurance cover. However, 

policymaker’s choice of administrative measures for estimating crop loss has resulted in 

inaccurate data collection, opened vulnerability to politicization of the process and created 

bottlenecks to operate at scale. These problems have led to skewed timelines for data 

collation, lack of confidence of the data produced by the agri-insurance providers and caused 

long drawn delays in settling claims made by farmers.  In this paper, we present a case study 

on the assessment of using satellite big data as a technology deployed in Northern India to 

solve the aforementioned problems between the stakeholders in the agri-insurance claim 

settlement process. Satellite big data based analytics provides an independent data source 

and decision-making platform for the agri-insurers to conduct an assessment for calculating 

the indemnity payments. The results showcase how transparency brought in by the satellite 

big data analytics curbs the plausible exploitation of claim settlement process and leads to 

increased efficiency and efficacy in settling farmer claims. 

MANAGERIAL RELEVANCE STATEMENT 

The present work explores a digital transformation of decision making of agri-insurance 

operations using satellite big data analytics. Our study demonstrates how satellite data 

analytics can be leveraged to streamline the data collection, collation process on crops and 
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thereby highlight the possibility of passing on the benefits of digitalisation of the operations 

to small and marginal farmers in India. By utilizing the satellite big data, we showcase insights 

on crop yield, crop acreage can be obtained and contrast it with the problems in the legacy 

manual methods. The real-world setting of the case study allows us to explore how satellite 

big data analytics can improve decision making in insurance claims settlement operations for 

small and marginal farmers. The transparency brought in by digitalisation using satellite big 

data analytics also has the potential to improve the ethicality of the decisions made towards 

insurance claims.  This study captures the integration of digital transformation for societal 

benefits and provides early evidence for adoption in developing countries.  

Keywords: Big data analytics, Digitalisation; Satellite imagery, Agriculture, Insurance, India.  
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Technology Assessment Using Satellite Big Data Analytics for India’s Agri-Insurance Sector  

INTRODUCTION 

Grand societal challenge (GSC) is defined as specific critical barrier(s) that, if removed, would 

help solve an important societal problem with the high likelihood of global impact through 

widespread implementation [67]. One such GSC is to promote “poor as suppliers” in emerging 

countries. We consider the agricultural sector as the research context as it accounts for 

approximately 28% of the global employment. Further, the sector assumes importance since 

small farmers represent a significant proportion of the farming population attributed to high 

population density and sluggish growth in cultivable land. Also, these farmers are key to 

ending hunger and undernutrition worldwide and therefore it is important to contribute to 

their profitability for greater food security [76]. 

We consider India for our empirical setting due to the existing problems prevailing and the 

impact it creates by serving the second largest population in the world. Small and marginal 

farmers (<2 hectares) operate on 85% of the 138 million farm holdings [1] contributing to half 

of employment of India’s workforce and making up 18% to its GDP [2]. India’s farm sector 

remains largely driven by rain-fed means with estimates of 80% of farms dependent on 

monsoons for crop production [3]. The uncertainty in performance of farms therefore affects 

over 100 million families in India. With 10281 farmers committing suicides in 2019 largely 

attributed to the inability of farmers to pay back loans [77], the agricultural supply chain in 

India is likely to face disruptions if the current trends continue. One of the major factors 

contributing to issues in agricultural supply chain is the lack of crop insurance to the farming 

community.    
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The use of crop insurance has been an institutional response to provide cover to the weather, 

pest and natural risks that are faced by farm communities in India and dates back to over five 

decades since its first adoption. With the introduction of Pradhan Mantri Fasal Bima Yojana 

(Prime Minister's Crop Insurance Scheme), there were approximately 40 million adopters of 

crop insurance in India with 38.5 million hectares of land insured for a total of ₹133,106 crore 

($20.5 billion) for the monsoon of 2016 [4]. Accuracy in crop loss assessment is one of the key 

yardsticks to disburse crop insurance claims. In each planting season, based on the crop yield 

estimates, ‘average loss’ is calculated for the insurance claim settlement process. Researchers 

observing crop loss settlement for small and marginal farmers in India have found that this 

process has major loopholes in implementation that includes insufficient data collection 

conducted to estimate the ‘average’ loss, bogus data for acting just as formalities on paper, 

lack of trained professionals conducting to collect data, and tremendous scope for corruption 

[5].   

In addition, absence of agro-meteorological data [6], lack of digitized farm records [7], and 

lack of historical performance of farms are identified as key challenges to achieve 

transparency in claim settlement and scale in crop insurance. These challenges are affecting 

the operations of insurers by creating inertia in the claim settlement process. According to 

the Government of India’s own task force [8], the process to settle claims has embraced 

timelines of 6-12 months. For claims of summer monsoon of 2016, media reports indicated 

that insurers had not paid 83% of the claims until March 2017 [9].  

Digitalisation offers tremendous opportunities to leverage information technologies to 

address such problems in operations and supply chains. More recently, researchers have been 

investigating the application of digitalisation in areas such as purchasing [10], increasing 
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productivity [11], operations management [12] and manufacturing servitization [13]. The use 

of digitalisation through the application of big data analytics is a one such area that is gaining 

interest within the supply chain and operations research context [14]. Digital transformation 

is leading to increased competitiveness through cost reduction and enhancement of 

productivity to better support decision-making processes [15]. However, assessing the right 

technology for a given problem seems to be a challenge in global societies. As the agri-crop 

insurance sector lacks high density data which involves farmers, farm lands, crop types, 

weather etc, practitioners have moved towards technology that can collect high volume data 

in real time. One such data collection means is to harness satellite imagery. Satellite imagery 

data is often characterized by information which is having volume, variety and velocity, which 

is in turn one of the key characteristics of big data [16]. For example, the European Union 

satellites produce about 10 TB of data per day and is available freely for the public to utilize 

[17]. We believe satellite big data is one such subset within the big data analytics that finds 

itself underutilized in the supply chain and operations research context.  

In this present work, we showcase how digitalisation based on satellite big data can be 

leveraged to improve decision making by enhancing the accuracy, completeness and 

consistency of underlying information. This would help assess the utility and application of 

technology in solving GSC. We present our research question (RQ) below:  

RQ – How satellite big data analytics be leveraged to improve decision making in 

insurance claims settlement operations for small and marginal farmers in India? 

We adopt a case-study approach to address this research question. We attempt to 

demonstrate the digitalisation by data-driven decision making of using satellite big data 
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analytics for the purposes of estimation of cotton crop acreage and changes in crop yield in 

settling crop insurance claims in India. The scope of utilization of satellite big data analytics 

for claim settlement in agri-insurance context includes establishment of historical 

performance of individual farms, monitoring of the entire crop cycle from planting to harvest, 

classification of crops at individual farm level, assessment of crop health and yield during the 

harvest period, and estimation of damages caused by risk events. The results obtained in our 

study showcases the tremendous opportunity to remove bottlenecks and trust deficits 

between the key stakeholders that support agriculture and thereby delivering better agri-

financial services to the communities of small and marginal farmers in India. Digitalisation 

using satellite big data analytics assists decision making related to claim settlement for agri-

insurance operations, which ensures quick settlement of economic losses due to crop failure 

to small and marginal farmers in India. 

This paper is organized as follows. We have reviewed the use of analytics as well as satellite 

data at an industry-level. An introduction to the current procedures and their associated 

challenges in crop insurance administration in India is then presented and explained from the 

context of its effects on small and marginal farmers. We then highlight the methodology in 

utilizing satellite big data analytics and explain its application in the context of decision-

making by agri-insurance providers. Following it, we present the case from a district in 

northern India and the challenges encountered by insurance providers in working with the 

legacy administrative processes and data. The results of adopting satellite big data analytics 

and the research findings are then presented based on technological, societal and 

administrative machinery perspectives. The paper concludes providing an insight of what the 
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future holds for the expansion of satellite big data analytics as an integral part of policy 

making and operations of various stakeholders within the agriculture value chain.  

LITERATURE REVIEW 

There are several ways in which researchers and practitioners have defined or interpreted 

the concept of digitalisation. Digitalisation has been conceived as a ‘process of converting 

analog streams of information into digital bits’ by Brennen and Kreiss [19]. It has also been 

broadly presented as ‘technology of digitalising information’ by Siu and Wong [20]. For the 

sake of our study, we find the definition by Hennelly et al. [21] of ‘use and adoption of external 

digital technologies by organizations, to improve their supply chain and operational 

performance’ very appropriate. Digitalisation has been at the forefront of initiatives such as 

Industry 4.0 to not only drive scalability and flexibility of processes [22] but also help in 

decision making [14].  

The concept of big data is one such technology in digitalisation that has gained traction in the 

supply chain, production and operations context [23]. This is based on the premise that the 

use of big data technology can positively impact performance to enable data-driven growth 

[24]. Big data has been applied to various fixing problems in manufacturing [25], operations 

management [26] or supply chains [27]. Big data can also be applied to specific value chains 

such as agriculture. For example, researchers have recently investigated the use of big data 

in purchasing of food produce [27], supply chain of fisheries [28] and sustainability of 

production of agricultural produce [29]. The outcome of such studies have the potential to 

support an integrated approach to effective and efficient decision making in agri-chain by 

considering harvesting time window constraints, yield perishability, seasonality, and weather 

uncertainties [30]. However, one must realize that technology should be in place to support 
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big data generation. For instance, satellite imagery can produce large amount of data 

continuously and process the same through different technologies to derive meaningful 

outcomes. Such large amount of data generation at real time for large interval of time 

provides decision makers with sufficient evidence to apply analytics for meaningful insights.   

From a developing country context, the use of big data analytics products has been 

recognized as one of the means of transforming agriculture to achieve greater inclusive 

growth, raise efficiency of complementary factors affecting farms, and reduce transaction 

costs [31]. Developing countries who traditionally may not have had long-term or large-scale 

investments in decision support tools in agriculture can take advantage of the current trends 

decreasing computational costs and increased computational capabilities to go beyond just 

providing information and introduce advanced analytics with decision support tools to 

support their stakeholders [32].  

Today’s satellites are generating big data that can support the development and adoption of 

tools in decision making [33]. In the past decades, the bottleneck in the proliferation of the 

usage of the satellite data has been its availability and coverage over areas of interest and the 

cost to acquire them [34]. With the emergence of satellite constellations and their inherent 

capacity for data collection [35], satellite-based data has transformed itself into big data [36]. 

For instance, the Copernicus program of the European Commission with its Sentinel satellites 

produces approximately 10 TB of Earth Observation data per day [17]. Satellite data can help 

derive indicators such as the Normalized Difference Vegetation Index (NDVI) that can be used 

to analyse health of live vegetation is a useful application of satellite-based remote sensing 

data in agriculture for understanding and explaining crop yield [37]. 
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Specific to the Indian context, Dayasindhu and Chandrashekar [38] have discussed how India’s 

own satellites have been underutilized and have not witnessed the advantages of innovations 

built on top for these capabilities translating into positive effects for the economy. This also 

concurs with research that points to the inability of governments to harness big data at 

national scale to more likely to hamper its ability to harness the potential of big data [39]. We 

are attempting to discuss such a translation by addressing the resolution of operational 

problems in the decision-making process for crop insurance claims settlement and reflect on 

the utility of digitalisation based on satellite big data analytics in creating a positive impact in 

potentially resolving the bottlenecks. This also allows us to capture how a non-tailored 

technology to the agriculture sector such as satellite big data can still help support the needs 

of the stakeholders supporting the growth of the sector at national scale. We believe that our 

research is perhaps one of the earliest documented cases that studies the adoption of 

digitalisation based on satellite big data analytics in a developing country within the realm of 

agri-financial services. Given the democratized access to satellite big data itself, there are 

lessons from this case study for stakeholders in other developing countries as well as other 

parts of the agriculture value chain. This also extends the argument of new technologies 

aiding farmers with information that can rapidly change the dynamics of operational 

landscape in supply chains of developing countries [40].   

THEORETICAL FRAMEWORK 

We address our research question through the framework of technology assessment [68]. 

Technology assessment is defined as the form of policy research which analyse and examine 

the short term and long-term consequence of any application of technology [70]. Literature 

suggest that it is important to understand modulation of technology developments and the 
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dynamics of such modulation [71]. In other words, it is important to understand the context 

in which the technology is used, the strategic side of technological implementation and most 

importantly the alignment of technology with the issue at hand. Obviously, the tangible 

impact of any technological intervention assumes paramount importance [69]. Research 

points out that in addition to the scientific investigation of the conditions and consequences 

of technology, one must focus towards societal evaluation [68].  

We believe that this research focusses on the key dimensions of technology assessment for 

the following reasons. First, it follows a scientific approach towards understanding the role of 

satellite imagery in collecting data and using that data to derive meaningful outcomes for the 

crop insurance sector. Second, through the lens of technology assessment, we attempt to 

document the impact of the technology (satellite imagery-big data) in an objective manner 

thereby contributing to the impact assessment of technology. Third, our research tries to link 

and argue the alignment of the issues in the crop insurance sector with the choice of 

technology being implemented in this study. Here, we try to address both the modulation of 

technological development and also its relevance of society. The degree at which farm sector 

in developing nations are burdened due to lack of insurance, inability to access cheap credit 

mandates researchers to delve deeper into the technology assessment dimension. The 

accuracy in technology assessment will decide not only the sustainability of the technology, 

but also impact key stakeholders that aim to develop new markets (crop insurance) and at 

the same time help farmers improve earning potential which in turn may boost other sectors 

such as farm machinery, suppliers of fertilizers, pesticides, etc.   

Past research in the interface of technology assessment and satellite is limited in the 

management and policy discipline. For instance, Hall [73] was one of the first few papers that 
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assessed the role of satellite technology for climate change issues in polar regions. Hadjimitsis 

et al. [74] explains the role of satellite remote sensing technology in analysing the 

atmospheric pollution in large cities close to airports. In the context of agriculture, Jahns and 

Koegl [75] used the technology assessment framework to evaluate the positioning and 

navigation of farm vehicles in Germany.  Hence, there exists an opportunity to understand 

more on the emerging technological applications in solving important societal challenges in 

the management discipline.  

METHODOLOGY 

The technology assessment theoretical framework needs to be applied through an empirical 

approach to address our research question. We therefore, introduce this methodology 

section by explaining the rationale of our exploratory study in the agricultural sector. We then 

describe the research context under which the empirical setting is established.  

Rationale 

We use a case study approach for three reasons. First, our study is exploratory in nature [41]. 

In other words, we intend to assess and show how satellite big data as a technology can help 

alleviate the problems of crop-insurance sector in the Indian agricultural sector. One of the 

major problems in the insurance sector is that they lack capabilities to analyse and extract 

insights from big data sources such as satellite imagery. Hence, intermediaries should 

collaborate with insurance players and help them extract decision intelligence from the rich 

data. Second, it helps us to understand the “how” and “why” questions while we understand 

the process of addressing the existing concerns [72]. Third, case studies are needed to capture 

the impact of data-driven practices. For instance, Akhtar et al. [18] highlight the lack of case 
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studies in data-driven practices. Our case study is based on the assessing the crop indemnity 

pay outs for the crop yield losses for the Bhiwani district in the Northern Indian region for the 

Kharif (monsoon) seasons of 2016-17. We have not randomly sampled the case study setting, 

but rather we have picked it to for its fit with the research question itself [42]. Also, case 

studies-based research is also prominently used by researchers in big data analytics-based 

research [43]. Further, through the use of a case study approach, we are able to provide an 

outlook for resolving an operational bottleneck within a value chain (i.e., settling of indemnity 

payments within the agri-insurance operations).  

Research Context 

We have chosen to use convenience sampling in selecting the setting (e.g. the region and the 

time period) of the case study. The convenience sampling of crop yield investigation in the 

Bhiwani district was based on several local factors that bridge the research team and the 

teams involved in the agri-insurance operations. This includes knowledge of the proximity of 

the research team to the geography and the ability to work closely with the local stakeholders 

involved in the agri-insurance operations. One of the prime factors contributing to the choice 

of the Bhiwani is that the authors and the research team could leverage their social capital to 

gain insights from the local stakeholders and understand the intricacies for the adoption of a 

digitalisation-based solution. We believe that the solution discussed in this paper can be easily 

scaled and replicated across the entire Indian geography. The case study itself stands as a 

litmus test based on the experience of a single geography and crop harvest season. 

AGRI-INSURANCE IN INDIA – CURRENT PROCEDURES AND ASSOCIATED CHALLENGES  
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The crop insurance program is federally administered but with the involvement of the States 

in data collection. The risks covered under the crop insurance scheme [44] are provided in 

Table 1. The State in consultation with insurance companies agree and approve on indemnity 

levels of 70%, 80% and 90% corresponding to high, moderate and low-risk level for notified 

crops and regions. The administration of crop insurance needs an agreement upon basis by 

policy makers and insurance companies to structure the insurance scheme. Area yield index 

is a compromise that the policymakers have chosen to be the basis of average yield as 

collection of accurate information at the individual farm level has historically been too 

expensive and cumbersome [45] and area yields typically mitigate adverse selection and 

moral hazard problems [46]. The other popular index that is used in several developing 

countries is the weather-based index. This index typically uses Automatic Weather Stations 

(AWS) installed over a certain geographical area to record rainfall, temperature, humidity, 

and wind speed to base the payout on negative deviation in rainfall (‘pay per MM deviation’1). 

Weather-based index has been proclaimed as suitable for low income countries [47] but faces 

several challenges [48] such as non-availability of sufficient density of AWS, inability to cover 

farm-based losses (such as pests, diseases, etc.), and imperfect correlation between farm 

yield and weather index.  India has deployed both area yield index and weather-based index 

schemes to administer crop insurance [49]. Both of these approaches do pose some basis risk 

for the farmers and insurance providers due to the information asymmetry in the cycle of 

administration [50]. We address the challenges in the area yield index within the purview of 

                                                                 

1 Loss estimates are based on a trigger (e.g. rainfall accumulation falls below a certain designated threshold) 
beyond which all policyholders in the area covered receive the insurance payout. 
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this paper since the farmers were registered on the basis of the area yield within the region 

of interest.  

TABLE 1 - RISKS COVERED UNDER CROP INSURANCE IN INDIA 

Type of risk Description of risk 

Prevented Sowing/Planting Risk Adverse seasonal variations such as major rainfall deficit 

preventing the insured area from sowing. 

Standing Crop Risk Non-preventable hazards such as weather and farm-

related events, which include drought, floods, landslides, 

cyclones, inundation, pests, and diseases. 

Post-Harvest Risk Coverage to crops that are being dried in cut and spread 

condition on the field after harvesting against unseasonal 

rains or cyclonic events. 

Localized Calamities Risk Coverage against losses incurred on isolated farms in the 

notified areas due to localized risks of hailstorm, 

landslide, and inundation 

 

The primary dataset for crop insurance program using area yield index in the underwriting 

process is the average crop yield. The crop yield estimation is done by the means of sample 

survey using Crop Cutting Experiments (CCEs), which involve selecting a 5 x 5m (25 sq.m) area 

in a field, harvesting the crop in that area and finally weighing the produce leading to an 

estimate of the yield per acreage (average yield). Additional data sources such as the records 

of produce arriving at the local mandi (market) can be used as an estimate of how much 

produce has reached the local market and it helps in tracking the local produce. CCEs are 

mandated to be conducted by the States who then have to collate the data and share it with 

the insurance companies to use the average yield data in determining the tune of insurance 

to be paid to the insured farmers. Threshold yield is calculated based on average yield for the 
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last seven years, excluding up to two declared calamity years. The average crop yield for the 

current season is then compared with the threshold yield to determine the extent of 

compensation. As per the manual on Crop Estimation Survey [51], the method generally 

adopted for estimating the average yield of a crop and sampling error (at the stratum level) 

is simple arithmetic mean of plot yield (net) within it. The stratum means are then combined 

using area under the crop in the stratum to give a weighted average yield for the district. The 

average yield for the state is arrived at as a weighted mean of district yield with corresponding 

crop area as weight. Symbolically, the district average yield can be represented as,  

�̅� = d ×  f × 
1

∑ 𝑎𝑖
𝑘
𝑖=1

× ∑ (𝑎𝑖𝑥𝑖)
𝑘

𝑖=1
                                                                           (1) 

Where xi = sample arithmetic mean of the net yield of sample cuts in the ith stratum, 

ai = net area under the crop in the ith stratum.  

k = number of strata in the district.  

d = driage factor (i.e. allowance for driage).  

f = conversion factor for converting the yield per cut to yield per hectare.’ 

 

Once the estimation of the average yield for a given area is determined, the difference 

between the threshold yield and the average yield is used to then pay out the indemnity to 

the farmer as grievance redressal by the insurance company.  

𝐶𝑙𝑎𝑖𝑚 =  
𝑀𝑎𝑥(𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 𝑌𝑖𝑒𝑙𝑑 − 𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑌𝑖𝑒𝑙𝑑, 0)

𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 𝑌𝑖𝑒𝑙𝑑
∗ 𝑆𝑢𝑚 𝐼𝑛𝑠𝑢𝑟𝑒𝑑             (2) 
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The threshold yield for a crop is the average yield of top 5 yields from past seven years of that 

season multiplied by applicable indemnity level (70%, 80% or 90% as agreed upon by the State 

and the insurance companies) for that crop. Note that in this scheme which uses area index, 

there is no method to track yields of individual farms. According to this scheme, every insured 

farmer of a particular loss-calculated area becomes automatically eligible for a payout.  

Challenges in data collection 

There are several challenges that arise in the entire process beginning from the data 

collection to the final reporting made to the insurance industry. The coordinates to conduct 

CCEs are generated using stratified random sampling to ensure that they are not cherry-

picked, which eventually may lead to biased average yield results. The challenge with 

randomly generated coordinates has been with lack of access to some of the locations by 

officials conducting CCEs and therefore introduces risk of either drastically moving the 

location where CCE is conducted or reporting numbers based on adjacent CCE coordinates. 

CCEs although may sound as a very simple process to an expert in the sector, there is still the 

need for scientific processes to be followed in order to produce accurate results at every 

individual CCE. The sheer volume of the number of CCEs to be conducted and efforts required 

to collate it over a large geographical area like India makes it extremely challenging and 

difficult. 

A recent report on ‘Enhancing technology use in agriculture insurance’ [8] by the task force 

in National Institute for Transforming India (NITI) Aayog, a Government of India’s own think 

tank, found several discrepancies in using CCEs, which include: 
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 Cost of conducting CCEs – According to recently available data, a total of 900,000 CCEs 

are conducted in India as a part of the General Crop Estimation Survey (GCES). As it is 

recommended to conduct at least 4 CCEs per crop at the insurable unit level, India has 

a total of 230,000 such units (representative of total villages). With an estimated cost 

of a minimum of $16 (Rs. 1000) per CCE, the cost for conducting CCEs themselves pose 

a challenge.  

 Resources to conduct the CCEs – Since the yield needs to be determined around the 

harvest period, the CCEs are to be conducted almost simultaneously in all 

geographies. This poses the challenge of availability of trained manpower to conduct 

the CCEs, monitoring them and reporting the results on time.  

 Quality of the CCE data - The time and cost incentive design and the laborious process 

involved in CCEs add further limitations as it introduces human bias and measurement 

errors. The quality of the reported CCE data is often challenged due to the limitations 

of not having met the volume, timeline, and collation of results as prescribed. Issues 

such as re-submission of CCE data also add to the poor data quality. Issues in the 

quality of data pushes the insurance industry to not accept the data as a reliable input 

for underwriting process.  

Other bottlenecks in insurance industry 

Historical yield plays a role in calculating threshold yield as it uses average yield data for last 

7 years in the computation. In several cases, even with the CCE data being accepted for the 

season, the non-availability of previous yield data at the insurance unit level for the insured 

crop adds to lack of reliable data in calculating the threshold yield.  
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The State government makes the data on CCEs available to the insurance company for guiding 

the underwriting process. Apart from the data sharing, the insurance company is invited to 

have its representatives during the CCEs, adding to the trust in the process of collecting yield 

data. However, due to the large number of CCEs to be conducted, the insurance companies 

do not have sufficient manpower to be able to deploy in all CCEs.  

Since the State is in control of the entire CCE process, the CCE data may also be subject to 

manipulation under political pressure. For instance, getting lower yield declared during CCEs 

can appease the farming communities within a particular region and thereby generate vote 

banks for upcoming elections. The insurance companies need to be able to challenge the 

results produced via the CCE process for a particular risk zone to ensure that they are not 

being subject to losses due to artificial scenarios supported with false or inaccurate data. It is 

important to note that the reverse may also be true, where the insurance industry increases 

its profits by getting the CCE data to be intentionally suppressed to show higher average 

yields. This further highlights the need to have an extremely transparent, robust and 

auditable structures and processes from the perspective of all stakeholders in the agriculture 

value chain.  

The bottlenecks created in the entire process of data collection, collation, dissemination, 

acceptance for the present season and the availability of reliable data for previous years add 

to the inertia in calculating the indemnity payments and eventually lead to delays that can be 

between six to twelve months. These bear an effect into the future credit available for the 

small and marginal farmers. Banks refuse sanctioning of loans for upcoming cropping seasons 

without receiving the full repayment of already sanctioned credit.  
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BHIWANI CASE STUDY - POTENTIAL OF SATELLITE BIG DATA ANALYTICS 

Although we did rationalize our sample selection of Bhiwani district to address our research 

objectives, we formally introduce the Bhiwani case study in this section to explain the micro 

level characteristics and issues prevalent in the district by taking the example of Cotton as the 

crop under consideration. We further highlight the relevance and need for satellite big data 

analytics for addressing the challenges of crop insurance.  

Cotton is one of the major crops grown in Bhiwani district of the Haryana state with rice and 

bajra (pearl millet) being the other major crops [52]. One of the characteristics of cotton is 

that farmers are able to harvest (pick) the crop in multiple time windows (e.g. picking twice 

in a 4-week period) during the same harvest season. In 2016, better prices and farming 

practices had led to a good crop, prompting farmers in the cotton belt of Haryana (of which 

Bhiwani is a part) to shift to cotton farming. However, cotton yield was reported lower than 

expected for the Kharif season of 2017. But there were no reasons reported in the media for 

the lower cotton yield, unlike in the adjacent district Sirsa, where whitefly attack was stated 

as a reason for bad crop condition [53] during the same time.  

In the present case, out of the 890 CCEs conducted in the district of Bhiwani, only 274 were 

co-witnessed by the representatives of the insurance companies. Sceptical of the reports of 

lower crop yield, the insurance company wanted to triangulate the claims made using the 

data reported via the CCEs. As per the Pradhan Mantri Fasal Bima Yojana (PMFBY) operational 

guidelines, insurance companies administering crop insurance to farmers under this scheme 

can use satellite remote sensing derived indices such as the NDVI and Normalized Difference 

Wetness Index (NDWI) (a satellite derived indicator used to monitor changes in water content 

in vegetation) for estimating losses and settling claims. These indices can also be used for 
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confirming crop yield data provided by the state government when the yield estimates 

reported at the insurance unit level are abnormal. 

Satellite big data 

Remote sensing technology provides an unbiased vision of large areas and is widely used in 

assessment and forecasting of crop yield on a regional basis. Satellite images allows the 

accumulation of valuable information for the determination of relationships with ground 

truth data by using spectral characteristics of the fields and expected harvest. In this case, the 

satellite big data is leveraged to determine the extent of crop damage, approximate crop area 

and yield to validate the authenticity of CCEs conducted for cotton crop for Bhiwani district 

in Haryana for 2017’s Kharif (monsoon) season.  

Temporal satellite imagery data of 2016 and 2017 over Bhiwani district is used for 

comparative analysis and to determine the extent of damage and authenticity of the CCE 

data. On the basis of Sentinel 2B and Landsat-8 satellite imagery2 for June to November of 

2016-2017, time-series NDVI and NDWI for Kharif season are used to estimate the acreage of 

sown area for cotton crop. The satellite data is used to derive the NDVI and NDWI based 

indices for the region in question. The results from the analytics help by providing an 

independent estimate of the acreage and the health of the cotton crop. The government 

reported village wise CCE-based crop data for 2016 and 2017 and the corresponding satellite 

                                                                 

2 Sentinel-2B and Landsat 8 are European and American optical mapping satellites carrying high-resolution 
multispectral cameras that provide open access to imagery for agriculture and forestry, among others allowing 
for prediction of crop yields and health. 
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data derived estimates can then be compared to derive conclusions for the decision on 

insurance claims settlement.  

Satellite big data analytics 

The satellite imagery is procured based on the Region of Interest (ROI) and time of interest. 

The process begins by geometric error correction in the procured imagery. Geometric error 

is distortion in the satellite imagery due to the satellite orbit parameters. Post this process, 

radiometric correction of the imagery is performed to remove the noise by considering 

various factors such as incident sunlight, terrain reflectance and atmospheric attenuation. 

Post the completion of basic image processing of geometric and radiometric correction, the 

imagery of the ROI is extracted from single or multiple images by clipping parts at different 

swaths and creating a mosaic of the ROI images. To create a time series analysis, the images 

of ROI at different times are stacked together to one single image. At this point in time, the 

analytics process is ready to be kicked off starting with the application of an agriculture mask 

to extract only the agricultural region from the ROI. From the extracted agricultural region, 

the specific crop region is extracted by using the crop’s spectral and temporal features. 

Depending on the geographic boundaries of interest, the ROI crop classification image is 

broken down based on the vector shapefiles of villages to perform a village wise crop health 

assessment. 

Validating the estimation of crop acreage accuracy via the satellite big data processing 

algorithms is an important step to gain confidence in the correlation between the statistical 

estimation performed over remotely sensed satellite data and the ground truth. The firm 

developing the algorithms achieved this by conducting a series of independent boundary 
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measurement and then comparing them with the estimates of the acreage obtained from the 

trained algorithms for the crop. In the case of Bhiwani, the accuracy of algorithms in 

estimating the acreage was found to be 88%. Similarly, the crop yield estimations are assessed 

via the satellite big data and the accuracy of the yield estimates is verified by using a software-

based model which is trained by conducting a series of CCEs. These algorithm validation steps 

are witnessed by independent experts from the sector to have no internal bias by the firm. 

Satellite big data also has the potential to estimate the crop yield [54] and thereby is capable 

of complementing or replacing the CCEs [55]. In the case of Bhiwani, the satellite data is used 

to estimate the total crop acreage and the health of the crop. Satellite data based yield 

estimates were not utilized in the case of Bhiwani since an agreement on the crop acreage 

and the crop health between the parties involved precede an agreement on the total. In 

Figure 1, we present a pictorial comparison of the data collection journey from the legacy 

solution to the satellite-driven digitised solution while highlighting the challenges in the data 

collation and data collection process and the outcome of the digitised solution.  
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FIGURE 1: A COMPARISON OF LEGACY VS SATELLITE-BASED DIGITALISED SOLUTION FOR 

AGRI-INSURANCE 

 

 

Legacy Solution 

Data Collection: a) Crop Cutting 

Experiment (CCEs) are conducted in 

randomised locations are used to manually 

weight yield by removing crops in a 5m X 

5m patch; b) 4 CCEs per crop at the 

insurable unit level (230,000 such unit’s 

representative of total villages) at a cost of 

$16 (Rs. 1000) per CCE needs to be 

conducted. 

Data Collation: Historical data for 7 years 

needed to calculate threshold yield as it 

uses average yield data. 

Challenges 

Data Collection: a) High cost of conducting CCEs; b) 

Manual and labour-intensive process; c) Time window 

to conduct tens of thousands of CCEs is very small 

hence requiring trained human resources in a short 

time span is difficult; d) Human Bias and 

Measurement errors; e) Co-observers are needed to 

ensure reliability of CCE’s.  

Data Collation: a) Data going back 7 years for the 

CCE locations used for the current season may not be 

available; b) Lack of historical data at insurance unit 

level for the insured crop adds to lack of reliable data 

in calculating the threshold yield.  

Digitized Solution 

Data Collection: a) Satellites collect data of an entire 

region where individual farms are segmented 

according to the ownership; b) Multiple satellites can 

be used to collect data from different satellite 

operators; c) Data from several satellites (such as 

Sentinel) are available for free. 

Data Collation: Satellite data over the past 7 years for 

the region of interest can be procured from different 

satellite operators/sources to estimate the type of crop 

and the crop yield.   

Outcome 

Data Collection: a) Reduction of the cost of 

conducting CCEs; b) Increased reliability of 

the data as a result of removing manual 

labour; c) Improved quality of the estimates 

of the crop yield; d) Removal of human bias 

and ability to compare results from multiple 

data sources from different operators; e) No 

cost or low cost of access to satellite data. 

Data Collation: a) Easier access to historical 

data for any farm location; b) Increased 

reliability of information on the crop; c) 

Higher trust due to independently verifiable 

nature of source with satellite data. 
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RESULTS AND DISCUSSION 

We discuss the outcomes of digitalisation of decision-making leveraging satellite big data 

analytics on the basis of addressing the bottlenecks in the working with the legacy process of 

CCE-based administration as well as using the results to potentially streamline the operational 

aspects of the decision-making processes for the crop insurance claims. We do this by 

comparing the results on the basis of using the CCE-based data reported for the Bhiwani 

district using the legacy process as well as through the satellite big data analytics found 

evidence.  

Contention 1: Removing the underlying data vulnerability 

It is important to acknowledge the bottlenecks caused by the vulnerability of the data by the 

legacy processes in the crop insurance claims settlement lifecycle. The large number of CCEs 

to be conducted sets a limitation on the insurance companies to have co-observers deployed 

at all CCEs. This gap in co-witnessing data collection is a bottleneck in the ability of the insurer 

to trust the data set in its entirety. The current process of estimating the actual yield (estimate 

of the realized average crop yield in an insurance unit) is based on CCE data. However, the 

conduction, collection and collation of the CCE data is done by the agricultural department of 

the state government while the final yield estimate calculations are done by the planning 

department. We believe that adopting democratized data sources such as satellite big data 

can leapfrog the challenges in trust issues in the process as well in reporting the dataset.  

The reported datasets for the Bhiwani district itself provide evidence such challenges. In the 

case of Bhiwani, errors were found in translation of the CCE data into actual yield estimates 

when the data from the two departments of the government were put together to test for 
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correlation.  By simply plotting the locational coordinates provided by the State reveal that 

22 out of 890 CCEs used in the determination of the average yield fall outside the Bhiwani 

district boundary. These create an anomaly in the eventual declaration of actual yield for the 

blocks that consider these locational coordinates. Based on the findings presented in Figure 

1, the insurer can challenge the government authorities for a re-calculation of average yield 

for the contested villages where the invalid data points were used in the yield calculation. 

However, it also provides the basis for the insurer to use the CCE data from the blocks that 

are unaffected by the invalid data points to carry them through further in the underwriting 

process.  

The variation in village-wise actual yield (as estimated by the planning department) and CCE 

yield (as produced by agriculture department) is plotted in Figure 2 as a histogram with the 

CCE data points being considered only if there were three cotton pickings during harvest 

completed at one site. It was found that the cotton yield in 114 villages out of 435 villages 

have reported CCE based village-wise cotton yield greater than the average yield provided by 

the government for claim settlement. This observed difference on the translation of the CCE 

data into actual yield projects a low correlation between the two datasets, raising questions 

about the authenticity of the calculations of the actual yield based on the CCE data by the 

government. 
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FIGURE 2 - VILLAGE-WISE TOTAL YIELD FROM CCE VS ACTUAL AVERAGE YIELD 

 

Based on these results, the insurer can again challenge the government authorities for a re-

calculation of average yield for the contested villages where the actual yield is lower than the 

CCE yield. However, it also provides the basis for the insurer to use the actual yield from the 

blocks that are unaffected by the data bias to carry them through further in the underwriting 

process.  

Given that the data from the satellites is both independent and democratized in terms of 

access, the usage of satellite data as a basis to render decisions can create trust between the 

stakeholders. There may be adoption concerns on completely replacing the established 

legacy processes. A practical middle ground may be using a combination of both CCE and 

satellite big data sources to create a litmus test to the data collected within the legacy 

process. This can increase the moral and ethical barriers in reporting the underlying data 

which holds the administrators accountable within the landscape current operations.  

Contention 2: Capturing errors within the legacy dataset acting as basis for underwriting 

The premise of the ‘area-based approach’ being that the conditions at farm level as well as 

weather at a given localized area being very similar, the results expected in capturing the 
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average yield in this approach should translate to yields that have low deviations (~<10%) 

between adjacent areas/blocks. However, the actual yield data in the case of several adjacent 

villages in Bhiwani is not indicative of this. 

The deviation between adjacent villages in actual yield (Figure 3) is found to be between 1-

30% for 52 villages and 30-60% for18 villages. The satellite big data based assessment reveals 

that drastic change in crop condition happened between 2nd October, 2017 and 22th October, 

2017, which may be indicative of the first and second pickings around these dates. It was 

found that 346 of the 435 villages saw a change in intensity of crop condition by 30% or lesser 

(Figure 4). 

 

FIGURE 3 - YIELD DEVIATIONS IN ADJACENT VILLAGES 
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FIGURE 4 - COMPARISON OF CROP YIELD BETWEEN 2-22, OCTOBER, 2017 
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Adjacent villages in Bhiwani district have very high deviation (from positive to negative) as 

per the government cotton yield data, raising questions about its validity. Given the premise 

of area-based approach of yields to be similar among adjacent blocks, the large deviations in 

actual yields between adjacent villages brings the timing of the CCEs into the limelight since 

cotton being a crop that can be harvested over multiple pickings. The results from this analysis 

provides the grounds for the insurer to challenge the government data based on the time 

series analysis of yield against the timeline of CCEs being conducted to estimate the actual 

yields.  

Contention 3: Estimation of cotton crop acreage  

Given the culture of mixed-farming (multi-cropping) by small and marginal farmers in India, 

one of the important sources of information needed in the underwriting process is the total 

acreage of the insured crop. With the current process of determining the total crop acreage 

being based on land-based physical surveys conducted by the government, the insurer either 

has to invest into co-observing the survey or simply depend on data provided to them on total 

acreage. Estimation of the total crop acreage by creating an independent source of 

information for the insurer to be able to contest any large deviations in the declared crop 

acreage is an opportunity to bridge the gap in trust.    

Figure 5 shows cotton crop acreage for 2016 and 2017 based on the crop classification and 

village-wise estimation produced post the processing performed on satellite imagery. Table 2 

provides the cotton acreage for 2016 and 2017 comparing the data provided by the 

government against that produced by satellite analytics. For the year 2016 and 2017, 
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difference in the cotton crop acreage figures (with the government claiming higher crop 

acreage) stands at 21.3% and 18.3% correspondingly.  

TABLE 2 – TOTAL DISPUTED LAND ACREAGE FOR 2016 AND 2017 

Year 
Government 

Acreage (Ha) 

Satellite Analytics 

Acreage (Ha) 
Dispute (Ha) Dispute (%) 

2016 87,600 68,969 -14,750 -21.3 

2017 1,13,900 93,039 -20,861 -18.3 
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FIGURE 5 - VALIDATION OF COTTON ACREAGE WITHIN THE AREA OF INTEREST 
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Since the deviation in results are high, a block level acreage comparison is performed (Table 

3) to closely evaluate the difference between the two datasets. The block level data highlights 

that except in some blocks (Tosham, Badhra, Dadri-1, and Kairu), the deviations between the 

results generated from satellite analytics estimated acreage and government’s acreage data 

is much higher. These ambiguity in area estimates implies that the insurance industry can 

challenge the government to possibly reconsider cotton sown area data. At the same time, it 

offers the opportunity to the insurer to fast-track the underwriting process for the blocks 

where the deviation is below acceptable margins. Further, within the disputed blocks of larger 

deviations, the insurer can conduct the underwriting process in two stages. The first stage 

involves carrying out underwriting process for the claims that can use the satellite data-based 

crop acreage estimation and based on the settlement reached between the insurer and the 

government. The second stage can involve clearing the underwriting process for the disputed 

acreage. These steps shall ultimately benefit the farm community in reducing the processing 

claims and providing timely relief. 
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TABLE 3 - BLOCK-WISE DISPUTED LAND ACREAGE FOR 2016 AND 2017 

 

Contention 4: Estimation of cotton crop yield  

CCEs as a single source of data is a bottleneck in estimating the average yield of crop and with 

the data mainly generated by the government’s own representative. The drawbacks of the 

insurer not having enough resources to co-observe all CCEs affects the reliability of the data 

and forms the basis of contention over the estimates of average crop yield.  

The government data for cotton yield for Kharif 2016 showed significant drop considering the 

output for the following year of 2017. There can be several reasons for the drop-in output 

Block 

2016 2017 

Satellite Analytics 

Acreage (Ha) 

Dispute 

(%) 

Satellite Analytics 

Acreage (Ha) 

Dispute 

(%) 

Loharu 12,000 1% 13,700 -26% 

Bhiwani 7,700 -49% 9,100 -37% 

Tosham 6,200 -25% 11,600 -1% 

Bhiwani Khera 5,800 -52% 6,200 -52% 

Dadri-I (Bond 

Kalan) 
4,400 -21% 6,200 9% 

Dadri-II (Dadri) 5,000 11% 6,700 31% 

Badhra 13,500 2% 17,000 1% 

Siwani 3,800 -24% 6,300 -19% 

Kairu 4,300 0% 6,000 7% 

Behal 5,900 -24% 10,000 -34% 

Total 68,900 -21% 93,000 -18% 
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such as lack of rains, irrigation issues, pests, etc. In order to understand the reason for the 

estimated lower yield for 2016, a comparative analysis of crop intensity using time series NDVI 

maps is conducted. 2016 and 2017 planting to harvest is compared to analyse the change in 

crop condition and output yield within various blocks of the Bhiwani district.  

In order to identify the reason for the change in crop vigour and deviations in yield of cotton 

crop, soil moisture time-series data (generated by combining thermal satellite image data 

with local weather parameters) was analysed at the village level along with local precipitation 

data and demarcation data of irrigated and non-irrigated cotton growing areas. This is 

performed to identify the condition of supply of water (continuous irrigation or any drastic 

reduction in water content in the soil) and to avoid false inclusions.  

Utilizing the wetness profile at the village level plotted for the years 2016 and 2017, the 

change in intensity of the wetness profile reveals noticeable changes. This information is then 

corroborated with the rainfall information for both the years, as provided by the government. 

Although unusually high rainfall was recorded in 2017, as against the same month in the year 

2016, the crop wetness condition deviation in was very low. Hence the impact of rains on the 

actual yield of cotton in Bhiwani was ruled out.  

The average NDVI values when compared between the year’s 2016 and 2017 (Figure 6) 

corroborates the deterioration of crop condition in 2016. However, there is a significant 

deviation between the government reported data of crop yield and the data from the satellite 

analytics. The results showed that government reported data projected lower yield figures. 

These deviations were spotted through statistical linear relationship between NDVI and CCE 

data. This forms the basis to check possible reasons for the anomaly in the underlying data by 



36 

 

finding a correlation of the data at the village level. The number of villages with negative 

deviation in actual yield data of 2016 and 2017 is found to be 131 of the 435 villages which 

have deviation of more than 50%. The variation in NDVI (crop condition indicator) and actual 

average cotton yield as determined via the CCEs across all villages was analysed. There was 

no correlation found between these two datasets as should be expected, potentially due to 

incorrect reporting of actual cotton yield.  

 

FIGURE 6 - VARIATION IN CROP YIELD BETWEEN 2016 AND 2017 

 

Digitalisation based on integration of better information in supply chains enable 

responsiveness [56]. Digitalisation of decision-making using satellite big data analytics provide 

the insurer the ability to overcome the challenges in determining the factors causing damages 

instead of simply relying on crop surveys, media reports or simple weather-based reporting. 

The localization to the individual farm level through satellite big data allows the insurer to 

make a case for not only accurately determining the plausible source of crop damage and 

therefore lower yield, but also in estimating the extent of damage at the localized farm level. 

This provides the impetus for the insurer to fast-track claims independently in areas that have 

deviations to acceptable ceiling in crop yield against the government provided data and 
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negotiate with the government for the datasets where the deviations are large towards a 

settlement. Economic influence and growth is an identified pillar for sustainable production 

in agriculture supply chains [57]. The usage of satellite big data analytics provides the 

foundation to providing economic equity to small and marginal famers. The use of satellite 

big data analytics to drive decision making adds richness to case study literature within 

digitalisation since the study itself is purely based on real-life setting. From the perspective of 

studying the deployment of technologies that are beneficial to farmers in developing 

countries, researchers often look at technologies that farmers can directly use by themselves 

and can benefit from development these technologies can help for their farm lands [58]. Our 

study shows there is tremendous scope to have a large-scale deployment of satellite big data 

analytics to support operations that can directly transfer socio-economic benefits to small 

and marginal farmers.  

DISCUSSION 

The case study of Bhiwani provides insights into the real-world application of digitalisation of 

decision-making using satellite big data analytics be leveraged to improve decision making in 

insurance claims settlement operations. Through the case study, we provide an insight into 

the real-world integration of novel technologies in knowledge creation and dissemination 

which ties into the operations of the stakeholders supporting small and marginal farmers. The 

case study provides concrete evidence of how disparate data in the big data context can be 

brought together to provide informed decision making and allows plausible integration of big 

data analytics into the interrelated nature of institutions and business entities' supporting 

processes in agriculture value chain. The case study showcases how satellite big data based 

analytics provides the grounds for the insurers in developing countries to conduct an 
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independent assessment into the total acreage of the crop as well as the total yield of the 

crop which act as the two main parameters that are a factor in calculating the indemnity 

payments. The bottleneck created by the lack of trust in the data provided to the insurers on 

acreage and yields for conducting the underwriting process has the potential to be resolved 

via negotiations between the parties, paving the way to claims settlement to the affected 

farm communities. Digitalisation using satellite big data analytics provides one such approach 

using which we have demonstrated the utility of data-driven practice for the purposes of 

estimation of cotton crop acreage and changes in crop yield within the crop insurance 

context. This paper gives an important foundation from the perspective of GSC too. Our 

findings provide evidence that GSC such as the one explained in this paper can be 

systematically addressed through satellite big data analytics and provides motivation for 

similar projects in the agricultural sector concerning losses in the food supply chain.  

There is immense scope for the greater integration of data-driven avenues to be integrated 

into agriculture supply chains in emerging markets. For instance, the satellite big data 

analytics approach would work best for countries such as India where 85% of agricultural land 

holdings is less than 2 hectares. In other words, where farm size is small, satellite imagery 

analytics could be very effective. Further, in areas where farm size is large, there is immense 

potential of satellite imagery big data combined with other technology such as drones etc for 

effective precision driven farming and surveillance in the agriculture sector. Hence, policy 

agents may rely on this solution approach as an effective tool and scale up initiatives across 

different parts of India irrespective of the farm size. With India gaining success in satellite 

missions in recent past, the viability of scaling up such operations and using complimentary 

technology seems positive. Similar arguments hold true for emerging nations especially 
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countries in the Asian sub-continent who can imitate such approaches by deploying satellite 

imagery technology. 

RESEARCH IMPLICATIONS 

The case study discussed in the paper can spark interest adoption of digitalisation in both 

horizontally (within the space of agri-financial services) and vertically (extension to other 

parts of agriculture value chain). Within the landscape of agri-financial services, the osmosis 

of the satellite big data analytics into banking and insurance practices provides the 

opportunity to create interlinkages between the two sectors to facilitate transparency and 

efficiency in the entire lifecycle of the use of agri-financial services by farmers. Exploration of 

such seamless information sharing between the credit supply side and the downstream risk 

management side of the agriculture markets in developing countries can reduce the volatility 

in markets, provide a more transparent basis for agronomy policy making, encourage greater 

private sector and foreign investment. There is also scope to integrate satellite big data into 

supply chain design strategies to improve coordination across the value chain [59].  

Similarly, longitudinal studies of crop health and yield enabled by satellite big data is not only 

of interest to policy makers or agri-financial services sector, but also to the trading and supply 

chain markets. There is clearly scope for utilization of satellite big data analytics as an integral 

part of decision technologies in agribusiness problems including agro-econometric 

forecasting, crop planning, procurement, and vendor price/risk assessment [60]. The analytics 

based insights on performance of crops also have potential for integration into improving risk 

management models [61].    
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We believe our research context presents an important contribution to the discussion on 

tackling GSC through management research [67]. Our findings support the argument that 

through coordinated and collaborative effort from different stakeholders involved in the 

supply chain, GSC can be addressed to a great extent. In our case, we find our technology 

partners can address the issues of critical stakeholders, i.e., insurance providers, in the supply 

chain.  

Further, our paper builds on the understanding of constructive technology assessment [71] 

by focusing on the modulation dimension of technological assessment. Further it highlights 

the role of societal impact [68] in terms of providing opportunity for higher income for 

farmers. It supports the overarching goal of social robustness of technology by addressing 

grand societal challenges in developing nations [67]. Also, it documents the strong impact of 

satellite imagery in creating big data for onward analysis through different analytical 

techniques [69].   

Practice implications 

The present work showcases how the use of satellite big data analytics in agri-financial 

institutions supporting cultivation by small and marginal farmers in developing countries can 

be a part of the basket of tools which can drive dynamic capabilities in the upstream of 

agriculture. From a practice perspective, the study provides evidence of the maturity of the 

technology, scalability of it to large geographical areas. This should provide impetus for the 

government in India to conduct some independent pilots on the possibility of replacing CCEs 

and testing the deployment of satellite big data analytics for crop yield and health assessment 

at the federal level.  
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The results of the case of Bhiwani provide several key evidences for the agri-insurance 

providers to contest the basis of the data provided by the government. One of the major 

outcomes from an operations perspective of the insurers is the ability to overcome the 

bottleneck to have physical presence of personnel to witness CCEs. Satellite big data analytics 

affords them to have a combination of both personnel (where available) and an analytics-

driven solution to arrive at decisions based on first-hand evidence. The findings reported 

using satellite big data as an independent source of information provide the insurers to fast-

track claims settlement where the deviation of yield against the CCE yield data is not 

significant and at the same time try to take a two-stage approach to settling claims in villages 

where further negotiations on the basis of the data needs to be carried out.  

Policy implications 

The case study provides evidence of the value created for stakeholders supporting the 

agriculture supply chain by integrating independent streams of data and providing a 

digitalisation-driven solution for efficient decision making. There is tremendous scope for 

policy makers to employ such analytics-driven solutions through pilot projects and scale 

successful solutions to address other agronomy problems within the supply chain. Proactive 

employment of technology-driven effective policy making for agronomy problems holds the 

potential to address the accelerated need to adapt to climate change [62]. Ultimately such 

solutions improve the management of risks associated with increasing climate change and its 

effect on farmers and food systems.  

One such example within the Indian agronomy policy making context is the transition towards 

using individual-based approach to crop insurance from an area-based approach. The 
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Government of India has so far used ‘area-based approach’ for crop insurance owing to the 

higher administration costs involved in individual ex-ante assessment of risk as well as ex-post 

assessment of loss for estimating individual premium and disbursal of claim payment [63]. 

Satellite data analytics has the potential to be the centrepiece of the key enabling 

technologies to transition from area-based approach to individual-based approach in crop 

insurance. Adoption of individual-based approach can help provide tailored redressal 

solutions to individual farms and their tillers against the current practice of clubbing several 

farmers and their holdings. The greater transparency created through the process can provide 

the foundation for improved administrative decision making (e.g., expansion of the scope of 

crops being covered in crop insurance schemes). The spill overs moving to individual basis 

may lead to other positive externalities such as increased participation by the private sector 

in rural agriculture, creating tighter credit supply side linkages, and contributing to better 

forecasting models for food security.  

Societal implications 

Satellite big data analytics allows addressing the needy farmers by delineating the decision 

making for settlement of claims submitted through a verifiable and scalable model. The 

transparency brought in by the satellite big data curbs the plausible exploitation of claims 

filing and settlement for political gains and holds great potential for improved ethicality of 

the decisions made to approve (or not approve) the insurance claims.  

Access to microcredit has been effective in providing better access to agriculture inputs, 

adoption of modernization, improved farm/nonfarm linkages leading to smoothening risk for 

small and marginal farmers and increasing farm incomes [64].  However, most of the 
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microfinance schemes fail due to lack of screening capabilities of unproductive borrowers 

[65].  Research has highlighted the need for interlinkage between credit contracts and index 

insurance in low collateral environments as a necessity to internalize the positive externality 

that insurance affords on the lender’s portfolio [66]. Therefore, the circling back of the 

satellite data analytics into the supply side of credit shall have positive implications for better 

decision making and risk management of the microcredit lending community. As a result, the 

expansion of microcredit has a direct impact on the expansion and coverage of crop insurance 

and can potentially contribute to increasing the overall pie within the crop insurance 

segment.  

Limitations and future research 

The case study that we have presented uses a single geography and a single incident to 

explore the research question. This comes as a methodological constraint that we have to 

accept to be able to set a reasonable set of boundary conditions for the case study. Within 

the scope of this paper, the digitalisation solution described may indeed have a bearing on 

the policymakers with the plausible adoption of satellite big data analytics to replace the 

traditional method of CCE. With the expected saving in cost, time and efficiency of rolling out 

such new technologies, the agri-economic effects into policy making due to the adoption of 

big data analytics shall be an interesting phenomenon to study. Given the potential for the 

fast-paced proliferation of the digitalisation described in the present work, there is immense 

potential for adoption of such analytics services by corporations in their supply chain 

intelligence. We believe there is scope to study the ethical aspects that may emerge from 

adoption of such digitalisation technologies by other potential users such as banks, 

corporations, investors, etc.  



44 

 

Acknowledgments 

We would like to take this opportunity to thank the firm ‘SatSure’ for allowing the authors to 

access the big data analytics cloud platform and interact with their employees. Thorough 

observations of the team which built and deployed the technology platform for agri-insurance 

providers were conducted. We appreciate the efforts of Mr. Prateep Basu in explaining the 

underlying data structure, technicalities involved, and the implications of satellite big data 

analytics. 

REFERENCES 

[1] Ministry of Agriculture, “Agriculture Census 2010-11 (Phase-II),” Agriculture Census 
Division, Department of Agriculture & Cooperation, Ministry of Agriculture (India), New 
Delhi, 2015. Accessed: Jun. 16, 2018. [Online]. Available: 
http://agcensus.nic.in/document/agcensus2010/allindia201011H.pdf. 

[2] J. K. Saha, R. Selladurai, M. V. Coumar, M. L. Dotaniya, S. Kundu, and A. K. Patra, 
“Agriculture, Soil and Environment,” in Soil Pollution - An Emerging Threat to Agriculture, 
Springer, Singapore, 2017, pp. 1–9. 

[3] D. Swami, P. Dave, and D. Parthasarathy, “Agricultural susceptibility to monsoon 
variability: A district level analysis of Maharashtra, India,” Science of The Total 
Environment, vol. 619–620, pp. 559–577, Apr. 2018, doi: 
10.1016/j.scitotenv.2017.10.328. 

[4] Press Information Bureau, “Farmers Welfare Schemes,” Jul. 18, 2017. 
pib.nic.in/Pressreleaseshare.aspx?PRID=1496069 (accessed Jun. 16, 2018). 

[5] S. Cole, “Fixing Market Failures or Fixing Elections? Agricultural Credit in India,” American 
Economic Journal: Applied Economics, vol. 1, no. 1, pp. 219–250, Jan. 2009, doi: 
10.1257/app.1.1.219. 

[6] J. Hellin, J. W. Hansen, A. Rose, and M. Braun, “Scaling up agricultural adaptation through 
insurance: Bringing together insurance, big data and agricultural innovation,” May 2017, 
Accessed: Jun. 16, 2018. [Online]. Available: 
https://cgspace.cgiar.org/handle/10568/92977. 

[7] A. Gulati, P. Terway, and S. Hussain, “Crop insurance in India: Key issues and way 
forward,” Working Paper, Working Paper 352, 2018. Accessed: Jun. 16, 2018. [Online]. 
Available: https://www.econstor.eu/handle/10419/176379. 

[8] P. K. Aggarwal et al., “Report of the Task Force on Enhancing technology use in 
agriculture insurance,” 2016. http://eprints.cmfri.org.in/12312/ (accessed Jun. 16, 
2018). 

[9] Down To Earth, “Insurance companies have not paid 83% of farmers’ claims,” Jun. 05, 
2017. 



45 

 

[10] J. S. Srai and H. Lorentz, “Developing design principles for the digitalisation of purchasing 
and supply management,” Journal of Purchasing and Supply Management, vol. 25, no. 
1, pp. 78–98, Jan. 2019, doi: 10.1016/j.pursup.2018.07.001. 

[11] J. Berlak, S. Hafner, and V. G. Kuppelwieser, “Digitalization’s impacts on productivity: a 
model-based approach and evaluation in Germany’s building construction industry,” 
Production Planning & Control, vol. 0, no. 0, pp. 1–11, Mar. 2020, doi: 
10.1080/09537287.2020.1740815. 

[12] A. Zangiacomi, J. Oesterle, R. Fornasiero, M. Sacco, and A. Azevedo, “The 
implementation of digital technologies for operations management: a case study for 
manufacturing apps,” Production Planning & Control, vol. 28, no. 16, pp. 1318–1331, 
Dec. 2017, doi: 10.1080/09537287.2017.1375142. 

[13] A. A. Kharlamov and G. Parry, “The impact of servitization and digitization on 
productivity and profitability of the firm: a systematic approach,” Production Planning & 
Control, vol. 0, no. 0, pp. 1–13, Jan. 2020, doi: 10.1080/09537287.2020.1718793. 

[14] D. Ivanov, A. Dolgui, and B. Sokolov, “The impact of digital technology and Industry 4.0 
on the ripple effect and supply chain risk analytics,” International Journal of Production 
Research, vol. 57, no. 3, pp. 829–846, Feb. 2019, doi: 10.1080/00207543.2018.1488086. 

[15] J. F. C. Rodrigues, F. A. F. Ferreira, L. F. Pereira, E. G. Carayannis, and J. J. M. Ferreira, 
“Banking Digitalization: (Re)Thinking Strategies and Trends Using Problem Structuring 
Methods,” IEEE Transactions on Engineering Management, pp. 1–15, 2020, doi: 
10.1109/TEM.2020.2993171. 

[16] I. Lee, “Big data: Dimensions, evolution, impacts, and challenges,” Business Horizons, vol. 
60, no. 3, pp. 293–303, May 2017, doi: 10.1016/j.bushor.2017.01.004. 

[17] P. Kempeneers and P. Soille, “Optimizing Sentinel-2 image selection in a Big Data 
context,” Big Earth Data, vol. 1, no. 1–2, pp. 145–158, Dec. 2017, doi: 
10.1080/20964471.2017.1407489. 

[18] P. Akhtar, Y. K. Tse, Z. Khan, and R. Rao-Nicholson, “Data-driven and adaptive leadership 
contributing to sustainability: global agri-food supply chains connected with emerging 
markets,” International Journal of Production Economics, vol. 181, pp. 392–401, Nov. 
2016, doi: 10.1016/j.ijpe.2015.11.013. 

[19] J. S. Brennen and D. Kreiss, “Digitalization,” in The International Encyclopedia of 
Communication Theory and Philosophy, American Cancer Society, 2016, pp. 1–11. 

[20] K. W. M. Siu and Y. L. Wong, “Learning opportunities and outcomes of design research 
in the digital age,” Information Science Reference, 2016. 

[21] P. A. Hennelly, J. S. Srai, G. Graham, and S. F. Wamba, “Rethinking supply chains in the 
age of digitalization,” Production Planning & Control, vol. 31, no. 2–3, pp. 93–95, Feb. 
2020, doi: 10.1080/09537287.2019.1631469. 

[22] G. J. Hahn, “Industry 4.0: a supply chain innovation perspective,” International Journal 
of Production Research, vol. 58, no. 5, pp. 1425–1441, Mar. 2020, doi: 
10.1080/00207543.2019.1641642. 

[23] M. Fakhar Manesh, M. M. Pellegrini, G. Marzi, and M. Dabic, “Knowledge Management 
in the Fourth Industrial Revolution: Mapping the Literature and Scoping Future 
Avenues,” IEEE Transactions on Engineering Management, pp. 1–12, 2020, doi: 
10.1109/TEM.2019.2963489. 

[24] J. Sheng, J. Amankwah-Amoah, and X. Wang, “Technology in the 21st century: New 
challenges and opportunities,” Technological Forecasting and Social Change, vol. 143, 
pp. 321–335, Jun. 2019, doi: 10.1016/j.techfore.2018.06.009. 



46 

 

[25] M. Zaki, B. Theodoulidis, P. Shapira, A. Neely, and M. F. Tepel, “Redistributed 
Manufacturing and the Impact of Big Data: A Consumer Goods Perspective,” Production 
Planning & Control, vol. 30, no. 7, pp. 568–581, May 2019, doi: 
10.1080/09537287.2018.1540068. 

[26] N. P. Nagendra, G. Narayanamurthy, R. Moser, and A. Singh, “Open Innovation Using 
Satellite Imagery for Initial Site Assessment of Solar Photovoltaic Projects,” IEEE 
Transactions on Engineering Management, pp. 1–13, 2020, doi: 
10.1109/TEM.2019.2955315. 

[27] N. Mishra, A. Singh, N. P. Rana, and Y. K. Dwivedi, “Interpretive structural modelling and 
fuzzy MICMAC approaches for customer centric beef supply chain: application of a big 
data technique,” Production Planning & Control, vol. 28, no. 11–12, pp. 945–963, Sep. 
2017, doi: 10.1080/09537287.2017.1336789. 

[28] A. E. C. Mondragon, C. E. C. Mondragon, and E. S. Coronado, “Managing the food supply 
chain in the age of digitalisation: a conceptual approach in the fisheries sector,” 
Production Planning & Control, vol. 0, no. 0, pp. 1–14, Mar. 2020, doi: 
10.1080/09537287.2020.1733123. 

[29] M. Shukla and M. K. Tiwari, “Big-data analytics framework for incorporating smallholders 
in sustainable palm oil production,” Production Planning & Control, vol. 28, no. 16, pp. 
1365–1377, Dec. 2017, doi: 10.1080/09537287.2017.1375145. 

[30] R. D. Kusumastuti, D. P. van Donk, and R. Teunter, “Crop-related harvesting and 
processing planning: a review,” International Journal of Production Economics, vol. 174, 
pp. 76–92, Apr. 2016, doi: 10.1016/j.ijpe.2016.01.010. 

[31] U. Deichmann, A. Goyal, and D. Mishra, “Will digital technologies transform agriculture 
in developing countries?,” Agricultural Economics, vol. 47, no. S1, pp. 21–33, Nov. 2016, 
doi: 10.1111/agec.12300. 

[32] S. K. Devalkar, S. Seshadri, C. Ghosh, and A. Mathias, “Data Science Applications in Indian 
Agriculture,” Production and Operations Management, Dec. 2017, doi: 
10.1111/poms.12834. 

[33] N. P. Nagendra and T. Segert, “Challenges for NewSpace Commercial Earth Observation 
Small Satellites,” New Space, vol. 5, no. 4, pp. 238–243, Oct. 2017, doi: 
10.1089/space.2017.0014. 

[34] C. Ferencz et al., “Crop yield estimation by satellite remote sensing,” International 
Journal of Remote Sensing, vol. 25, no. 20, pp. 4113–4149, Oct. 2004, doi: 
10.1080/01431160410001698870. 

[35] R. Houborg and M. F. McCabe, “High-Resolution NDVI from Planet’s Constellation of 
Earth Observing Nano-Satellites: A New Data Source for Precision Agriculture,” Remote 
Sensing, vol. 8, no. 9, p. 768, Sep. 2016, doi: 10.3390/rs8090768. 

[36] C. Toth and G. Jóźków, “Remote sensing platforms and sensors: A survey,” ISPRS Journal 
of Photogrammetry and Remote Sensing, vol. 115, pp. 22–36, May 2016, doi: 
10.1016/j.isprsjprs.2015.10.004. 

[37] C. J. Weissteiner and W. Kühbauch, “Regional Yield Forecasts of Malting Barley 
(Hordeum vulgare L.) by NOAA-AVHRR Remote Sensing Data and Ancillary Data,” Journal 
of Agronomy and Crop Science, vol. 191, no. 4, pp. 308–320, 2005, doi: 10.1111/j.1439-
037X.2005.00154.x. 

[38] N. Dayasindhu and S. Chandrashekar, “Indian remote sensing program: A national 
system of innovation?,” Technological Forecasting and Social Change, vol. 72, no. 3, pp. 
287–299, Mar. 2005, doi: 10.1016/j.techfore.2004.08.012. 



47 

 

[39] J. Amankwah-Amoah, “Safety or no safety in numbers? Governments, big data and 
public policy formulation,” Industrial Management & Data Systems, Oct. 2015, doi: 
10.1108/IMDS-04-2015-0158. 

[40] C. Parker, K. Ramdas, and N. Savva, “Is IT Enough? Evidence from a Natural Experiment 
in India’s Agriculture Markets,” Management Science, vol. 62, no. 9, pp. 2481–2503, Jan. 
2016, doi: 10.1287/mnsc.2015.2270. 

[41] R. K. Yin, Case study research: design and methods. Sage Publications, 1994. 
[42] N. Siggelkow, “Persuasion With Case Studies,” AMJ, vol. 50, no. 1, pp. 20–24, Feb. 2007, 

doi: 10.5465/amj.2007.24160882. 
[43] R. Dubey et al., “Can big data and predictive analytics improve social and environmental 

sustainability?,” Technological Forecasting and Social Change, vol. 144, pp. 534–545, Jul. 
2019, doi: 10.1016/j.techfore.2017.06.020. 

[44] Ministry of Agriculture & Farmers Welfare, “Operational Guidelines of ‘Pradhan Mantri 
Fasal Bima Yojana’ (PMFBY).” Department of Agriculture, Cooperation and Farmers 
Welfare, 2016, Accessed: Jul. 06, 2018. [Online]. Available: http://www.agri-
insurance.gov.in/PMFBY.aspx. 

[45] V. M. Dandekar, “Crop Insurance in India,” Economic and Political Weekly, vol. 11, no. 
26, pp. A61–A80, 1976. 

[46] H. G. Halcrow, “Actuarial Structures for Crop Insurance,” Am J Agric Econ, vol. 31, no. 3, 
pp. 418–443, Aug. 1949, doi: 10.2307/1232330. 

[47] B. J. Barnett and O. Mahul, “Weather Index Insurance for Agriculture and Rural Areas in 
Lower-Income Countries,” Am J Agric Econ, vol. 89, no. 5, pp. 1241–1247, Dec. 2007, doi: 
10.1111/j.1467-8276.2007.01091.x. 

[48] C. Turvey, M. T. Norton, and D. Osgood, “Quantifying spatial basis risk for weather index 
insurance,” The Journal of Risk Finance, vol. 14, no. 1, pp. 20–34, Dec. 2012, doi: 
10.1108/15265941311288086. 

[49] R. NAIR, “Crop Insurance in India: Changes and Challenges,” Economic and Political 
Weekly, vol. 45, no. 6, pp. 19–22, 2010. 

[50] G. Breustedt, R. Bokusheva, and O. Heidelbach, “Evaluating the Potential of Index 
Insurance Schemes to Reduce Crop Yield Risk in an Arid Region,” Journal of Agricultural 
Economics, vol. 59, no. 2, pp. 312–328, 2008, doi: 10.1111/j.1477-9552.2007.00152.x. 

[51] Directorate of Economics & Statistics, “Manual on Crop Estimation Survey (Crop Cutting 
Experiment).” Government of Meghalaya, Feb. 2017, Accessed: Jul. 15, 2018. [Online]. 
Available: 
http://megplanning.gov.in/statistics/Manual%20of%20Crop%20Cutting%20Experiment
.PDF. 

[52] R. M. Sethi, Socio-economic Profile of Rural India (series II).: North and central India 
(Punjab, Haryana, Himachal Pradesh and Madhya Pradesh). Concept Publishing 
Company, 2011. 

[53] T. V. Jayan, “Low yield, prices hit Haryana cotton farmers,” The Hindu Business Line, 
Fatehabad, Haryana, Nov. 26, 2017. 

[54] M. Battude et al., “Estimating maize biomass and yield over large areas using high spatial 
and temporal resolution Sentinel-2 like remote sensing data,” Remote Sensing of 
Environment, vol. 184, pp. 668–681, Oct. 2016, doi: 10.1016/j.rse.2016.07.030. 

[55] R. Singh, D. P. Semwal, A. Rai, and R. S. Chhikara, “Small area estimation of crop yield 
using remote sensing satellite data,” International Journal of Remote Sensing, vol. 23, 
no. 1, pp. 49–56, Jan. 2002, doi: 10.1080/01431160010014756. 



48 

 

[56] A. K. Singh and A. Garg, “Impact of information integration on decision-making in a 
supply chain network,” Production Planning & Control, vol. 26, no. 12, pp. 994–1010, 
Sep. 2015, doi: 10.1080/09537287.2014.1002024. 

[57] K. Govindan, “Sustainable consumption and production in the food supply chain: A 
conceptual framework,” International Journal of Production Economics, vol. 195, pp. 
419–431, Jan. 2018, doi: 10.1016/j.ijpe.2017.03.003. 

[58] P. Verma and N. Sinha, “Integrating perceived economic wellbeing to technology 
acceptance model: The case of mobile based agricultural extension service,” 
Technological Forecasting and Social Change, vol. 126, pp. 207–216, Jan. 2018, doi: 
10.1016/j.techfore.2017.08.013. 

[59] J. Blackburn and G. Scudder, “Supply Chain Strategies for Perishable Products: The Case 
of Fresh Produce,” Production and Operations Management, vol. 18, no. 2, pp. 129–137, 
2009, doi: 10.1111/j.1937-5956.2009.01016.x. 

[60] T. J. Lowe and P. V. Preckel, “Decision Technologies for Agribusiness Problems: A Brief 
Review of Selected Literature and a Call for Research,” M&SOM, vol. 6, no. 3, pp. 201–
208, Jul. 2004, doi: 10.1287/msom.1040.0051. 

[61] S. J. Allen and E. W. Schuster, “Controlling the Risk for an Agricultural Harvest,” M&SOM, 
vol. 6, no. 3, pp. 225–236, Jul. 2004, doi: 10.1287/msom.1040.0035. 

[62] S. J. Vermeulen et al., “Options for support to agriculture and food security under climate 
change,” Environmental Science & Policy, vol. 15, no. 1, pp. 136–144, Jan. 2012, doi: 
10.1016/j.envsci.2011.09.003. 

[63] S. Sinha, “Agriculture Insurance in India: Scope for Participation of Private Insurers,” 
Economic and Political Weekly, vol. 39, no. 25, pp. 2605–2612, 2004. 

[64] S. R. Khandker and G. B. Koolwal, “How has microcredit supported agriculture? Evidence 
using panel data from Bangladesh,” Agricultural Economics, vol. 47, no. 2, pp. 157–168, 
Aug. 2015, doi: 10.1111/agec.12185. 

[65] P. Maitra, S. Mitra, D. Mookherjee, A. Motta, and S. Visaria, “Financing smallholder 
agriculture: An experiment with agent-intermediated microloans in India,” Journal of 
Development Economics, vol. 127, pp. 306–337, Jul. 2017, doi: 
10.1016/j.jdeveco.2017.03.001. 

[66] M. R. Carter, L. Cheng, and A. Sarris, “Where and how index insurance can boost the 
adoption of improved agricultural technologies,” Journal of Development Economics, 
vol. 118, pp. 59–71, Jan. 2016, doi: 10.1016/j.jdeveco.2015.08.008. 

[67] George, G., Howard-Grenville, J., Joshi, A., & Tihanyi, L. (2016). Understanding and 
tackling societal grand challenges through management research. Academy of 
Management Journal, 59(6), 1880-1895. 

[68] Grunwald, A. (2009). Technology assessment: Concepts and methods. In Philosophy of 
technology and engineering sciences (pp. 1103-1146). North-Holland. 

[69] Ported, A. L. (1995). Technology assessment. Impact assessment, 13(2), 135-151.  
[70] Banta, D. (2009). What is technology assessment?. International journal of technology 

assessment in health care, 25(S1), 7-9. 
[71] Schot, J., & Rip, A. (1997). The past and future of constructive technology 

assessment. Technological forecasting and social change, 54(2-3), 251-268. 
[72] Sengupta, T., Narayanamurthy, G., Moser, R., & Hota, P. K. (2019). Sharing app for farm 

mechanization: Gold Farm’s digitized access based solution for financially constrained 
farmers. Computers in Industry, 109, 195-203. 



49 

 

[73] Hall, D. K. (1988). Assessment of polar climate change using satellite technology. Reviews 
of Geophysics, 26(1), 26-39. 

[74] Hadjimitsis, D. G., Retalis, A., & Clayton, C. R. (2002). The assessment of atmospheric 
pollution using satellite remote sensing technology in large cities in the vicinity of 
airports. Water, Air and Soil Pollution: Focus, 2(5), 631-640. 

[75] Jahns, G., & Koegl, H. (1993). Positioning and navigation of farm vehicles by means of 
satellite systems-a contribution to technology assessment. Landbauforschung 
Voelkenrode (Germany). 

[76] Fan, S., & Rue, C. (2020). The Role of Smallholder Farms in a Changing World. In The Role 
of Smallholder Farms in Food and Nutrition Security (pp. 13-28). Springer, Cham. 

[77] NCRB (2019). Accidental Deaths and Suicides in India. National Crime Record Bureau. 
Accessed from https://ncrb.gov.in/sites/default/files/Chapter-2-Suicides_2019.pdf 

 

  

https://ncrb.gov.in/sites/default/files/Chapter-2-Suicides_2019.pdf


50 

 

Author Biography 

Narayan Prasad Nagendra completed his doctoral studies from the Chair of Supply Chain Management at 

Friedrich Alexander University Erlangen-Nuremberg, Germany with his research being supported by the 

Deutscher Akademischer Austauschdienst (German Academic Exchange Service).  He researches in the area of 

supply chain management, operations management and nascent ecosystems. His research has been accepted 

for publication in Annals of Operations Research and IEEE Transactions on Engineering Management journal 

among others. 

Gopalakrishnan Narayanamurthy is a Senior Lecturer in the Department of Operations and Supply Chain 

Management at the University of Liverpool Management School, UK. He is also an External Research Partner at 

the India Competence Centre in University of St. Gallen, Switzerland and a visiting faculty at LM Thapar School 

of Management, India. He completed his doctoral studies from the Indian Institute of Management Kozhikode, 

India. During his doctoral studies, Gopal has been a Fulbright-Nehru Doctoral Research Fellow at Carlson School 

of Management, University of Minnesota. He researches in the area of transformative service research, 

healthcare operations management, operational excellence, digitization, decision intelligence, and sharing 

economy. His research has been accepted for publication in Journal of Service Research, International Journal of 

Operations and Production Management, Journal of Business Ethics, International Journal of Production 

Economics, IEEE Transactions on Engineering Management, Technological Forecasting and Social Change, and 

Computers & Operations Research among others. 

Roger Moser is a Senior Lecturer at Macquarie Business School in Australia and serves as faculty at the University 

of St. Gallen in Switzerland and the Indian Institute of Management in Udaipur, India.  After completing his PhD 

in Germany, he established endowed chairs for sourcing and supply chain management in China and India and 

served as assistant professor at the University of St. Gallen. He has published in numerous journals including 

Technology Forecasting and Social Change, Journal of Supply Chain Management, Journal of Service Research 

and the Journal of Operations Management, among others. His primary research focus is on intelligence 

gathering and processing as part of strategic management. 

Evi Hartmann studied industrial engineering and management at the University of Karlsruhe. After spending 

time researching at the University of California and the Haas School of Business in Berkeley, USA, she received 

her Diploma in 1997. Evi Hartmann obtained her doctoral degree at the Institute for Technology and 

Management at Technische Universität Berlin in 2002. From 1998 to 2005, she worked as a consultant at A.T. 

Kearney. She was then appointed assistant professor of purchasing and supply management at the Supply Chain 

Management Institute of the European Business School, International University Oestrich-Winkel, where she 

was awarded her habilitation in business studies in 2008. She holds the Chair of Supply Chain Management at 

Friedrich-Alexander-Universität Erlangen-Nürnberg (FAU) since 2009. Her primary areas of research include 

environmental supply chain management, global sourcing and strategic foresight. Her research approaches are 

practical and realizable, as numerous research projects and strong collaboration with industry partners show. 

Tuhin Sengupta is an Assistant Professor in the department of Operations Management at Indian Institute of 

Management Ranchi, India. He completed his PhD in the department of Operations Management & Quantitative 

Techniques from Indian Institute of Management Indore, India. He has published in international journals such 

as Production Planning & Control, Technological Forecasting & Social Change, Information Systems Frontiers, 

Computers in Industry, The International Journal of Human Resource Management, Journal of Environmental 

Management, Journal of Cleaner Production among others. His research interests lie in the domain of supply 

chain management, sustainability and socially responsible business models. 


